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Abstract: DSC-MRI examination is one of the best methods of diagnosis for brain diseases. For this
purpose, the so-called perfusion parameters are defined, of which the most used are CBF, CBV, and
MTT. There are many approaches to determining these parameters, but regardless of the approach,
there is a problem with the quality assessment of methods. To solve this problem, this article proposes
virtual DSC-MRI brain examination, which consists of two steps. The first step is to create curves that
are typical for DSC-MRI studies and characteristic of different brain regions, i.e., the gray and white
matter, and blood vessels. Using perfusion descriptors, the curves are classified into three sets, which
give us the model curves for each of the three regions. The curves corresponding to the perfusion
of different regions of the brain in a suitable arrangement (consistent with human anatomy) form a
model of the DSC-MRI examination. In the created model, one knows in advance the values of the
complex perfusion parameters, as well as basic perfusion descriptors. The shown model study can be
disturbed in a controlled manner—not only by adding noise, but also by determining the location of
disturbances that are characteristic of specific brain diseases.

Keywords: virtual DSC-MRI examination; perfusion descriptors; tracer concentration curves; brain
model; pathology simulation

1. Introduction

DSC-MRI (Dynamic Susceptibility Contrast—Magnetic Resonance Imaging) is one of
the most modern brain diagnostic methods. It allows for imaging perfusion, i.e., assessing
the degree of blood supply and blood flow through tissues. As the perfusion changes in
pathological lesions, DSC-MRI brain imaging allows for early diagnosis and the indication
of the location of brain tissues that put patients at risk of pathologies such as cancerous tu-
mors, damage resulting from a stroke, epilepsy, migraine headaches, dementia, Moyamoya
disease, and many more [1–5].

In a DSC-MRI study, the response of the examined brain area is observed over time
in the form of a sequence of MRI scans [6–9], after prior injection of a paramagnetic tracer
(e.g., gadolinium-based chelates) into the bloodstream [8,9]. A tracer passes successively
from the injection site, through the circulatory system and cerebral artery, and to the
examined area (Region of Interest—ROI). Tracer flow causes changes in the measured MRI
signal [8–10]. From the temporal sequence of MRI scans obtained during the examination,
a temporal course of changes in the MRI signal is created for each pixel of the examined
brain cross-section [10]. Its shape corresponds to changes in tracer concentration in the ROI.
On this basis, the so-called perfusion parameters, containing diagnostic information, are
calculated [11,12].

The most frequently used perfusion parameters are Cerebral Blood Volume (CBV),
Cerebral Blood Flow (CBF), and Mean Transit Time (MTT). CBV can be calculated by assess-
ing the area under the concentration–time curve. The most used approach to obtaining CBF
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is to utilize singular value decomposition (SVD) to estimate CBF through deconvolution of
the arterial input function (AIF, i.e., the function that is an excitation for the ROI), while
MTT is calculated by dividing CBV by CBF [2,9,11,12]. The basis of the diagnosis are
so-called parametric images, which are maps of the values of perfusion parameters in the
examined brain cross-section [13,14].

There are many approaches to determining perfusion parameters [12,13,15–17]. The
most frequently used is the non-parametric approach, in which no internal structure of
the system under study is assumed, and a specific regression function is fitted to the
measurement data [12,16]. In the case of the parametric approach, a hypothesis is put
forward regarding the functioning of the system under study, in the form of its model,
which allows the parameters of such a model to be given a physical interpretation [17,18].
However, regardless of the approach used, there is a problem with assessing its quality
and its comparison with others. This problem results from the small number of available
measurement samples and the low quality of DSC-MRI data [19,20]. For this reason,
tracer concentration curves are often simulated using various regression functions (e.g.,
gamma variate). Tracer concentration patterns in blood are usually created by selecting
the parameters of the regression curve so that the perfusion parameters calculated on
its basis agree with the literature values [16,21]. Consequently, the choice of a specific
regression function affects the subsequent simulation results, favoring those methods in
which perfusion parameters are estimated based on the same regression function.

Generally, in simulation-based DSC-MRI studies, a statistically significant set of curves
is created, and then, affected in a specific way [19,21]. In most studies, complex perfusion
parameters are determined, i.e., the above-mentioned CBF, CBV, and MTT. Meanwhile, in
many cases, also related to the fact that DSC-MRI is used in an increasing range of brain
diseases [1–7], it turns out that the basic perfusion descriptors may become more diag-
nostically useful [22,23]. The basic perfusion descriptors are those that can be determined
directly from the tracer concentration curve, i.e., BAT (Bolus Arrival Time—the time of
appearance of the tracer in the ROI), MPC (Maximum Peak Concentration—the maximum
amplitude of the tracer concentration in the ROI), TTP (Time to Peak—the time taken to
reach the maximum amplitude), and FWHM (Full Width at Half Maximum—the width
of the tracer concentration curve at the height of half the maximum of the curve) [16,22].
This is significant because, especially in relation to time descriptors (BAT and TTP), the
diagnosis depends not only on the descriptor value itself, but also on the connection of the
measurement value with the location in the brain cross-section [24].

For brain tissue, there are two basic shapes of tracer concentration curves, i.e., for
white and gray brain matter. In addition to signals from both tissues, signals from blood
vessels are measured [11,13,14]. So, the aim of the first part of the article is to obtain three
DSC-MRI curves characteristic of different brain regions, created not using the standard
approach of simulating characteristic curves in the form of arbitrarily chosen regression
functions, but from a set of measurement data from a clinical DSC-MRI study. The obtained
characteristic curves will be then used to create a virtual DSC-MRI brain examination.

It will be possible to introduce known disturbances into the obtained model brain study
(e.g., in the form of signals typical for pathologies such as tumor, stroke, etc.), and then,
examine the effectiveness of their identification for various methods and computational
algorithms. This will enable research to be conducted for various dimensions and shapes
of pathological disorders and for various amounts of measurement disturbances.

To create such a virtual sequence of DSC-MRI scans covering the entire cross-section
of the brain, model tracer concentration curves with a shape corresponding to perfusion
in various brain regions, after conversion into a DSC-MRI measurement signal, must be
appropriately arranged (corresponding to the anatomy of a specific brain cross-section).

The key motivation for creating a virtual DSC-MRI study in this form is the fact that,
unlike the above-mentioned approach, in which we only simulate curves and not the
entire sequence of images, in the proposed approach, we will know in advance the values
of both complex perfusion parameters, as well as simple perfusion descriptors. Thanks
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to the possibility of introducing curves with a shape characteristic for various types of
pathological lesions in a known place, their detectability can be evaluated. The model
examination can be disturbed in a controlled way—noise with assumed characteristics
can be introduced into the MRI signals [14,16,21]. The advantage of creating a sequence
covering the entire cross-section of the brain is that we can also influence the entire sequence
by disrupting the images created, not just the signals that form them. It is also possible
to test the reliability of the methods when introducing pathologies of different diameters
and profiles into the examination, which is impossible in the case of the classical approach,
while the size of the detected pathology often implies the method of treatment (including
the decision on surgical intervention), e.g., allows for the distinction between reversible
and irreversible ischemia [23,25].

2. Materials

To maintain the uniformity of the input data, all clinical DSC-MRI measurements used
for the creation of the virtual brain DSC-MRI examination were performed on a GE scanner
with the following parameters of the sequence of scans: B = 1.5T, SE-EPI, 12 layers of size
(slice thickness) 5–10 mm, 60 measurement points, TR (Repetition Time) = 1250–1610 ms,
TE (Time Echo Delay) = 32–53 ms, Ts (sampling interval) = 1.43 s.

Gadopentetic acid (Gd-DTPA) was used as a paramagnetic contrast agent.
To maintain the anonymity of the subjects, 24 DSC-MRI sequences from adults as-

sumed to be healthy (age 23–68) of both sexes were randomly selected from the available
ones, which gave 1200 MRI images for analysis.

It should be noted that TR values, although varying, were considered appropriate for
the model study, which results from the fact that since a short TR was below 700 ms, while
a long TR was above 2000 ms [26], the range of 1250–1610 ms could be considered without
deviations on either side.

3. Basic Perfusion Descriptors

Figure 1 shows the typical shape of the tracer concentration curve in the ROI [16,18].
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Figure 1. Tracer concentration curve with selected basic perfusion descriptors.

Figure 1 also shows the basic perfusion descriptors that can be determined directly
from this curve [14,16,18]:

• The time of appearance of the tracer in the ROI—BAT (Bolus Arrival Time);
• The maximum amplitude of the tracer concentration in the ROI—MPC (Maximum

Peak Concentration);
• The time taken to reach the maximum amplitude by the curve—TTP (Time to Peak);
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• The width of the tracer concentration curve at the height of half the maximum of the
curve—FWHM (Full Width at Half Maximum).

The values of the descriptors characterizing the tracer concentration curve are different
in different areas of the brain. Based on the literature study, the following were selected for
further consideration: TTP, MPC, and FWHM [18,27]. The analysis of the values of these
descriptors for the entire cross-section of the brain allows us to distinguish three subsets
corresponding to three distinguished brain areas.

The following relationships exist between individual perfusion descriptors [16,28–30]:

• MPCA > MPCGM > MPCWM;
• TTPWM > TTPGM > TTPA;
• FWHMWM > FWHMGM > FWHMA.

In the above relationships, WM represents white matter, GM gray matter, and
A arteries.

The literature [29–31] presents classification methods using, among others, the above
relationships to also assign each pixel of the brain slice to one of the three sets (WM, GM, or
A). The research presented in this paper has a different goal, which is to obtain characteristic
tracer concentration curves for three distinguished areas. Curves with a shape deviating
from the characteristic shape (as shown in Figure 1) were identified as anomalous due to
inappropriate perfusion parameters or due to excessive noise and were not included as
components of the characteristic curves.

4. Method of Calculating Selected Perfusion Descriptors

In the three-compartment model of the process of the tracer passing through the
circulatory system to the examined area in the brain, presented, e.g., in [17,18], AIF mea-
surements, as well as measurements made in the ROI, basic regression functions were fitted,
two- and three-exponential, respectively:

fregrAIF(t) = p1 · e−p2·t + p3 · e−p4·t, (1)

fregrROI(t) = p5 · e−p6·t + p7 · e−p8·t + p9 · e−p10·t, (2)

where p1 ÷ p10 are simply the parameters of the above regression functions. These re-
gression function parameters were estimated based on DSC-MRI measurements. The AIF
parameters, i.e., p1 ÷ p4, were the same for the whole sequence, while the parameters
p5 ÷ p10 were calculated for each ROI separately, i.e., in accordance with the contrast agent
concentration in a particular ROI.

The basic features of the parametric approach to calculating the most diagnostically
important perfusion parameters (i.e., CBF, CBV, and MTT) are the avoidance of numerical
deconvolution and the possibility of using stochastic filtering to improve the noise proper-
ties of the analyzed data. Both features are unique to the parametric approach [17,18,32].
Moreover, in the case of calculating the perfusion descriptors from Figure 1 using regression
functions (1) and (2), these descriptors can be calculated directly using estimates of the
parameters of the regression function.

The subject of interest in this work are the signals in the ROI (i.e., not the arterial input
function). Therefore, a regression function in the form of Equation (2) was used, and the
parameters were estimated. The regression function was fitted to first-pass samples, i.e.,
those corresponding to the first passage of the marker through the ROI [17,32]. For this
purpose, the LS method and the Marquardt–Levenberg (M-L) algorithm were used.

After determining the estimates of the parameters of the regression function (3) for
each considered curve, the perfusion descriptors were calculated as follows:

TTP and MPC
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TTP, as the time in which the concentration curve reaches its maximum, is calculated
by solving the following equation:

d fregROI(t)
dt

= 0, (3)

so, using Equation (2) as fregrROI(t), we obtain(
p5 · e−p6·t + p7 · e−p8·t + p9 · e−p10·t

)′
= 0, (4)

−p5 · p6 · e−p6·t − p7 · p8 · e−p8·t − p9 · p10 · e−p10·t = 0. (5)

The solution to Equation (5) is tMPC = TTP. According to Figure 1, the TTP descriptor
clearly indicates the maximum MPC, and therefore,

MPC = fregrROI(tMPC). (6)

FWHM
The FWHM descriptor value is calculated using the previously obtained MPC and

TTP values. The value of the FWHM descriptor is defined as

FWHM = t2 − t1, (7)

where t1 and t2 are determined from the two following relationships:

fregrROI(t1) =
fregrROI(tMPC)

2
, t < tMPC, (8)

fregrROI(t2) =
fregrROI(tMPC)

2
, t > tMPC. (9)

In other words, we calculate the time taken for the regression function to reach half of
its maximum before reaching it (t1), as well as the time taken for the value of this function
to fall back to half of its maximum after reaching it (t2). According to the definition of
FWHM, the difference in these times gives us the exact value of this descriptor.

5. Creation and Verification of Model Curves

In the next step, each measurement curve was assigned a vector of previously se-
lected descriptors characterizing it, related to the brain area based on previously shown
relationships existing between individual perfusion descriptors, as given in [16,28–30]:
Dn = [MPCn, TTPn, FWHMn], n = 1, 2, . . . , N, where N is the number of all curves.

These vectors were assigned to appropriate sets, in this case, four. Three of them
correspond to three brain areas, while the fourth is intended for non-standard curves that
do not correspond to any of the three brain sets. The curves in the fourth set were too noisy,
or they came from areas affected by the disease. Curves from this set were not components
of characteristic signals—they were rejected, as they could influence the quality of the
resulting model DSC-MRI study.

The unsupervised clustering method was used to divide the set of all curves. Generally,
clustering is the task of dividing a multidimensional set of data (in this case, N vectors)
characterized by a feature vector (in this case, a Dn vector of descriptors) into subsets in
such a way that the elements of each subset are similar to each other while being as different
as possible from elements belonging to other groups. For this purpose, this work uses the
k-means algorithm, in which the data set is initially divided into a predetermined number
of classes (in this case, equal to 4). Then, the obtained division is iteratively improved in
such a way that some elements are transferred to other classes until the minimum variance
within the obtained classes is obtained [33,34].
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An unsupervised clustering algorithm was chosen so that the resulting sets of curves
would not be subject to any arbitrarily selected thresholds or other factors that could
influence the selection and, consequently, mismatch of the model curves to the brain region
they are supposed to represent.

After clustering, characteristic curves were created by averaging each of the three
obtained sets. Figure 2 shows the average curves from the first three sets, i.e., those
containing measurements from the white and gray matter of the brain, and from blood
vessels (arteries). These are the tracer concentration curves characteristic of particular
brain regions.
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we can identify baseline (0–24 s), first-pass of contrast agent (24–40 s), and contract agent recirculation
(40–60 s).

Visual assessment of the averaged curves from Figure 2 allows us to initially conclude
that the selected classification method works properly. The differences between them
correspond to those known from the literature [11,13,14,28,29].

Better verification of the quality of the obtained curves can be achieved by comparing
the CBV parameter values calculated for each of the obtained characteristic curves with
the values known from the literature. The choice of the CBV for this purpose was dictated
by the fact that of the three complex perfusion parameters (i.e., CBF, CBV, and MTT), this
one is the most computationally explicit and, in some cases, it is possible to use a regional
relative description of CBV without knowing the arterial input function [35]. CBV is, by
definition, given as [11,13,14,36]

CBV =

∫ ∞
0 CROI(t)dt∫ ∞
0 CAIF(t)dt

, (10)

where CROI(t)dt and CAIF(t)dt are the tracer concentration curves for the ROI and for the
AIF, respectively.

As follows from Equation (10), the absolute value of CBV depends on the arterial
input function. The value of the denominator (i.e., integral of the arterial input function) is
the same for each pixel of the brain cross-section, so to verify the quality of the obtained
characteristic curves, the CBV ratios for the three individual brain regions can be used.
This will make the obtained results independent of the possible impact of the arterial input
function on their quality.
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So, CBVA/CBVGM and CBVGM/CBVWM were calculated, and the obtained results
were compared with values obtained from six different clinical studies [29,31,36–39]. The
results are shown in Table 1.

Table 1. Comparison of results obtained based on curves characteristic of three brain regions obtained
in this study with published parameter values obtained from clinical studies.

CBVA/CBVGM CBVGM/CBVWM

Based on the Model Curves
Presented in This Work 1.97 2.19

Artzi et al. [29] 1.60–2.10 2–2.4

Bjornerud and Emblem [31] (not investigated) 1.60–1.98 or 1.74–2.18
(depending on the calculation method)

Ibaraki et al. [36] (not investigated) 1.60–2.40 or 2.30–2.50
(depending on the ROI)

Schreiber et al. [37] (not investigated) 1.90–2.30
Wenz et al. [38] (not investigated) 1.60–2.60
Fuss et al. [39] (not investigated) 1.50–2.80

The results presented in Table 1 show that the proposed approach enables very good
compliance of the perfusion parameters with those published in the literature. This means
that the curves shown in Figure 2 can be used as tracer concentration curves specific to the
white and gray matter of the brain and to blood vessels. It is worth noting that only the
authors of [29] present the CBVA/CBVGM ratio. In the same paper, Artzi et al. [29] point
out that it is impossible to compare the result obtained by them with the literature values, as
such values are not published; however, a comparison of the highest curve in Figure 2 with
the curves obtained in arteries and presented, for example, in the works [11,13,14,28,29]
shows very good compliance between the shapes of these curves. The lack of other CBVA
values in the literature can probably be explained by the fact that, in general, determining
the position of arteries in a cross-section of the brain is a difficult task, and in fact, it is most
often only used to determine curves that can be candidates for AIF [18,27].

However, the obtained value of the CBVGM/CBVWM ratio is consistent with five of
the six clinical trial results shown. The result from [31] differs from others, which may
be due to the use of a different calculation method or the fact that in many studies, the
ROI selection is performed manually. This may lead to the over- or under-estimation of
values due to the inaccurate marking of gray- and white-matter regions, or by incorrectly
including measurements from vessels in these regions.

The tracer concentration curves shown in Figure 2 can be used to evaluate and compare
methods for calculating complex perfusion parameters. Their main advantage is the fact
that they were obtained based on an actual DSC-MRI examination of the brain, and not
using the standard approach of simulating regression curves. However, this is not their
only possible application. The next part of this article will show other possibilities of using
the obtained characteristic curves, i.e., creating a simulated DSC-MRI brain examination.

6. Creation of DSC-MRI Measurement Curves and a Brain Anatomy Model

From the c(t) tracer concentration curve in the blood, the DSC-MRI measurement
signal S(t) is obtained from the following relationship [40]:

S(t) = S0 · e−κ·c(t)·TE (11)

where S0 is the amplitude of the measurement signal before contrast administration, and κ is
the proportionality coefficient (depending on the properties of the tissue and measurement
conditions resulting from the device used).

Figure 3 shows model DSC-MRI signals calculated using Equation (11) and based on
the previously obtained model tracer concentration curves for individual brain regions.
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The DSC-MRI measurements used to create the model curves consisted of 50 scans, so this
was the resolution of the model study.
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brain regions: gray matter, white matter, and arteries.

To create the model study, a physiological base was needed, i.e., the arrangement of
individual tissues in a cross-section of the brain. The BrainWeb database was used for
this purpose [41–44]. This database provides, among others, 20 virtual static brain MRI
images [43]. The MRI simulator described in [44] includes blood vessels, which, combined
with the model DSC-MRI measurement signals from Figure 3, makes it possible to use it to
create a model series of dynamic brain images including blood vessels, without the need to
obtain an anatomical base from the segmentation of brain areas from other imaging studies.

It should be noted that at this stage, changes in the brain resulting from aging (like the
WM/GM ratio) or sex differences should be considered if necessary [45–47].

Figure 4 shows where the gray (b) and white (c) matter of the brain and blood vessels
(d) are located in two selected brain cross-sections (a). The maps shown in Figure 4b–d
allow for the appropriate location of the model DSC-MRI signals, and thus, the creation of a
simulation of a DSC-MRI study, consisting of a sequence of scans with the same parameters
as the actual studies constituting the basis for obtaining the model DSC-MRI signals.
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7. Results—Exemplary DSC-MRI Study Models

Figure 5 shows five selected exemplary scans from a model DSC-MRI study created
based on cross-section P of Figure 4: one scan from before the tracer appeared (t1), one
when the tracer reached its maximum value (t3), two adjacent to it (t2 and t4), and one after
tracer passing, i.e., during the recirculation (t5). One study (row a) contains no noise, and
two others (rows b and c) are artificially noised. The DSC-MRI signals were distorted using
Gaussian white noise at levels of SNR of 25 dB (b) and 20 dB (c).
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Figure 5. Representative scans from exemplary model DSC-MRI examination: sequence of scans for
healthy brain (a) and the same sequence with low (b) and high (c) noise content.

DSC-MRI examination is used for the diagnosis of an increasing range of brain dis-
eases. Each disease (as well as its stage) has more or less specific characteristics and, in a
peculiar way, affects simple and complex perfusion parameters [1,14,15,22,48]. Therefore,
the introduction of a pathology with a specific diameter and profile into a model sequence
can show how effective each approach to calculating perfusion parameters is in terms of
detecting a specific pathology. Figure 6 shows the location of two pathologies with different
dimensions introduced into the model DSC-MRI examination.
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Figure 6. Shapes (a) and localizations (b) of the pathologies introduced into the model research.

A pathology with the shape shown in Figure 6 was introduced into a model study
based on the brain cross-section from row L of Figure 4. The model DSC-MRI signals
were modified based on the thresholds imposed on the perfusion descriptors proposed
by Grandin et al. [23] to detect ischemic cerebral infarction. The DSC-MRI examination
created in this way is shown in Figure 7. The scans were selected analogously to those from
Figure 5. The first sequence (a) does not contain noise or a pathology, the second one (b)
has a pathology introduced as described above, and the third one (c) contains a pathology
and is also disturbed by noise at an SNR level of 25 dB.
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Figure 7. Representative scans from different exemplary model DSC-MRI examinations: healthy
brain (a), brain with inserted pathologies (b), and brain with two pathologies and noise content (c).

Figure 8 shows maps of the three most important perfusion parameters, i.e., CBV, CBF,
and MTT, calculated based on the sequence shown in Figure 7c.
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Figure 7c.

As can be seen in Figure 8, the introduced pathologies in the parametric images are
clearly observable and consistent with the shape of the pathologies shown in Figure 6. In
the case shown, both pathologies are relatively obvious, and they also have a large diameter;
therefore, for a diagnostician, it would be hard not to notice the impact of the disease on the
parameter map. However, the pathological changes appearing in the brain cross-section
may have a completely different shape (irregular) and a much smaller diameter, and their
impact on the tracer concentration curve may also be much more subtle. In such cases, it is
extremely desirable that the perfusion parameter map assessed by the doctor is as reliable as
possible. The proposed virtual study can be used as a tool for this purpose. With its help, it
is possible to objectively compare different approaches to calculating perfusion parameters
by checking how the obtained parametric maps correlate with a known pathological change
introduced in a specific location.

8. Discussion and Conclusions

This article proposes the creation of a simulated DSC-MRI examination. Curves
corresponding to the perfusion of various brain regions in an appropriate arrangement
(corresponding to the anatomy of a specific brain cross-section) create model DSC-MRI
studies. Using sequences created in this way, we know in advance the values of both
complex perfusion parameters and their simple descriptors. We can disrupt the model
study in a controlled way—not only by introducing disturbances of the assumed size and
characteristics to the DSC-MRI signals, but also by influencing their location (and distribu-
tion) in the brain cross-section(s). Other types of interference that can be introduced into
such sequences, typical for image data, are blurring, geometric shifts between subsequent
images in the sequence, etc. Assessment of the resistance of the methods for determining
perfusion parameters to this type of interference is impossible when the interference is
introduced only to DSC-MRI signals, i.e., as in the approach classically proposed in the
literature. The described research model will allow us to reliably and objectively, while
considering the type of brain tissue (white and gray matter), assess the quality of various
approaches to calculating perfusion parameters.

Additionally, disturbed signals characteristic of specific pathologies can be introduced
into such a sequence. Then, an additional criterion for assessing the approach to determin-
ing perfusion parameters is to check the threshold (this threshold may be, for example, the
diameter of the introduced disorder) for detecting perfusion disorders in the presence of
various types of disturbances, either automatically or indirectly, through the assessment of
the diagnosing doctor based on a map of specific parameters.

The one limitation of the proposed approach is the fact that reliable data are needed
on the impact of each specific disease on the flow of the tracer through the brain tissue, so
that the disorders introduced into the virtual study reflect reality.
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Another limitation of the proposed approach is the fact that if an analogous model
study for long or short TR was to be created, a different set of DSC-MRI studies must be
used for the creation of model curves.

It is also worth emphasizing that this study focuses on a method that can be considered
invasive, as it involves tracer injection, while in recent years, non-invasive methods of brain
perfusion imaging have been gaining popularity, with particular emphasis on Arterial Spin
Labeling (ASL) perfusion MRI [49–51]. Since the use of this method is based on a different
principle, the described approach cannot be used to create an analogous research model.
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17. Kalicka, R.; Pietrenko-Dąbrowska, A. Parametric Modeling of DSC-MRI Data with Stochastic Filtration and Optimal Input Design

Versus Non-Parametric Modeling. Ann. Biomed. Eng. 2007, 35, 453–464. [CrossRef] [PubMed]
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