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Abstract: Technology valuation methods are classified into income‑based, cost‑based, and market‑
based approaches depending on the perspective of valuing technology. The market approach eval‑
uates the value of technology by referring to cases in which similar technologies have been traded
before. In this study, we use prior technology transaction data to estimate the technology value based
on the market approach and to identify influential factors to the estimated value. To this end, we
adopt a multivariate k‑nearest neighbor (MKNN) regression model to accommodate mixed‑type in‑
put variables aiming at estimating multivariate technology values, selecting influencing factors, and
the relative importance of the selected factors. In addition, we can optimize the number of transac‑
tion cases k in k‑NN regression. Our proposed regression model outperforms an embedding model
with cosine similarity in predicting multivariate response variables. In addition, we illustrate how
to select and assess the influential factors based on the real‑life dataset.

Keywords: feature selection; genetic algorithms; market approach; multivariate regression;
technology valuation

1. Introduction
As corporate technological capability is recognized as a key factor in determining com‑

petitive advantage, technological alliances and transactions among companies are actively
occurring. Accordingly, various efforts are being pursued to evaluate the value of technol‑
ogy and link it to transactions. Technology valuation methods are broadly classified into
income‑based, cost‑based, andmarket‑based approaches, depending on the perspective of
valuing the technology. The income‑based approach involves evaluating the target tech‑
nology by discounting the future cash flows that will be obtained when commercializing
it to the present value, whereas the cost‑based approach calculates the value of technology
based on the reproduction cost or alternative cost of the target technology. By contrast, the
market‑based approach evaluates the value of the target technology by referring to cases
in which similar technologies have been traded [1]. With the adoption of international ac‑
counting standards, the market‑based approach, which is internationally recommended
and evaluates the value of technology based on market information, has been recognized
as a highly valid method. To perform a technology valuation using a market‑based ap‑
proach, a process similar to that shown in Figure 1 is necessary [2]. First, comparable tech‑
nology asset transaction information from the past must be collected, and comparability
between the target technology and comparison cases must be analyzed to ensure the relia‑
bility of the data. Therefore, a value adjustment process is necessary. However, because of
security concerns, it is often challenging to secure technology transaction information or
transaction amounts themselves. Even if comparable cases exist, research on determining
the comparability and similarity between the target technology and previous transaction
cases remains insufficient [2].
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ability analysis method.

In this regard, research has been conducted on technology valuation models using
market‑based approaches. Kang et al. [3] conducted a study that calculated the similar‑
ity between technologies using patent classification codes and keyword information, and
Kang et al. [1] developed a market replacement cost approach to evaluate the value of the
technology being assessed based on the cost of similar projects extracted from keyword
information. Lim et al. [4] developed a conceptual model to calculate the market value
of a technology based on a technology transfer system that included technology, technol‑
ogy value, and market value. However, most of these studies do not evaluate the value of
technology based on actual technology transaction cases.

In prior research utilizing technology transaction cases, Sung et al. [5] proposed a
method to explain the relationship betweenpatent value factors and the transaction amount
by using regression analysis. Kim et al. [6] explained the relationship between influential
factors and royalty rates by assuming technology impact factors as independent variables
and royalty rates as dependent variables using logistic regressionmodels. However, previ‑
ous studies have been limited in that they assume there is only a single response variable
to be predicted, such as a royalty rate. The approaches may not be applicable when we
have a multivariate response, such as upfront payments and royalty rates, that should be
considered simultaneously in the running royaltymethod. In addition, the existing studies
do not estimate the relative importance of the influential factors because the studies select
the influential factors that have statistically significant effects on the univariate response
variable based on regression analysis.

Therefore, in this study, we propose a method for predicting multivariate technology
value, such as upfront payment and running royalty rate, and for evaluating the relative
importance of influential factors to themultivariate response variables. To achieve this, we
applied Gower’s similarity [7], which is suitable for mixed‑type data, as shown in Figure 2,
and used MkNN regression models to explain the relationship between influential factors
and technical fees, including upfront payments and royalty rates. We used Tabu Search
encoding solutions and a genetic algorithm to select influential factors that affect technical
fees and simultaneously derive their weights and transaction case k. The contribution of
this study can be summarized as follows.
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Figure 2. Procedure for estimating the importance of key influential factors in technology value for
the application of transaction comparison method.

• We propose a new technology valuationmethod that can be applicable whenwe have
transaction datasets that have multiple responses, such as upfront payment and roy‑
alty rate.

• We propose methods to evaluate the relative importance of influential factors to the
multivariate response.

• Also, the proposedmethod can identify the optimal number k of previous transaction
cases to compare.

The remainder of this paper is organized as follows. In Section 2, we introduce pre‑
vious studies on analyzing influential factors affecting technology value and evaluate the
importance of independent variables using regression models in the market approach. In
Section 3, we propose amethod for selecting the influential factors that affect technical fees,
determining theweights of key influential factors, and identifying the number of case stud‑
ies through multivariate regression analysis based on the k‑nearest neighbor and genetic
algorithms. Section 4 evaluates the importance of the key influential factors in technol‑
ogy value by fitting the proposed model to actual technology transaction data. Finally,
Section 5 discusses the limitations of the market approach and summarizes the research
results, practical applications, and implications.
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2. Related Work
2.1. Market‑Based Technology Valuation Method

Some studies have been conducted on technology valuation models using market‑
based approaches. Kang et al. [3] conducted a study that calculated the similarity between
technologies using patent classification codes and keyword information. Kang et al. [1]
developed a market replacement cost approach to evaluate the value of the technology
being assessed based on the cost of similar projects extracted from keyword information.
Lim et al. [4] developed a conceptual model to calculate the market value of a technology
based on a technology transfer system that included technology, technology value, and
market value. However, these studies are qualitative studies that do not evaluate the value
of technology based on actual technology transaction cases.

To resolve this issue, some research employed the real‑life technology transaction
dataset [5,6]. As mentioned in the introduction, these studies cannot handle the multiple
response variables because they employed a univariate regression analysis. In this study,
we tackle this issue by proposing a new regression method that handles the running roy‑
alty rate dataset.

2.2. Identification of Key Influential Factors in Technology Valuation
Generally, studies on influential factors for technology and patent valuation can be

classified into qualitative methods based on expert judgment and quantitative methods
using regression analysis with actual cases. Qualitative methods include hierarchical anal‑
ysis, the Delphi method, the expert opinion method, and sensory test [8]. Meng et al. [9]
evaluated the factors influencing the adoption of precision pesticide technology in apple
production areas in China using an expert opinionmethod. Park [10] compared the superi‑
ority and competitiveness of technologies using a hierarchical analysis, and Kim et al. [11]
extracted the key factors influencing patent value using the Delphi method. Park and
Wagh [12] proposed a method that uses intellectual property indices to apply the rating
method. However, because these qualitative approaches are based on the subjective judg‑
ments of experts, they have limitations in terms of reliability owing to differences in expert
opinions or the absence of objective evaluation criteria.

Quantitative methods that utilize statistical techniques based on actual technology
transaction data are predominant in extracting the key influential factors. Sung et al. and
Kim et al. [5,6] proposed a method for explaining the relationship between influential fac‑
tors and technical fees and for selecting significant factors through linear regression anal‑
ysis. Lee [13] performed a study that extracted and estimated the importance of influen‑
tial factors related to technicality, ownership, and marketability through factor analysis,
whereas Park [14] analyzed the differences in technical fees based on influential factors
using ANOVA and t‑tests. Reitzig [15] presented the factors influencing patent valuation
using multivariate statistical techniques.

Research utilizing actual technology transaction data has mostly employed statistical
methods to select key influential factors. However, these studies have limitations in eval‑
uating the importance of the influential factors of technology value. To address this need,
this study investigated methods for estimating the importance of independent variables
using regression analysis and genetic algorithms.

2.3. Estimation of Relative Importance of Input Variables of Regression Model
The importance of the independent variables can be measured through regression

analysis by decomposing the coefficient of determination. Azen and Budescu [16] pro‑
posed General Dominance Weights that decompose the coefficient of determination by
using the repeated sequential sum of squares for a given input variable. Eriksson et al. [17]
extracted the relative importance of input variables based on the loadings of the predictor
and response variables calculated using Partial Least Squares on a given dataset. John‑
son [18] decomposed the coefficient of determination of the model through principal com‑
ponent regression.
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As mentioned previously, to apply the transaction case comparison method, it is nec‑
essary to secure case information comparable to the evaluated technology through the
transactions of similar technologies. In this case, the similarity of cases must be high to en‑
sure the accuracy of the evaluated technology’s value, and the k‑nearest neighbor method
is widely used for this purpose [19]. Burkhard [20] states that these similarity criteria sig‑
nificantly impact accurately evaluating the value of the evaluated technology.

The k‑nearest neighbor (k‑NN) method is generally criticized for having lower pre‑
dictive performance than other artificial intelligencemethods. However, predictive perfor‑
mance can be improved by weighing the importance of the input variables [21]. Therefore,
the performance of the k‑NN regression model is heavily influenced by the determination
of the input variable weights. To build a reliable k‑NN regression model, an accurate de‑
termination of the input variable weights is necessary [22].

In existing prediction models that use k‑nearest neighbor regression, methods such
as equal weighting, gradient descent, regression analysis, and the analytic hierarchy pro‑
cess (AHP) are used to estimate the weights of input variables. However, these methods
have limitations in that they can cause mathematical errors when optimizing multiple in‑
put/output variables, or the weights can change based on the subjective judgments of ex‑
perts. To overcome these limitations, various studies have utilized genetic algorithms,
which are optimization methods used to solve optimization problems. Park et al. [23]
used a genetic algorithm to estimate the attribute weights of an initial‑stage construction
cost prediction model using k‑nearest neighbor regression, and Ji et al. [24] proposed a
k‑nearest neighbor method based on genetic algorithms. Chiu et al. [25] used genetic al‑
gorithms to select weights for input variables in the k‑nearest neighbor method for cus‑
tomer relationship management in insurance companies. Shin and Han [26] applied ge‑
netic algorithms to select input variable weights for the k‑nearest neighbor method for cor‑
porate bond evaluation. Based on these previous studies, this study combines k‑nearest
neighbor regression andgenetic algorithms to estimate the importance of technology value‑
influential factors.

3. Analysis of the Importance of Technology Value Influential Factors Using
Regression Analysis Based on k‑Nearest Neighbor Method

This section proposes a method for analyzing the relationship between technology
value‑influencing factors and transaction prices based on the k‑nearest neighbor regression
model. We then evaluate the importance of technology value as an influential factor in
transaction prices.

3.1. Estimating Running Royalty Using k‑Nearest Neighbor Regression Analysis
The k‑nearest neighbor regression estimates the dependent variable of the test data

based on the dependent variable values of the most similar training data. In this study, the
MkNN regression method was used to predict the value of the evaluated technology by
utilizing the values of past transactions that were most similar to the evaluated technology.
Previous studies have recognized this approach as significant [27].

The k‑nearest neighbor method estimates the results for a new input based on the
given input and output of the learning data. This method estimates the value of the evalu‑
ation target technology by using the value information of the k most similar transactions.
The method for constructing the model is as follows:

In technology transactions using the running royalty method, the data have the char‑
acteristic of having a multivariate dependent variable. Table 1 provides a representative
example of the technology transaction data. We assume that there areNmixed technology
transaction datasets consisting of l technology value‑influencing factors and d‑dimensional
royalties. While royalties consist of two dependent variables, prepaid and royalty rates, the
independent variables are mixed‑type data.
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Table 1. Example of mixed type technology transaction data.

Variable Separation Variable Initials Variable Type

Technology
Influential
Factors

x1 Categorical variable

x2 Nominal variable
...

...

xl Ordinal variable

Technical Fee
y1 Continuous variable

y2 Continuous variable

To reflect the characteristics of such data, we utilized an MkNN regression analysis
model and applied Gower similarity suitable for mixed‑type data to evaluate the similarity
between technologies. Specifically, for the i‑th training data and j‑th test data vectors of
the l‑dimensional technology value impact factors (hereinafter referred to as variables) xi
and xj, and the vectors of the technical fees y1 and y2, the Gower similarity is defined in
Equation (1).

Sij =
∑P

k=1 wkδk,i,j

∑P
k=1 wk

(1)

where Sij represents the Gower similarity between xi and xj, and wk is a weight represent‑
ing the importance of the k‑th variable (k = 1, · · · , P). δk,i,j is a function that represents
the similarity between the two values of variable k, xik and xjk, and takes a value of 0 or
1 if variable k is a nominal variable, and generally measures similarity by calculating the
difference between variables if variable k is a continuous variable. In this case, variables
with large differences from the other variables have small similarities, whereas variables
with small differences have large similarities.

For example, the formula for calculating the value of δk between two transaction cases
i and j when the k‑th variable is a continuous variable is defined as Equation (2).

δk,i,j=
| xi,k − xj,k |

rk
(2)

where wk represents the weight of the k‑th variable, indicating its importance, and δk,i and
δk,j represent the k‑th variable value of the transaction di and dj, respectively. rk is a param‑
eter that indicates the range of variable k, and is generally set as the difference between
the maximum and minimum values of the variable. If the k‑th variable is nominal, xi,k and
xj,k can be represented as 1 if they are the same and 0 if they are different, as shown in
Equation (3).

δk,i,j =

{
1, xik = xjk
0, otherwise

(3)

Thus, Gower similarity is a consistent similarity measurement method that can be ap‑
plied to variables, whether categorical or continuous, by calculating the weighted average
of the differences between variables for the training data (di) and test data (dj).

However, there is a limitation in that it gives the same weight to each variable regard‑
less of its importance, as it takes the average of variable‑specific similarities. Therefore,
in this study, we aim to develop a similarity measure that assigns relative weights to the
Gower Similarity by assigning weights that minimize the difference between the upfront
payments and royalty rate of the test technology and similar technologies, as shown in
Equation (4).

Using Equation (1), the method for predicting the running royalty of the evaluated
target technology by utilizing the importance of each influential factor in transaction case
k is shown in Equation (4). where let j be the observation value of the evaluation target
technology and ŷj represents the predicted running royalty for the j‑th evaluation target
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technology. First, the k transaction cases (i.e., Nk(j)), most being similar to the j‑th evalu‑
ation target technology, were selected, and the similarity between the k transaction cases
and the j‑th evaluation target technology was calculated as Sij. The weighted sum of the
calculated similarity for the running loyalty of learning data yi, multiplied by the weight
is the predicted running loyalty for the evaluation target technology.

ŷj = ∑i∈Nk(j) Sijyi (4)

3.2. Problem Definition for Estimating Importance of Key Influential Factors
In the previous section, we obtained similar transaction data through MkNN regres‑

sion analysis using a similarity calculationmethod suitable for mixed‑type data. However,
because the same weight was used regardless of the importance of each influential factor
during the similarity calculation process, it is necessary to identify the key influential fac‑
tors and estimate the optimal weight for each factor to minimize the difference between
the running loyalty of the evaluated technology and that of similar technologies and to fa‑
cilitate the interpretation of the results [28]. In addition, selecting the optimal value of k for
a similar transaction is an important issue. However, because the value of k is estimated
based on training data, there are no theoretical guidelines. In general, one of the multiple
k values that minimize the misclassification rate is selected using cross‑validation [29].

In this study, we utilize a hybrid tabu search algorithm, which modifies the chromo‑
some representation method of the existing genetic algorithm, to simultaneously identify
key influential factors, estimateweights of each key factor, and determine the optimal num‑
ber of similar cases k to consider [30].

The existing approach uses a genetic algorithm suitable for k‑nearest neighbor classi‑
fication models, whereas this study proposes a new objective function suitable for MkNN
regression models by extending the existing approach.

The objective function used in theMkNN regressionmodelwas proposed to select key
influential factors, estimate the weights for each influential factor, and use the k‑nearest
neighbor for the test data to minimize the root mean squared error (RMSE). The optimiza‑
tion function is defined in Equation (5).

Minx,w,kObj(x, w, k) = RMSE(w) + α · Penalty(w) ,

RMSE(w) =

√
1

2n

n
∑

i=1

[
(y1i − ŷ1i(x, w, k))2 + (y2i − ŷ2i(x, w, k))2

]
,

Penalty(w) =
k
∑

i=1

1
||w||2

· wi
2.

(5)

where RMSE(w) is a measure of model accuracy in an MkNN regression model with two
available royalties using the running royalty method as the dependent variable. It is cal‑
culated by selecting the key influential factors, estimating the weights for each factor, and
choosing the k‑nearest transaction cases to minimize the RMSE.

The Penalty(w) function is used to limit the number of selected key influential fac‑
tors and is defined as the sum of the squares of each weight vector wi normalized by the
L2 norm of w, as shown in Equation (5). where k represents the number of selected key
influencing factors. This represents the efficiency of simplifying the model by using the
minimum number of key influential factors. The adjustment coefficient α is a hyperpa‑
rameter that controls the impact of Penalty(w) and plays an important role in preventing
overfitting and improving generalization performance by controlling the complexity of
the model [31]. In this experiment, the adjustment coefficient was fixed at 0.01 through
preliminary experiments but can be adjusted as needed.



Systems 2023, 11, 439 8 of 25

3.3. Estimation of Key Influential Factor Importance
In this section, we examine the procedure for estimating the weights of key influential

factors using a genetic algorithm that incorporates the objective function of Equation (5)
and Algorithm 1.

In this experiment, the chromosomes used were composed of an encoding solution
for the hybrid tabu search algorithm; as shown in Figure 3, the total length of the chro‑
mosome was twice the initial number of key influential factors plus one (2l + 1). First, to
select key influential factors, a binary encoding method was used with a total of l bits of
0 or 1 in the chromosome (x1 to xi). Each bit of the binary‑encoded chromosome with a
value of one represents a selected key influential factor, whereas a value of zero represents
an unselected factor. Second, a real encoding method was used for the key influential fac‑
tor weights in the chromosome (w1 to wl), which contained a column of real values ranging
from 1.0 to 10.0. The total l real values represent theweight of each corresponding variable,
with only the weights of the selected variables used in the variable selection chromosome.
Third, for the part of the chromosome used to determine the optimal k value, values of 3, 5,
7, 9, and 11 were selected. In classification problems, any odd number can be selected as a
possible k value; however, because this study deals with multivariate regression problems
and proposes a newmethodology, a value less than or equal to 11 was used. However, the
range of k values can be adjusted as required.
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Prior to generating the initial solution, all the influential factors were normalized to
the range [1.0, 10.0], as shown in Equation (6), to prevent bias.

xi,j
′ =

 xi,j − min
k=1,...,N

(
xk,j

)
max

k=1,...,N

(
xk,j

)
− min

k=1,...,N

(
xk,j

)
 (6)

where xi,j
′ represents the normalized value of the j‑th influential factor for the i‑th

transaction.
A binary integer representing the initial number of influential factors (l) was gener‑

ated using a random number generator. Similarly, l random numbers are generated in the
range of 1.0 to 10.0 to create initial weights for each influential factor. The initial value for
transaction case k is set using random initialization. This process was repeated N times
to generate the initial population P(0) composed of (2l + 1) · N solutions. The generated
initial solutions are structured as shown in Figure 4.
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Reproduction is the process of selecting superior solutions based on the objective
function value among solutions within the current generation (population) and preserving
them for the next generation. The fit of each solution was calculated using Equation (7):

g(t) = 1
n

n
∑

i=1
fi
(t),

fi
(t) =

(
y1i − ŷ(t)1i (x, w, k))2 +

(
y2i − ŷ(t)2i (x, w, k))2 + α · Penalty(w).

(7)

where g(t) is the sum of the fitness values of all solutions within the current population
at time t. In this study, the fitness function was defined based on Equation (5), which
reflects the characteristics of the solution. Therefore, g(t) measures how well the solutions
within the initial population minimize the difference between the transaction price of the
evaluation target technology and that of similar transactions. The roulette‑wheel selection
method was then used to select solutions with high fitness.

The roulette‑wheel selectionmethod sets higher probabilities for solutionswith higher
fitness to select high‑fitness solutions while maintaining diversity among the solutions.
The selection probability of each solution was calculated using Equation (8):

P(X = si
(t)) =

fi
(t)

g(t)
, (1 ≤ i ≤ N) (8)

where si
(t) represents the matrix that denotes the composition of the i‑th solution within

the initial population, and P
(

X = si
(t)
)
indicates the probability of selecting the i‑th so‑

lution at the current time t. This probability is calculated as the ratio of the fitness fi
(t)

of the solution to the sum of the fitness values of all the solutions in the initial popula‑
tion g(t). Based on these selection probabilities, good solutions are selected and preserved
for the next generation, and this process is used to generate an initial population for the
next generation.

In this study, a one‑point crossover method was used to generate new offspring from
randomly selected pairs of parent chromosomes from selected solutions. The one‑point
crossover method cuts parent chromosomes at one point and exchanges the cut parts to
create two offspring. This crossover operation plays an important role in generating new
solutions and maintaining diversity.

First, a pair of parent solutions were randomly selected from the initial population.
Subsequently, the probability of crossover (crossover rate) Pc was used to determine
whether a crossover occurred. A random number r ∈ [0, 1] is generated, and if r ≤ Pc, a
crossover is performed, and if r > Pc, the selected parent pair remains as offspring. Then,
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a crossover point c ∈ [1, l − 1] is randomly selected, and genes between [c + 1, l] are ex‑
changed to generate two offspring, where l denotes the number of variables in the initial
population. This process was repeated until the temporary population

∼
P(t + 1) at time

t + 1 was filled with N solution. In addition, to select trading case k, if the selected par‑
ent pair has different k values, genes are exchanged, and if the k values are the same, the
parent’s genes are inherited. Using this method, the key influential factors, their weights,
and solutions for trading case k are crossed, and the generated offspring are added to the
temporary population

∼
P(t + 1).

During the evolutionary process, the reproductive and crossover operators strengthen
the population, causing solutions to becomemore similar to each other. If this phenomenon
occurs early in the generation, it can lead to a lack of diversity in solutions, resulting in sub‑
optimal or locally optimal solutions. To prevent this, amutation operator is used to prevent
certain components of all solutions from being fixed and to expand the search area. In this
study, a widely used standard mutation (simple mutation) was used as follows.

First, a gene was sequentially selected from each chromosome of the temporary pop‑
ulation

∼
P(t + 1). Then, based on the mutation rate Pm, the occurrence of mutations in the

selected gene was determined based on the mutation rate Pm. To do this, a random num‑
ber r ∈ [0, 1] is generated, and if r ≤ Pm, a mutation occurs. If the selected gene was 1’, it
was flipped to ‘0, and if it was ‘0, it was flipped to ‘1’. However, when r > Pm, no gene
reversal occurred. If the chromosomal gene is a float, when a mutation occurs, it is re‑
placed with a randomly selected float within a specified range. Finally, the selected genes
were duplicated in the temporary population P(t + 1). This operation continues until all
genes of all chromosomes have been checked, and the loop is repeated (2l + 1) · N times.
The Pm · (2l + 1) · N genes were randomly mutated in each generation, and this process
generated a new temporary population, P(t + 1). This temporary population generation
process is repeated until a predetermined maximum number of generations T is reached.

Algorithm 1. Short‑term of the Proposed Methodology

S: Solution matrix
δ: Gower Similarity(using Equations (2) and (3))
wk: Weight for the k‑th subset
Nk(j): Neighboring outputs of the j‑th output
yi: Target value for the i‑th input
ŷj: Predicted value for the j‑th output
N: Total number of samples

Begin
1. Initialize S and w.
2. Repeat until convergence criteria is met:
3.   for each output j in S do:
4.   Compute ŷj using Equation (4).
5.   for each input i in Nk(j) do:

6.
  Compute δk,i,j
using Equation
(1).

7.   End For
8.   Update Sij using Equation (1).
9.   End For
10.   Compute RMSE and Penalty using Equation (5).

11.   Compute the objective function Obj(x,w,k) using
RMSE and Penalty.

12.   Update w using a suitable optimization algorithm to
minimize Obj(x,w,k).

13. End Repeat.
End



Systems 2023, 11, 439 11 of 25

4. Experiment
4.1. Data Description

Test text: this study utilizes actual transaction data from technology markets classi‑
fied by industry. The data comprised 1516 cases, and data analysis was performed on
745 cases using the running loyalty method after removing missing values. Additionally,
to complement the distribution difference between upfront payments and royalty rates,
both variables were standardized for scaling. The specific technical factors and contents of
the running royalties used in the data analysis are listed in Table 2.

Table 2. Influential factors and the running royalty.

Variable Separation Variable Initials Variable Type and Description

Technology
Influential Factors

Industry

Nominal variables
(Machinery, Materials, Life Environment,
Fiber and Chemicals, Electronics,
Information and Communication, Others)

Type of Technology
Provider Company

Nominal variables
(Large enterprise, University, Small and
Medium‑sized Enterprises (SME), Start‑up
company, Research Institute, Individual)

Type of Technology
Adopter Company

Nominal variables
(Individual, Start‑up company, SME,
Medium‑sized enterprise (MSE), Large
enterprise)

Contract Period Continuous variables
(12, 24, 34 (months))

Method of Transaction

Nominal variables
(Assignment agreement, Exclusive license,
Non‑exclusive license, Technology transfer
after joint R&D)

Technology Type
Nominal variables
(Patent, Utility model, Design, Trademark,
know‑how, Others)

Degree of Technological
Innovation

Ordinal variables
(Slight modification, Ordinary modification,
Major modification, Innovative technology)

Commercialization
Stage

Ordinal variables
(Idea, Research, Development, Completion
of development, Productization,
Manufacture and Sale)

Running Royalty
Method

Upfront Payments Continuous variables
(0 KRW to 523,000,000 KRW)

Royalty Rates Continuous variables
(0–70%)

4.2. Estimated Importance of Key Influential Factors
In this study, the proposed method is applied to actual transaction cases of the run‑

ning royalty method in a technology market classified by industry to evaluate the contri‑
bution of technical value‑influencing factors to prepaid fees and royalty rates. Prior to the
importance analysis, the parameters of the MkNN regression model, such as the number
of transaction cases k, selection of key influential factors, andweights of key influential fac‑
tors, were optimized based on the RMSE value. When the RMSE value is minimized, the
same transaction cases k and key influential factors are converged and selected. Theweight
of each key influential factor is calculated by averaging and then calculated as the relative
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weight of each key influential factor with respect to the overall key influential factors, as
shown in Equation (9).

w∗
i =

(
wi

∑ wj

)
(9)

where w∗
i represents the average weight of the i‑th key influential factor.

Table 3 presents the estimated significance of the key influential factors, their corre‑
sponding weights, and the outcomes of transaction case k. These results were derived
using the proposedmethod for actual transaction cases under the running royalty method.

Table 3. Estimated key influential factors, importance, and transaction case k.

Key Influential Factors Importance Transaction Case k

Type of Technology Provider Company 0.515
5

Contract Period 0.485

To verify the appropriateness of the results in Table 3, we examined the distribution
of technical fees by the technology provider company type and contract period, which are
key influencing factors. As shown in Figure 5, although the distribution of upfront pay‑
ments is relatively larger for ‘Individual’ cases and that of royalty rate is relatively larger
for ‘University’ cases, the difference is not significant. For the contract period, the effect of
upfront payments is negligible as the contract period increases, whereas the royalty rate
increases. This is presumed to be because longer contract periods offer more benefits from
royalty programs [32–34].
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Investigating the remaining factors of influence, it was determined that, aside from
a few outliers, as depicted in Figure 6, there were no significant deviations in the distri‑
bution of running royalty. In the context of upfront payments, notable distributions were
observed among ‘Large enterprise’ within the technology provider types, as well as ‘Inno‑
vative technology’ within the degree of technology innovation. This tendency is presum‑
ably attributed to the prevalent practice of ‘Large enterprise’ opting for upfront lump‑sum
payments and the ‘Innovative technology’ often adopting such payment models.

Similarly, concerning royalty rates, the ‘Trademark’ technology type exhibited a pro‑
nounced distribution. This phenomenon can be attributed to the inherent nature of ‘Trade‑
mark’ technologies, which frequently involve the payment of a fraction of ongoing sales as
royalties. The comprehensive analysis presented above adds further depth to the insights
gleaned from Table 3.
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4.3. Benchmarking with State‑of‑the‑Art Methods
In this section, to provide amore comprehensive assessment of our proposedmethod‑

ology, we demonstrate, through benchmarking results of the Embedding with Cosine Sim‑
ilarity model and the Siamese Networks model, that the proposed method is well‑suited
for a market‑based approach.

The approach involved utilizing embedding techniques to transform mixed‑type in‑
put variables into a continuous vector space, thereby enhancing their compatibility with
computational models. Specifically, the Embedding with Cosine Similarity model [35]
was selected for this task. This selection was based on a tailored neural network architec‑
ture, as shown in Table 4, designed to generate informative embeddings from the diverse
input variables.

The SiameseNetwork [36], designed to learn embeddings, focused on creating embed‑
dings that capture inherent data patterns. This was achieved by minimizing the Euclidean
distance between similar samples and simultaneously maximizing the distance between
dissimilar ones, as outlined in Table 4.

In the first line graph of Figure 7, the X‑axis corresponds to each fold in a five‑fold
cross‑validation, while the Y‑axis represents the RMSE performance indicators for each
model. Through this visualization, we can discern performance differences and consisten‑
cies among the three models. The Boxplot graph allows us to examine the distribution
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of performance levels among the models. The final graph displays the residuals between
predicted and actual technology royalties for each model. For both ‘upfront payments’
and ‘royalty rates’, as the residual graphs for each model scatter randomly within a spe‑
cific range, we can consider the predictive accuracy of the models to be relatively higher.
Table 5 quantitatively summarizes these findings.

Table 4. Model architectures of state‑of‑the‑art methods.

Model Embedding with Cosine
Similarity Siamese Networks

Input
layer

‑ Nominal: One‑hot encoded
‑ Ordinal: Label Encoded
‑ Continuous: Min–Max
Scaled

‑ Anchor: Reference instance
‑ Positive: Similar to the
anchor
‑ Negative: Dissimilar to the
anchor

Hidden layer

‑ Dense layer with 128
neurons
‑ ReLU loss function
‑ Adam optimizer

‑ Four Dense layers with
128, 64, 32, and 16 neurons
‑ Triplet loss function
‑ Adam optimizer

Output
layer

‑ Upfront payments (y1) node
‑ Royalty rates (y2) node

‑ Embedding representation
for each of the input instances

Table 5. Validation results of similarity for mixed‑type data.

Fold Proposed Model Embedding with
Cosine Similarity Siamese Networks

#1 0.0701 0.0854 0.0989

#2 0.0893 0.0998 0.1443

#3 0.0784 0.0941 0.1308

#4 0.0617 0.0834 0.0989

#5 0.0781 0.0831 0.1305

Mean 0.0755 0.0892 0.1207

STD 0.0103 0.0074 0.0206
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Acomprehensive viewof the benchmarking results indicates that the proposedmodel
is suitable for identifying faithful and analogous transaction cases, as required to execute
a market‑based approach, as depicted in Figure 1.

On the other hand, state‑of‑the‑artmethods can enhance predictive performance through
fine‑tuning hyperparameters. In this study, grid search was employed to measure the
RMSE based on fine‑tuning for each parameter within a certain range. The best hyper‑
parameters were determined by identifying the ones that yielded the lowest RMSE. The
results are presented in Table 6.

Table 6. Results of fine‑tuning for state‑of‑the‑art methods.

Hyperparameters
Embedding with
Cosine Similarity Siamese Networks

Range Best Range Best

Learning Rate (0.001, 0.01, 0.1) 0.01 (0.001, 0.01, 0.1) 0.001
Batch Size (16, 32, 64) 16 (16, 32, 64) 32
Hidden Unit (64, 128, 256) 256 (32, 64, 128) 128
Hidden layers ‑ (1, 2, 3) 3

RMSE 0.0648 0.0986

The comparison betweenfine‑tuned state‑of‑the‑artmethods and the proposedmodel,
using best‑selected hyperparameters, is shown in Table 7 and Figure 8. State‑of‑the‑art
methods consistently improved predictive performance. Particularly, the Embeddingwith
Cosine Similarity model outperformed the proposed methodology, with enhanced predic‑
tive ability and reduced deviation. Despite advancements, the performance gap between
the proposedmethodology and the latest approaches remains relatively small, as depicted
in Figure 8’s boxplot. Thus, there is limited incentive to exclusively favor the latest tech‑
niques for acquiring a similar mixed‑type dataset.
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Table 7. Performance verification results for fine‑tuned state‑of‑the‑art methods.

Model Proposed Model Fine‑Tuned Embedding
with Cosine Similarity

Fine‑Tuned
Siamese Networks

#1 0.0480 0.0698 0.0990

#2 0.0237 0.0802 0.1067

#3 0.0982 0.0719 0.0989

#4 0.0515 0.0585 0.0991

#5 0.1509 0.0685 0.1037

Mean 0.0745 0.0698 0.1015

STD 0.0505 0.0078 0.0036
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In addition, modern neural network‑based approaches encounter challenges in iden‑
tifying key influential factors, determining relative weights, and ensuring interpretability.
These difficulties arise due to the complexities of feature space transformation, adaptive
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weight learning, and interpretability issues. Consequently, the proposed methodology,
complemented by the MKNN model and genetic algorithms, contributes by addressing
these challenges. It allows for the identification of key influential factors, derivation of
relative weights, and simultaneous determination of transaction case k.

Table 8 presents the prediction outcomes of the running royalty using the Proposed
Method’s Reduced Model, which is constructed using the two identified key influential
factors, as well as the Weighted Model that incorporates relative weights within the Re‑
duced Model. When predicting technical fees based on transaction cases, gaining insights
into which factors are important and their relative significance can enhance prediction per‑
formance, as demonstrated in Table 8. Furthermore, Table 9 showcases the results of a sta‑
tistical hypothesis test, specifically a t‑test at a significance level of 0.05, to determine the
significance of the observed performance improvements. The analysis revealed a statisti‑
cally significant improvement in performance.

Table 8. Validation results of the importance of influential factors.

Fold Reduced Model

#1 0.108 0.109 0.109 0.108 0.108
#2 0.074 0.073 0.073 0.073 0.073
#3 0.096 0.096 0.096 0.096 0.096
#4 0.085 0.085 0.085 0.085 0.085
#5 0.109 0.109 0.109 0.109 0.109

Mean 0.094 0.094 0.094 0.094 0.094
STD 0.015 0.016 0.016 0.015 0.015

Fold Weighted Model

#1 0.106 0.103 0.104 0.105 0.105

#2 0.071 0.068 0.068 0.069 0.070

#3 0.094 0.091 0.091 0.092 0.092

#4 0.084 0.085 0.085 0.085 0.085

#5 0.105 0.104 0.105 0.106 0.106

Mean 0.092 0.090 0.091 0.091 0.092

STD 0.015 0.015 0.015 0.015 0.015

Table 9. Performance comparison of reduced model and weighted model.

k t‑Statistic p‑Value

3 4.70679 0.00926

5 3.93366 0.01705

7 3.9194 0.01726

9 3.81032 0.01893

11 3.83349 0.01856

4.4. Case Study
In this section, our objective is to demonstrate to the audience that the proposed

methodology outperforms state‑of‑the‑artmethods across diverse industries, as evidenced
by case study presentations. Figure 9 presents the variable distribution of the real‑life
dataset employed in this study. Due to the relatively small dataset size, which presented
training challenges for both the proposed methodology and state‑of‑the‑art methods, we
directed our case study efforts towards subsets of the ‘industry’ variable, specifically, Ma‑
chinery and Information and Communication.
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Figure 10 and Table 10 illustrate the results of predicting technical fees in the ‘Machin‑
ery’ sector, while Figure 11 and Table 11 depict the results in the ‘Information & Commu‑
nication’ sector, both representing various industries.
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Table 10. Performance comparison in ‘Machinery’.

Model Proposed Model Embedding Wit
Cosine Similarity Siamese Networks

#1 0.0701 0.0855 0.0989

#2 0.0893 0.1026 0.1655

#3 0.0784 0.1003 0.0989

#4 0.0617 0.0755 0.1280

#5 0.0781 0.0855 0.0989

Mean 0.0755 0.0899 0.1180

STD 0.0103 0.0114 0.0294
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Table 11. Performance comparison in ‘Information & Communication’.

Model Proposed Model Embedding with
Cosine Similarity Siamese Networks

#1 0.0761 0.1435 0.1250

#2 0.0500 0.0862 0.1347

#3 0.0944 0.1082 0.2686

#4 0.1636 0.1564 0.2661

#5 0.0346 0.06556 0.1235

Mean 0.0837 0.1120 0.1836

STD 0.0503 0.0381 0.0766

In both sectors, the performance of the proposed methodology appears promising.
However, this is attributed to training on a small dataset, resulting in suboptimal perfor‑
mance for state‑of‑the‑art methods due to underfitting. Nonetheless, as previously dis‑
cussed, a robust model trained through fine‑tuning is expected to yield improved out‑
comes. Nevertheless, in real industrial settings, technical transaction information is of‑
ten confidential, making it challenging to acquire. For internationally recognized ‘market‑
based approach’ technology valuation based on a limited dataset, a more standardized
methodology is essential. Thus, the proposed methodology in this study presents a com‑
prehensive approach, with the importance of identifying key influencing factors varying
based on industry and company data.

5. Conclusions
5.1. Discussion

Themethod and results proposed in this study are anticipated to be valuable for iden‑
tifying key factors and evaluating their significance as weights for assessing the value of
technology based on future technology transaction data.

However, the constrained quantity of technology transaction data and the factors an‑
alyzed in this study present challenges in ensuring the reliability of the outcomes. The
nature of data may differ according to the company or industry, and such variations can
impact the identification of key factors. It is important to note that the key influencing
factors identified in this study are constrained by the foundation of prior technology trans‑
action data, thus emphasizing the significance of interpreting the research findings within
the context of the specific data attributes of individual companies or industries.

In addition, research should be conducted to develop comparison methods that can
adjust for similarities applicable to market approaches and secure comparability in the
field of intellectual property [37,38]. Therefore, it is anticipated that the proposed method
will comply with global standards following the introduction of international standards
and international accounting standards.

5.2. Contributions
The market approach evaluates the value of technology by referring to cases in which

similar technologies have been traded before. In this study, we use prior technology trans‑
action data to estimate the technology value based on the market approach and to identify
influential factors to the estimated value. To this end, we adopt a multivariate k‑nearest
neighbor (MKNN) regression model to accommodate mixed‑type input variables aiming
at estimatingmultivariate technology values, selecting influencing factors, and the relative
importance of the selected factors. In addition, we can optimize the number of transaction
cases k in k‑NN regression.
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• We propose a new technology valuationmethod that can be applicable whenwe have
transaction datasets that have multiple responses, such as upfront payment and roy‑
alty rate.

• We propose methods to evaluate the relative importance of influential factors to the
multivariate response.

• Also, the proposedmethod can identify the optimal number k of previous transaction
cases to compare.

Upon conducting a comprehensive benchmarking analysis against state‑of‑the‑artmeth‑
ods, we have validated the efficacy of our proposed methodology on a real‑life dataset en‑
compassingmixed data types. This thorough examination underscores the aptitude of our
approach within the context of a market‑based valuation.

This study proposes a reliable technology valuation method that complies with in‑
ternational standards from a practical standpoint, supports evaluators’ decision‑making,
and contributes to the improvement of evaluation quality. Additionally, from an academic
standpoint, it is important to use a similarity calculation method suitable for mixed‑type
data and estimate the key influencing factors and their importance in the running royalty
method. However, this study has limitations in that the number of transaction cases is very
small, and more influencing factors are required to improve the accuracy of the predicted
value. In future research, we plan to develop a more sophisticated and reliable technology
valuation model that considers changes in the value of technology transaction prices over
time by considering the time of occurrence of technology transactions and incorporating
an adjustment procedure.
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