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Abstract: System-of-systems (SoS) evolution is a complex and unpredictable process. Although
various principles to facilitate collaborative SoS evolution have been proposed, there is a lack of
experimental data validating their effectiveness. To address these issues, we present an Agent-Based
Model (ABM) for SoS evolution in the Internet of Vehicles (IoV), serving as a quantitative analysis
tool for SoS research. By integrating multiple complex and rational behaviors of individuals, we aim
to simulate real-world scenarios as accurately as possible. To simulate the SoS evolution process, our
model employs multiple agents with autonomous interactions and incorporates external environ-
mental variables. Furthermore, we propose three evaluation metrics: evolutionary time, degree of
variation, and evolutionary cost, to assess the performance of SoS evolution. Our study demonstrates
that enhanced information transparency significantly improves the evolutionary performance of
distributed SoS. Conversely, the adoption of uniform standards only brings limited performance
enhancement to distributed SoSs. Although our proposed model has limitations, it stands out from
other approaches that utilize Agent-Based Modeling to analyze SoS theories. Our model focuses
on realistic problem contexts and simulates realistic interaction behaviors. This study enhances the
comprehension of SoS evolution processes and provides valuable insights for the formulation of
effective evolutionary strategies.

Keywords: system-of-systems; evolutionary principle; agent-based model; internet of vehicles

1. Introduction

A system-of-systems (SoS) has a highly complex structure. When the structure of
an SoS undergoes transformation, further non-linear changes will occur as a result of its
complexity. In order to guide the SoS to achieve directed evolution, researchers have
proposed many principles to manage the evolutionary process of the SoS [1–4].

However, due to the extremely complex nature of the SoS itself, it is challenging to
describe the effects of these principles during the actual engineering process, as well as
their mechanisms of action [5]. This leads to a lack of understanding when the management
of SoS evolution processes is considered in SoS engineering, making it difficult to ensure
that the relevant measures are sufficiently accurate and effective.

To address these challenges, we examine the impacts of different SoS evolution princi-
ples on the performance of SoS. As obtaining empirical evidence from a sufficient number
of SoSs can be arduous, due to the scarceness of SoS design data, we propose an alterna-
tive approach for creating unique SoS models and simulating design processes based on
empirically verified phenomena to overcome this issue. We undertook an analysis of the
ABM method’s efficacy, utilizing a case study centered on the Internet of Vehicles. Using
this method, researchers can gain valuable insights into how specific factors influence SoSs
without the need for extensive empirical data.

The case study detailed in this paper examines the evolution of a telematics SoS dealing
with situational awareness problems. As a typical collaborative SoS, the structure of the
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telematics SoS is decentralized and distributed. The core principle of telematics is interactive
communication between different distributed nodes (e.g., vehicles or infrastructure) within
a network, facilitating the sharing of information to achieve situational awareness of the
environment. Situational awareness refers to the perception of environmental factors under
certain temporal and spatial conditions, as well as the prediction of their future trends,
by collecting data through on-board sensors, cameras, and other devices [6–8]. When
a telematics SoS receives new environmental information, nodes with different devices
cooperate with each other to collect, process, and transmit relevant information to achieve
information sharing in the telematics SoS, thus completing the evolution process. The
effect of choosing different evolutionary principles and strategies on the evolutionary
performance of SoSs can be studied using the presented framework.

The problem of situational awareness in telematics SoS offers an ideal case to examine
the impacts of evolutionary principles on system-of-systems (SoS) performance. The
emergent evolution that occurs during the situational awareness process in telematics
SoS is often unpredictable. Consequently, this paper aims to address the challenge of
modeling this evolutionary process and analyzing the influence of different principles
on the information-sharing process in the SoS. In this article, we combine SoS evolution
theory, agent-based modeling, design optimization, and research on the Internet of Vehicles
(IoV) architecture, which is achieved through the following steps: (1) Generating a vehicle
networking SoS, (2) simulating the evolutionary process during SoS situational awareness
and behaviors of intelligent agents, and (3) verifying the effectiveness of the evolutionary
principles by adjusting various parameter settings.

The article delves into the intricacies of SoS evolution by examining the application of
evolutionary principles and an agent-based model (ABM) in the context of vehicle networking
SoS. Employing the ABM, we developed a unique model that generates SoS and simulates
their evolutionary processes. This was achieved through the execution of Monte Carlo
simulations in 150 distinct SoSs, concurrently altering their underlying evolutionary principles.
The findings of this comprehensive study highlight the varying effects that different principles
have on the evolution performance of SoS. This research not only contributes to a better
understanding of SoS evolution, but also emphasizes the importance of selecting appropriate
evolutionary principles when designing and optimizing vehicle networking SoSs.

2. Preliminaries
2.1. The Concept of SoS Evolution

In the realm of system engineering, a system-of-systems (SoS) represents a sophisti-
cated arrangement of specialized systems that synergistically pool resources and integrate
their capabilities to create a more functional and high-performing system. A particularly
intriguing manifestation of SoSs is the collaborative SoS, which emerges when constituent
systems voluntarily align themselves around a central purpose and collectively determine
their implementation and maintenance standards.

In studies of SoSs, evolutionary characteristics were first identified as an inherent part
of SoSs by Maier [9]. From a macroscopic perspective, the SoS can be seen as continuously,
but slowly evolving [10]. This evolutionary process is incessant [11], meaning that the SoS
has no permanent state [12]. From a microscopic perspective, SoS evolution takes place
through a series of largely deliberate preservative or adaptive interventions [3], such as
upgrades to constituent systems or responses to an ever-changing environment [13,14].

In the evolutionary process of SoS, a salient challenge is that evolution is not necessarily
centrally controlled, and the impetus for change may occur suddenly and dramatically [15].
Therefore, evolution can simultaneously occur at multiple levels and within multiple areas
of an SoS. In practice, such evolutions within SoSs may take place in multiple places at
once and on an ongoing basis; and at the same time, different parallel evolution processes
may complement or disrupt each other [16]. Consequently, any unforeseen evolution in the
system (SoS) may lead to undesirable emergent phenomena [2]. If such evolution cannot
be effectively controlled, then the resulting emergent behavior may lead to failures within
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the SoS development process [17]. Accordingly, emergent evolution has been proposed to
describe this unpredictable form of evolution [18]. In this paper, we examine the emergent
evolution of system-of-systems from the bottom-up level.

2.2. Guiding Principles for SoS Evolution

This paper focuses on four of the significant principles that guide the evolution of SoSs.

2.2.1. Facilitate Information Exchange

Facilitating information exchange is an important principle when functionally distinct
systems interact within SoS [19]. Clausing argued that the impact of design reuse can
be reduced and the quality of evolution improved by ensuring the effective exchange of
information during system evolution [20]. Lock affirmed the positive role of information
exchange, and argued that poor levels of information exchange in the interaction between
member systems within an SoS can affect the efficiency and reliability of SoS evolution [2].
In addition, Carney argued that the rate of coordinated information exchange is an im-
portant aspect of the maintenance of interoperability, and that coordinated information
exchange between systems allows the SoS to retain its original characteristics during the
evolution process [3]. Indeed, information exchange is an important factor in the ability
to build new organizations. Information exchange is the link that facilitates interaction
between systems in the process of building an SoS from independent systems [21]. Many
properties of systems are closely related to information exchange, including reliability and
interoperability [22]. Successful information exchange is considered to be the basis for the
achievement of system properties such as interoperability [21].

Information exchange can also influence emergent complexity in the organizational
structure when analyzed from a micro perspective. Emergent changes that occur internally,
such as unpredictable deviations, unforeseen errors, or significant constraints, can be
perceived at an earlier stage through information exchange [23–25]. Moreover, information
exchange can also motivate agents to form organizations naturally [23]. In this process,
frequent information exchange has an effect on the inertia of agents—which may be due to
short-term behavior—but, in the long run, may lead to evolutionary trends [26].

2.2.2. Implementing Uniform Standards

Standards can provide a common framework and terminology, making participants
more likely to have the same understanding of the same problem [27]. Uniform standards
can avoid ambiguity in interpretation, which may increase the level of mutual understand-
ing between systems as they evolve [28]. For example, relying on accepted formal or
informal standards in multi-agent systems can lead to mutual understanding [29]. By pro-
moting and enhancing the level of understanding between systems, uniform standards can
further influence the evolutionary performance of a SoS. Lock argued that “The agility of
SoS evolution can be improved by using and implementing uniform standards that promote
understanding between interacting systems” [4]. Carney et al. argued that inter-system
agreement determines whether local interoperability relationships can be established [2].
Selberg and Austin argued, from a system design perspective, that the selection of uniform
and widely used standards is important for SoS evolution [1].

2.2.3. Enhancing Transparency of Information

Information transparency, in the context of organizational dynamics, pertains to the
degree of information sharing and disclosure [30]. Transparency of information between
systems can eliminate inconsistencies between non-verbal and verbal behaviors and build trust
between systems, thereby promoting a level of mutual understanding in organizations [31,32].
For example, in human–computer interaction systems, transparency can facilitate mutual
understanding between humans and agents, leading to cooperation [33]. In the area of SoS
evolution, Lane and Valerdi argued that building trust and transparency between systems
helps to gain the support of SoS members to effectively guide the evolution of the SoS [34].
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Carney et al. argued that building trust mechanisms between systems (e.g., by establishing
information transparency) is particularly necessary for each stage of SoS evolution [3].

In the framework presented in this study, principle 3 (Enhancing Information Trans-
parency) primarily operates through top-down behavioral control mechanisms, while princi-
ple 1 (Facilitate Information Exchange) is chiefly governed by bottom-up interactive behaviors.

2.2.4. Establishing Common Goals

The term ‘Common Goals’ denotes the collective objectives or targeted outcomes that
multiple constituents or stakeholders within a system seek to realize in order to optimize
system functionality. Common goals among the members of the organization help to create
synergy within the organization, thus enhancing organizational cohesion [35]. Carney et al.
argued that when there is a common purpose between the constituent systems in a SoS, the
closer each system is to that purpose and the greater the SoS’s ability to adapt to change [3].
When members of an organization share a common purpose, they are more motivated to
seek consensus and, thus, collaborate and cooperate more effectively [36].

2.3. Agent-Based Modeling

To handle the intricacy of SoS evolution, an agent-based model (ABM) can be used to
simulate the SoS, representing agent behaviors and SoS alterations [37]. This technique can
be used to simulate the attributes of an SoS (i.e., its types, behaviors, and capabilities) [38].
As a “bottom-up” technique, an ABM uses agents to represent the domain being mod-
eled [39]. Then, organizational behaviors may emerge as the cumulative result of individual
behaviors. It should be noted that the evolution of a SoS is a complex, non-linear process,
and an ABM provides just such a model, requiring each agent to behave in a stochastic,
non-linear manner and possess a non-linear ability to adapt over time [40]. This paper
examines the suitability of ABM for organizational evolution. In this paper, each individual
of an organization interacts with the others and the environment through various behaviors.
It has been well documented that the foundational level of an organization can be eluci-
dated by examining the interactions between actors, whether individuals or groups, and
their environment [41]. Such characteristics of interactions play a crucial role in managing
the emergent evolution of SoS. Thus, we anticipate that ABM can capture these behavior
characteristics within an organization and facilitate research into SoS evolution issues.

In fact, several articles have utilized the ABM approach to examine intricate organi-
zational structures of SoS evolution. Peppard and Breu et al. used ABM techniques to
analyze the evolutionary patterns of the formation mechanisms of collaborative SoSs by
simulating the assembly processes of molecules under natural conditions [42]. These results
were used by engineers to improve the design and management of SoSs. Furthermore,
Sindiy and DeLaurentis et al. modeled a distributed SoS and used an SoS to define time-
varying performance metrics and an agent-based model to simulate the evolution of these
architectures [43], while Nikolic and Dijkema used ABM techniques to model industrial
and infrastructural development in seaport areas, combining the feedback of knowledge
processes with SoS evolution simulation [44]. While ABMs are beginning to be used for SoS-
related research, there have been few efforts to improve SoS theory-related aspects [36]. The
use of ABM to test SoS theory in this paper represents a continued expansion of this field.

3. Methodology

This section presents the conceptualization and implementation of the model utilizing
the ODD (Overview, Design concepts, Details) protocol [45]. Details of the model can be
found in the appendix of the article. Please refer to Appendix A for the model experimental
parameters table and Appendix B for the experimental pseudo-code.

3.1. Overall Model Structure

In this paper, the subject is an abstract system consisting of a number of agents in
three categories (vehicle, infrastructure and mobile device). These agents can absorb
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internal and external changes (e.g., changes in the environment or changes in the mission)
through different behaviors and interactions, leading to emergent evolution of the SoS. It is
assumed that these three categories of agents can adapt spontaneously to the dynamics of
the SoS. The structure of the agent-based model is illustrated in Figure 1.
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3.2. SoS Evolution

The case assumed in this paper is the evolution of an SoS when dealing with situational
awareness problems in telematics. The telematics SoS consists of vehicle nodes, infrastruc-
ture nodes (e.g., traffic lights, surveillance cameras, road sensors, wireless network base
stations), mobile device nodes (e.g., portable devices such as smartphones and wearable
devices), and cloud servers. The core principle of telematics is interactive communication
between various distributed nodes (e.g., vehicles and infrastructure) within the network
and information sharing, in order to obtain situational awareness of the environment. Situ-
ational awareness refers to the perception of environmental factors under specific temporal
and spatial conditions, as well as the prediction of their future trends, by collecting data
from on-board sensors, cameras, and other devices.

In this model, three facilities in the same area form the Telematics SoS. To achieve
situational awareness of the area, different behaviors occur at each node (i.e., constituent
system) in response to changes in the environment. The constituent system is represented
by an agent. In the experiment, initial relationships between constituent systems in the
same sector or in different sectors are established to simulate the relationships between
systems in the SoS.

When the Telematics SoS receives new environmental information, the nodes carrying
different devices cooperate with each other to collect, process, and transmit relevant
information for information sharing in the Telematics SoS, thus completing an evolutionary
process. Specifically, in the Telematics SoS, each node within it undergoes independent
evolution in response to changes in the external environment through interactive behaviors,
which eventually leads to evolution of the SoS.

In this research, the fundamental design concepts of the model primarily pertain to
the implementation of information-sharing principles. Consequently, the agents in the
experimental setup were represented as binary strings comprising numerical values that
encapsulate information content. This representation serves as a means to depict their
knowledge sets, which follows a well-established modeling approach. The environment and
the behavior of the agents in the experiments change these strings and, thus, the properties
of the agents. The schematic diagram of the knowledge set is shown in Figure 2. The arrows
in Figure 2 indicate the direction of action of the interaction behaviors between agents.

The Telematics SoS is in a constantly changing environment, where external changes
fall into three categories: natural environment changes, man-made environment changes,
and vehicle status changes. Natural environmental changes refer to changes in the external
natural environment, which have an impact on vehicle performance and driving safety
(e.g., weather changes, road conditions, and so on). Man-made environmental changes
refer to the impacts of urban planning, population flow, road reconstruction, and other
factors on vehicle driving. Vehicle state changes refer to changes in the operating state
of the vehicle itself (e.g., engine failure, tire leakage, and so on). Different changes add
different knowledge values to the agent’s knowledge set, and the agent’s behavior has
different effects under different changes. These knowledge values are assigned to all agents
and ultimately affect the evolutionary direction of the SoS. Parameters for external changes
can be found in Table A1.
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For example, if a change in the human environment is applied to a class of facilities,
an agent in that class will set its knowledge value about the “human environment” to 1,
meaning that it senses and receives knowledge relating to the change. At this point, the
knowledge values of the other agents are set to 0, indicating that they are not receiving
knowledge related to that change. As the SoS evolves, the knowledge values of the other
agents about the change will eventually change to 1, indicating that the SoS as a whole has
fully absorbed the change.

3.3. Agent Behaviors

The agents in this paper are designed as state machine models. In particular, the
agents have two states: No knowledge set and existing knowledge set. Agents in the no
knowledge set state are transformed to the knowledge set state when they are affected by
three environmental changes. The agent state transition diagram is shown in Figure 3.
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Five spontaneous behaviors are set for the agents in the model, with reference to
the behavior of the self-directed system during the evolution of the SoS: communication,
negotiation, learning, cooperation, and competition. When the knowledge set exists, there
are two possible states for the knowledge value of a certain bit in the knowledge set: the
knowledge value is either 0 or 1. When the knowledge value is 0, if any of the five interactive
behaviors affect the knowledge value, then it will be transformed to 1. The state transition
diagram for the knowledge value is shown in Figure 4.
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Agents perform the established behaviors spontaneously and participate in the evolu-
tion of the SoS. The five spontaneous behaviors of agents are described below.
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Communication refers to the communication between various nodes within the telem-
atics SoS through information transfer, such as vehicle–road cooperation between vehicles
and road facilities, communication between vehicles, and data exchange between vehicles
and cloud servers. Through communication, different nodes can understand each other’s
status and needs, thus improving the efficiency and safety of the whole system.

Learning means that the nodes in the Telematics SoS continuously collect and analyze
a large amount of data by interacting with the cloud server, as well as using algorithms
to improve their own performance and adaptability to the environment. For example,
monitoring devices can predict future traffic conditions by analyzing factors such as traffic
flow and congestion, then adjust their own monitoring behavior based on these predictions.

Negotiation is the process of reaching a common decision between two or more
independent nodes through interaction. For example, nodes must decide among themselves
how to allocate resources such as bandwidth, processing power, and so on. The nodes
need to adjust their respective behaviors to adapt to environmental changes or to optimize
certain metrics (e.g., reducing latency or lowering power consumption) among themselves.
During the negotiation process, nodes need to send messages to each other, explain their
intentions, exchange preferences, and reach an agreement. The result of negotiation can be
an agreement, an allocation of resources, or a change in the way that the nodes behave.

Competition refers to the behavior of nodes competing for limited resources. In the
Telematics SoS, individual nodes require access to resources such as data, storage space,
and network bandwidth to perform their tasks. As these resources are limited, resource
competition between nodes can occur; for example, multiple nodes send data to the central
server at the same time, which may result in insufficient bandwidth, ultimately affecting
the quality and speed of data transmission.

Cooperation is the act of working together among nodes to achieve a common goal. In
the Telematics SoS, individual nodes must work together to accomplish the overall situational
awareness task. For example, in self-driving cars, individual sensors need to work together
to obtain information about the environment and aggregate this information to the central
controller for analysis and processing, which enables the autonomous driving function.

Overall, the behaviors of communication, cooperation, competition, negotiation, and
learning are essential factors in the evolution of an SoS. In this model, these behaviors
interact and influence each other, acting on the knowledge sets of the agents and ultimately
shaping the characteristics and evolutionary direction of the SoS. The parameters of the
behaviors can refer to Table A1, and the fundamental logic behind the behaviors can be
referred to the experimental pseudo-code provided in Appendix B.

3.4. Principle

The ultimate goal of this study is to investigate the roles of the four principles men-
tioned in Section 2.3 in the evolution of the SoS. In the model described herein, a crucial
design concept is the impact of these principles on the likelihood of an agent’s behavior
and consequently the evolutionary dynamics of the system.

The evolutionary principle of facilitating information exchange (principle 1) influences
the communication and negotiation behaviors in the SoS. In the considered model, applying
principle 1 will increase the probability of communication and negotiation occurring. On
the one hand, communication is the fundamental behavior within an organization, and is
also a form of information exchange. Encouraging internal information exchange within an
organization can improve the quality and fluidity of communication [46]. On the other hand,
moderate and accurate information exchange can significantly improve the negotiation
performance without significant cost to the negotiators who initiated it, resulting in more
mutually beneficial negotiation outcomes [47].

The principle of implementing uniform standards (principle 2) can influence learning
and competitive behaviors in the SoS. In the considered model, applying principle 2 will
increase the probability of learning and competition occurring. We found that applying
uniform and standardized work principles effectively reduces costs, has a positive impact
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on team member learning, and provides a basis for sustainable team improvement [48].
Furthermore, researchers have found that uniform standards can regulate competition
patterns and, thus, energize the entire organization [49]; however, an excessive reliance on
standards can also lead to certain monopolistic phenomena [50].

The principle of enhancing information transparency (principle 3) can affect coopera-
tion and communication behaviors in the SoS. In the considered model, applying principle
3 will increase the probability of communication and cooperation occurring, and shorten
the time cycle of cooperation. Information transparency is considered, in some studies, as
a tool that helps stakeholders to perceive information as relevant and timely, providing a
reliable picture of the organizational reality [51]. The principle of transparency enhances
communication between stakeholders and, thus, allows more valuable information to be
conveyed [52]. In addition, information transparency enhances transparency within an
organization, leading to the involvement of members in collaboration and the creation of
certain collaborative mechanisms [53].

The principle of establishing common goals (principle 4) can affect cooperation and
negotiation behaviors in the SoS. In the considered model, applying principle 4 will increase
the probability of negotiation and cooperation occurring, and shorten the time cycle of
cooperation. Researchers have concluded that there is a positive relationship between the
degree to which members of an organization agree on a common goal and the effectiveness
of collaboration toward that goal [54]. Thus, effective collaboration requires a shared,
common goal [55]. In addition, what is negotiated among members is a limited common
goal. A common goal can create a sense of trust between negotiators [56]. From another
point of view, maximizing the common goal effort between the two parties is the focus of
each negotiation [57].

In the initial stage of the model, the different behaviors have a defined probability
of occurrence, which are validated to allow the system to evolve in a balanced way. Re-
searchers can choose to apply different principles to influence the probability of a behavior
occurring. Let a certain behavior be represented by A and a certain principle be represented
by B. Then Equation (1) expresses the probability of behavior A occurring in the model.

P(A) = P0(A) + ∆PB(A). (1)

In the given formula, P(A) represents the resultant probability of behavior A, P0(A)
signifies the initial probability of behavior A without considering the influence of principle
B, and ∆PB(A) is the increase value in the probability of behavior A due to principle B.

Equation (2) expresses the time period of behavior A in the model.

T(A) = T0(A)− ∆TB(A). (2)

In the given formula, T(A) represents the resultant time period of the behavior A,
T0(A) signifies the initial time period of behavior A without considering the influence
of principle B, and ∆TB(A) is the decrease value in the time period of behavior A due to
principle B.

In this way, evolutionary principles are studied indirectly in this paper. The impact
parameters of principles on behavior are provided in Table A1.

3.5. Indicators

In order to assess the impacts of different principles on the system, this subsection
introduces misalignment as a reference indicator for the SoS evolutionary process in sim-
ulation experiments. Furthermore, to provide a complete picture of performance, this
subsection introduces the evolutionary time (ET), degree of variation (DOV), and cost as
performance assessment metrics.

Misalignment refers to the degree of mismatch between the knowledge sets of the mem-
ber systems in the system. We argue that, as the system evolves, differences between member
systems will continue to emerge, where higher differences will negatively affect organizational
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performance. Based on the ABM model constructed in this section, misalignment is viewed as
a difference in knowledge between different types of entities in the evolutionary process.

RMSEVNs,INs =

√√√√∑n
i=1 (X VN,i − XIN,i

)2

n
. (3)

The formula for calculating this indicator is shown in Equation (3), where XVN,i on the
right side of the formula denotes the mean value of the ith knowledge value of the vehicle node
(VN) and XIN,i denotes the mean value of the ith knowledge value of the infrastructure node
(IN). Therefore, RMSEVN,IN on the left side of the formula indicates the root-mean-squared
error between the vehicle node (VN) and the infrastructure node (IN); that is, the difference
in value between the two facilities. The smaller the RMSEVN,IN, the smaller the difference
between the two facilities and the smaller the negative effect of evolution on the SoS.

The total root-mean-squared error between the three types of facilities is denoted
as Misalignment, as shown in Equation (4), where RMSEVNs,INs denotes the difference
between vehicle nodes (VNs) and mobile facility nodes (MDNs); RMSEINs,MDNs denotes
the difference between infrastructure nodes (INs) and mobile facility nodes (MDNs); and
RMSEVNs,MDNs denotes the difference between vehicle nodes (VNs) and infrastructure
nodes (INs). Thus, Misalignment is the sum of the root-mean-squared errors between the
different facility knowledge sets, indicating the total variance value within the system at
that moment. This metric is the basic metric that provides the results of the model, the role
of which is to indicate the evolution of the SoS.

Misalignment = RMSEVNs,INs+RMSEINs,MDNs+RMSEVNs,MDNs. (4)

Based on the misalignment base metric, the first evaluation metric of the model is
evolution time (ET), which is the time taken for the misalignment base metric to return to
zero (i.e., the total time required to complete the evolution of the SoS). ET describes the basic
characteristics of the evolution of the SoS. If the ET is smaller, the time required for SoS
evolution is shorter and the evolutionary performance of the model is stronger. As the SoS
evolution process in the situational awareness problem is short, it is measured in seconds.

The second evaluation metric of the model is the degree of variation (DOV), the value
of which is the integral of the variation over time (i.e., the time-weighted average of the
root-mean-squared error among all knowledge sets in the model). The DOV describes the
degree of accumulation of the total degree of variation over time in the Telematics SoS. If
the DOV is smaller, the degree of variation in the SoS evolution process is smaller and the
evolutionary performance of the model is stronger. Equation (5) represents DOV.

DOV =
∫ ET

0
Misalignmentdt. (5)

The third metric introduced in this study is “cost”, which represents the consumption of
various resources during the evolution of the SoS. As knowledge transfer in an organization is
supported by the consumption of various resources, we therefore assume that the implemen-
tation of each code of conduct may incur costs. The case studied in this paper is a situational
awareness problem and, as vehicular networking requires the constant transmission of a large
amount of data (e.g., vehicle location, speed, acceleration, vehicle status, traffic conditions, and
so on), sufficient bandwidth is required to support the transmission of these data. Therefore,
we use network bandwidth to represent the resource consumption in this process. The unit is
Gbps, which is the amount of data transmitted in gigabits per second, in order to represent
the network bandwidth occupied by the task of situational awareness.

3.6. Monte Carlo Simulation and Model Verification

Monte Carlo simulations have recently emerged as a prevalent technique for testing
agent-based models (ABMs) and generating statistically significant outcomes under various
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evaluation metrics [58,59]. By leveraging the capabilities of Monte Carlo simulations,
numerous studies have successfully modeled complex organizational relationships and
gained valuable insights into the underlying dynamics that govern these systems [60–62].

To eliminate the stochastic nature of ABM simulations, we generated and designed
several unique SoSs using Monte Carlo simulations, in order to sample the effects of
specific behaviors across a large number of SoSs. To fully test the role of each principle
in the evolutionary process, four experimental groups and a no-principle control group
were set up, according to the four evolutionary principles detailed above. In addition,
the amount of environmental change can affect the evolutionary process of the system.
Therefore, the experiment was set up with three levels, according to the amount of change,
which were tested separately. The experiment was run 80 times in each state, in order to
eliminate the effect of random errors.

With five experimental groups, three variations, and 80 executions per combination,
the ABM in this paper was run 5 × 80 = 400 times. The initial variation in each experiment
randomly affected a few agents. By utilizing the Monte Carlo method, we were able to
generate 400 unique and representative complex SoSs, providing a robust data set for
further analysis.

Validation of ABMs is difficult but necessary [63]. Therefore, a sensitivity analysis of
the simulation data between ABM experiments was required. For this study, sensitivity
tests were performed on metrics that were not relevant to the purpose of the experiment, in
order to select optimal control variables (see Table A1).

3.7. Time Complexity Analysis

The time complexity of Agent-Based Modeling (ABM) can pose a significant drawback
as the input size of certain parameters increases. In this paper, we focus on the evolution
process of the vehicular networking system as our model simulation. The initial amount
of variation introduced during this evolution process plays a crucial role in a specific
Telematics system. Therefore, this study aims to examine the impact of different initial
variation amounts on the simulation time. The results of our tests are presented in Figure 5.

The data from the tests can be fitted to a quadratic function: y = 1.0561x2 − 0.1723x +
55.876, where x represents the initial amount of variation. By analyzing the trends, we
observe that the simulation time increases quadratically with the initial amount of variation.
Consequently, the estimation time complexity of the model can be expressed as O

(
n2),

where n represents the amount of variation introduced in the model. This implies that the
model’s efficiency may be compromised when handling large-scale data.
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4. Results

The evolution of the SoS is shown in Figure 6, in which the basic misalignment
parameter describes the evolution of the system. A summary of the information shown in
the figure is provided in the following:
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(1) The misalignment metrics in all four graphs showed an increasing and then decreasing
trend. The reason for this phenomenon is that the initial interactions between some
of the constituent systems increased the degree of difference among all nodes in the
SoS under the influence of the external environment. As the interactions continued,
evolution caused the degree of difference between most of the constituent systems to
decrease, eventually leading to complete evolution;

(2) The peak misalignment values in the plot for principle 2 (Implementing Uniform
Standards) occurred earlier than those without the application of the principle. The
reason for this phenomenon is that the application of this principles increased the
overall efficiency of the system at an early stage and different nodes in the installation
received more new information in a short period of time, thus creating differences
between the self-managed systems. Meanwhile, the peak misalignment values in
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the plot of principle 1 (Facilitating Information Exchange) was significantly lower
than that without the application of the principle, probably as the exchange of in-
formation between nodes somewhat mitigated the degree of difference between the
self-managed systems;

(3) Compared to the control group, the misalignment values of the SoS with different
principles applied were all improved, in terms of the rate of decline after reaching
the peak. As such, the time to complete SoS evolution was also shorter in all cases.
This indicates that the application of different principles can enhance the efficiency of
system evolution, to some extent.

In the simulation experiments, the effects of the different principles on the evolution
of the system varied. The results of the evaluation of the four principles based on the
three indicators described above are shown in Figure 7. The information in the figure is
summarized in the following follows:
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(1) Figure 6a shows the average evolution time of the SoS with the different principles
applied. The evolution time for the SoS without applying any principles was 1181.2 s.
The evolution times for the systems with principle 1 and principle 2 applied were close,
at 989.8 s and 965.0 s, respectively (roughly 82% of the original time). Meanwhile,
the average evolution time with principle 4 applied was 954.8 s (80.8% of the original
time), and the lowest evolution time was obtained with principle 3, which was only
892.8 s (or 75.6% of the original time);

(2) Figure 6b shows the degree of variation accumulated in the evolution of the SoS with
the application of the different principles. All four principles reduced the degree of
variation to a greater extent. The smallest reduction was obtained with principle 2 (Im-
plementing Uniform Standards), which was 83.8% of the baseline variance, while the
greatest reduction in the degree of variation was achieved with principle 1 (Facilitating
information exchange), which was 72.3% of the baseline degree of variation.

Figure 6c shows the average cost of the SoS evolution process after applying the
different principles. The evolution costs of the systems using principle 3 and principle 4
were relatively similar, at 4585.5 Gbps and 4559.7 Gbps, respectively, with very low increases
in cost. Principle 2 had the highest cost of evolution (5262.3 Gbps), with a 16.4% increase
compared to the baseline cost.

As can be seen from Figure 6, principle 2 (Implementing Uniform Standards) was the
least effective in improving the situational awareness model in this paper, with a small
improvement in evolution performance and a large increase in cost. Meanwhile, principle 3
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(Enhancing Transparency of Information) was the most effective, significantly reducing the
evolution time and variability while keeping the evolution cost low. In addition, principle 1
(Facilitating Information Exchange) presented a good reduction in variance and principle 4
(Establishing Common Goals) had the lowest cost.

5. Discussion
5.1. Elaboration of Experimental Outcomes

The model detailed in this paper provides insights into the validation of theoretical
principles, allowing for a study of the effects of different principles on system evolution
and the implementation of system-of-systems modeling using the ABM approach. Overall,
the experimental findings presented in this paper demonstrate variations in the impacts of
the four evolutionary principles on SoS evolution.

The experimental results indicate that the Degree of Variation (DOV) of the Telematics
SoS decreases significantly over time after implementing principle 1 (Facilitating Infor-
mation Exchange). This outcome corroborates the efficacy of information exchange in
mitigating discrepancies during the SoS evolution, aligning with our preliminary hypoth-
esis. Prior research has previously underscored the potential of information exchange to
enhance information visibility within transportation systems [64]. Furthermore, the process
of information exchange serves to eliminate obstructions between disparate systems, align
the interests of stakeholders [65], and alleviate unwarranted variations within systems [66].

From a pragmatic perspective, the enhancement of information exchange is instru-
mental in resolving prevalent challenges within the SoS, such as conflicting interests and
ambiguous accountabilities [67]. These challenges are inherently associated with the dis-
parities present among the constituent systems. Consequently, it is plausible to postulate
that the enhancement of SoS performance via information exchange is attributed to the
principle’s efficacy in bridging differences among system members.

In our study, we have made an interesting observation regarding the effect of principle
2 (Implementing Uniform Standards). Contrary to our initial prediction, we found that
implementing uniform standards is actually the most costly. This finding is significant
because unified standards are generally expected to reduce costs in SoS architecture [68].
Furthermore, our research also revealed that uniform standards are less effective in improv-
ing the performance of the SoS in our experiment. These observations raise an important
question: why are uniform standards not as effective in the experimental setting designed
in this paper?

We believe that this phenomenon can be attributed to the difficulty of adapting uniform
standards to distributed SoSs, particularly when there are significant differences among
constituent systems. This phenomenon has been acknowledged in the other literature
as well. In distributed systems, uniform standards may overlook the heterogeneity of
individuals, leading to a decrease in overall system efficiency [69,70]. These findings
highlight the need for further investigation into this issue in future research.

Our experimental findings indicate that principle 3 (Enhancing Information Trans-
parency) outperforms other principles in minimizing both the duration of SoS evolution and
the variability encountered during this progression. We posit that this principle augments
the interactive behavior among agents by modulating specific factors. Prior studies have
corroborated the efficacy of augmented information transparency in bolstering trust within
constituent systems [71–73], especially in analogous distributed SoSs [74]. Additionally,
increased transparency has been shown to bolster the efficiency of knowledge support,
subsequently amplifying the innovative capacity of organizational members [75].

It is noteworthy, however, that the minimal variability observed during the evolution-
ary process and the shortest evolutionary duration do not necessarily correspond to the
least evolutionary cost. This observation suggests that the inherent nature of enhanced
information transparency might levy supplementary costs upon the organization [76]. In
summation, the SoS exhibits optimal performance post the implementation of principle 3
(Enhancing Information Transparency). From an applied standpoint, organizational leaders
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can augment information transparency within the SoS employing modern information
technologies, such as social networking platforms and electronic bulletin boards, or even
through conventional means like performance bulletin boards [75].

In addition to these findings, the simulation results demonstrate that principle 4
(Establishing Common Goals) has a positive impact on reducing the SoS variance and
the time required for SoS evolution, aligning with the expectations before the experiment
conducted. However, it is noteworthy that the establishing common goals makes the
evolution of SoS significantly less costly compared to other principles. This result challenges
conventional wisdom, as there is no readily apparent logical correlation between the
two variables under consideration. Furthermore, there is a lack of relevant research to
substantiate the relationship between common goals and costs.

Drawing upon the analyzed observations, this study posits a hypothesis delineating
the nuanced role of the ‘establishing common goals’ in modulating the cost associated with
the evolution of SoS. This modulation ostensibly occurs through its impact on a constellation
of intermediary factors. The extant literature substantiates that the articulation of common
goals can attenuate the risks inherent in information exchange processes, thereby cultivating
a milieu of trust among constituent members [77,78]. Such trust can decrease conflict-related
costs and the need for mutual monitoring within organizations. Furthermore, a consensus
on common goals can enhance access to tacit knowledge, streamlining work processes and
bolstering decision-making efficiency [79–81]. To gain further insights, we plan to conduct
additional research to investigate this factor in more depth.

5.2. Evaluating the Efficacy and Limitations of the Model

In the realm of Telematics, a pioneering study on the information-sharing problem
was conducted by Shang Wenlong, Han Ke, and their colleagues, who employed Agent-
Based Modeling (ABM) as their research approach. Their investigation centered around
the utilization of the penetration rate as an evaluative metric for gauging the extent of
information sharing. While this assessment method offers a broad perspective, it fails to
consider the intricate interplay among vehicle nodes. In contrast to prior investigations, this
scholarly article indirectly captures the interplay of diverse behaviors that are challenging
to model accurately. Consequently, it substantiates the influence of various widely adopted
principles on information sharing within connected vehicle systems, thereby presenting an
innovation in the field.

Experimentation and validation of SoS theory is a difficult area in system-of-systems
research. In addition, the ABM method is a unique tool for verification of theory. When an
ABM is used as an experimental tool to study SoS problems, representing the complexity of
an SoS involving multiple constituent systems is a difficult problem to solve. The research
idea presented in this paper is intended to improve the modeling of agents as much as
possible—for example, by incorporating multiple complex and reasonable behaviors—in
order to simulate the situation as realistically as possible. On this basis, multiple agents
which interact autonomously were used, which is the core advantage of the ABM approach,
in order to simulate the emergent nature of the SoS and achieve an effective simulation of
the SoS.

Nevertheless, it is important to acknowledge that the ABM model presented in this
paper has certain limitations. As discussed in Section 3.7, the model exhibits high time
complexity, which may hinder its efficiency when dealing with more intricate problems.
To address this concern, future studies will explore the application of proxy sampling
methods or optimization algorithms to mitigate these limitations. Additionally, it is worth
noting that certain simplifying assumptions were made in the context of this simulation
experiment. To apply a model like the one presented in this paper to more complex SoS
problems, researchers may need to add more realistic attributes to the agent.
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5.3. Bridging Natural and Social Sciences: A Methodological Discourse

The discourse surrounding the congruencies and divergences in the research method-
ologies employed in the natural and social sciences has been long standing. Hayek posited
that the inherently uncertain nature of human beings, who are central subjects in social
science studies, precludes the social sciences from yielding results analogous to those
derived from the natural sciences [82]. This uncertainty stems from cognitive limitations,
conflicting interests, diverse value orientations, and reflexivity.

Contrastingly, Popper contended that a uniform set of criteria should be applied
when evaluating both the natural and social sciences [83]. Within the realm of systems
engineering, there is a recurrent necessity to incorporate considerations from both technical
(pertaining to natural sciences) and human (pertaining to social sciences) perspectives,
especially when navigating SoSs.

Drawing upon the experimental simulation methodology prevalent in the natural
sciences, which emphasizes categorical identification, this study aligns with Popper’s
perspective to scrutinize social science theorems. The objective is to facilitate a transition
from quantitative analysis to a more qualitative approach. It is important to acknowledge
that the principles examined in this research are inherently challenging to fully validate or
falsify due to the fundamental uncertainty associated with human behavior, a challenge
frequently encountered in social science research.

Given this backdrop, the present paper proposes a novel approach to validating social
science theories leveraging Agent-Based Modeling. This preliminary exploration seeks to
foster a foundation for further empirical investigations in subsequent research endeavors.

6. Conclusions

A system-of-systems has a high degree of unpredictability in its evolutionary process.
In order to improve the performance of SoS evolution and to achieve a guided evolution-
ary process, many studies have proposed principles for SoS evolution. However, these
principles remain at the theoretical level and lack experimental data to support them. In
this study, an agent-based model of the SoS evolution process was developed against the
background of an SoS handling the situational awareness problem in vehicular networks,
and an attempt was made to validate and study the SoS evolution principles.

The results of the simulation indicate that the application of all four evolutionary
principles can enhance the evolutionary performance of the telematic SoS, but with varying
effects. Specifically, promoting information exchange between constituent systems can
successfully minimize the degree of variation during SoS evolution, while establishing
a common objective among constituent systems can substantially reduce the cost of SoS
evolution. Regarding the evolutionary problem in the model, the implementation of
uniform standard in collaborative SoS seems less effective due to its disregard for individual
heterogeneity. Among the considered contexts, improving high information transparency
within the SoS performs optimally among the four strategies and significantly shortens the
time required for the evolution of the telematics SoS.

The aim of this study was to validate the principles of SoS evolution proposed in
previous studies, in order to provide evidence for the SoS theory through an experimental
model and data. The contributions of this paper serve to further deepen understanding of
the SoS evolution process through experimental results, as well as providing researchers
with a reference for improving SoS evolutionary principles. However, it is important to
note that the current model being investigated suffers from high time complexity and
oversimplification, as discussed in this paper. To address these limitations, we plan to
optimize the developed ABM model in the future to enhance the Computational Conclusion
presented in this study.
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Appendix A

Table A1. ABM experimental parameters table.

Parameters Experimental Values Test Values Units Finding

Number of knowledge values
contained in a single

knowledge set
30

10
20
50

N/A

Parameter variation has a large
effect on the simulation time, but a

small effect on the trend of
the results.

Number of agents of the same type 25 20
30 N/A

Parameter variation has a large
effect on the simulation time, but a

small effect on the trend of
the results.

Number of groups of the same
type of agents 3

1
2
4

N/A

Parameter variation has a large
effect on the simulation time, but a

small effect on the trend of
the results.

Number of simulations per
experimental condition 80 60

100 N/A Low parameter sensitivity.

Number of vehicle status changes
initially generated 3

1
2
5

N/A Low parameter sensitivity.

Number of natural environmental
changes initially generated 3

1
2
5

N/A Low parameter sensitivity.

Number of man-made
environmental changes initially

generated
3

1
2
5

N/A Low parameter sensitivity.

Number of knowledge points that
need to be received as a result of a

vehicle status change
5

3
7

10
N/A Low parameter sensitivity.

Number of knowledge points that
need to be received as a result of a

natural environmental change
3

1
5
7

N/A Low parameter sensitivity.

Number of knowledge points that
need to be received as a result of a
man-made environmental change

2
1
3
4

N/A Low parameter sensitivity.

Percentage of communication in
the same group 15

10
20
30

% Low parameter sensitivity.
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Table A1. Cont.

Parameters Experimental Values Test Values Units Finding

Cost of communication in the
same group 1

0.5
2
3

Gbps Low parameter sensitivity.

Percentage of communication of
the same type agents 10

5
15
20

% Low parameter sensitivity.

Cost of communication of the
same type agents 2

1
3
4

Gbps Low parameter sensitivity.

Percentage of communication of
the different type agents 5

2
8

15
% Low parameter sensitivity.

Cost of communication of the
different type agents 3

1
5
7

Gbps Low parameter sensitivity.

Percentage of negotiation 10
5

15
20

% Low parameter sensitivity.

Cost of negotiation 2
1
3
4

Gbps Low parameter sensitivity.

Profit of negotiation success 10
5

15
20

% Low parameter sensitivity.

Loss of negotiation failure 10
5

15
20

% Low parameter sensitivity.

Percentage of learning 10
5

15
20

% Low parameter sensitivity.

Cost of learning 2
1
3
4

Gbps Low parameter sensitivity.

Profit of learning success 5
3
7

12
% Low parameter sensitivity.

Profit of learning failure 10
5

15
20

%

Parameter variation has a large
effect on learning. The choice of

parameters satisfies the balance with
other behaviors.

Time cycle of cooperation 8
5

10
15

s

Parameter variation has a large
effect on cooperation. The choice of
parameters satisfies the balance with

other behaviors.

Percentage of cooperation 20
10
30
40

% Low parameter sensitivity.

Cost of cooperation 8
5

10
15

Gbps Low parameter sensitivity.



Systems 2024, 12, 98 18 of 26

Table A1. Cont.

Parameters Experimental Values Test Values Units Finding

Profit of cooperation success 10
5

15
20

% Low parameter sensitivity.

Loss of cooperation failure 20
10
15
30

%

Parameter variation has a large
influence on cooperation. The choice
of parameters satisfies the balance

with other behaviors.

Percentage of competition 10
5

15
20

% Low parameter sensitivity.

Cost of competition 2
1
3
4

Gbps Low parameter sensitivity.

Loss of competition failure 5
3
7

15
s Low parameter sensitivity.

Probability increase value of
principle 1 (Facilitate Information

Exchange) on communication
30

10
20
40

% High parameter sensitivity.

Probability increase value of
principle 1 (Facilitate Information

Exchange) on negotiation
30

10
20
40

% High parameter sensitivity.

Probability increase value of
principle 2 (Implementing

Uniform Standards) on learning
30

10
20
40

% High parameter sensitivity

Probability increase value of
principle 2 (Implementing

Uniform Standards)
on competition

30
10
20
40

% High parameter sensitivity.

Probability increase value of
principle 3 (Enhancing

Transparency of Information)
on communication

30
10
20
40

% High parameter sensitivity.

Probability increase value of
principle 3 (Enhancing

Transparency of Information)
on cooperation

60
30
50
70

% High parameter sensitivity.

Time cycle decrease value of
principle 3 (Enhancing

Transparency of Information)
on cooperation

4
2
3
6

s High parameter sensitivity.

Probability increase value of
principle 4 (Establishing Common

Goals) on negotiation
30

10
20
40

% High parameter sensitivity.

Probability increase value of
principle 4 (Establishing Common

Goals) on cooperation
60

30
50
70

% High parameter sensitivity.

Time cycle decrease value of
principle 4 (Establishing Common

Goals) on cooperation
4

2
3
6

s High parameter sensitivity.
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64. Jović, M.; Tijan, E.; Žgaljić, D.; Aksentijević, S. Improving maritime transport sustainability using blockchain-based information

exchange. Sustainability 2020, 12, 8866. [CrossRef]
65. Deng, S.; Zhou, D.; Wu, G.; You, G. Evolutionary game analysis of three parties in logistics platforms and freight transportation

companies’ behavioral strategies for horizontal collaboration considering vehicle capacity utilization. Complex Intell. Syst. 2023,
9, 1617–1637. [CrossRef]

66. Love, T.E.; Ehrenberg, N.; Sapere Research Group. Addressing Unwarranted Variation: Literature Review on Methods for Influencing
Practice; Health Quality & Safety Commission: Wellington, New Zealand, 2014.

67. Hinds, P.J.; Mortensen, M. Understanding conflict in geographically distributed teams: The moderating effects of shared iden-tity,
shared context, and spontaneous communication. Organ. Sci. 2005, 16, 290–307. [CrossRef]

68. Ray, K. One size fits all? Costs and benefits of uniform accounting standards. J. Int. Account. Res. 2018, 17, 1–23. [CrossRef]
69. Latin, H. Ideal versus real regulatory efficiency: Implementation of uniform standards and fine-tuning regulatory reforms. Stan.

L. Rev. 1984, 37, 1267. [CrossRef]
70. Elmer, C.F. The Economics of Vehicle CO2 Emissions Standards and Fuel Economy Regulations: Rationale, Design, and the Electrification

Challenge; Technische Universitaet Berlin: Berlin, Germany, 2016.
71. Foscht, T.; Lin, Y.; Eisingerich, A.B. Blinds up or down? The influence of transparency, future orientation, and CSR on sus-tainable

and responsible behavior. Eur. J. Mark. 2018, 52, 476–498. [CrossRef]
72. Kumar, N.; Ganguly, K.K. External diffusion of B2B e-procurement and firm financial performance: Role of information

transparency and supply chain coordination. J. Enterp. Inf. Manag. 2021, 34, 1037–1060. [CrossRef]
73. Cheng, M.; Liu, G.; Xu, Y.; Chi, M. Enhancing trust between PPP partners: The role of contractual functions and information

transparency. Sage Open 2021, 11, 21582440211038245. [CrossRef]
74. Lee, U.K. The effect of information deception in price comparison site on the consumer reactions: An empirical verification. Int. J.

Distrib. Sens. Netw. 2015, 11, 270685. [CrossRef]

https://doi.org/10.18564/jasss.4259
https://doi.org/10.1037/h0026089
https://doi.org/10.1016/0022-1031(91)90020-7
https://doi.org/10.1080/19488289.2013.818598
https://doi.org/10.11130/jei.1996.11.3.332
https://doi.org/10.1016/S0048-7333(99)00091-8
https://doi.org/10.1177/0007650316659851
https://doi.org/10.1111/puar.13011
https://doi.org/10.1177/1741143219846906
https://doi.org/10.1037/0021-9010.78.3.504
https://doi.org/10.1097/00129234-200211000-00004
https://doi.org/10.18564/jasss.2897
https://doi.org/10.1177/0049124113506405
https://doi.org/10.1115/1.4039494
https://doi.org/10.1109/5.910855
https://doi.org/10.1109/TSMCA.2012.2199304
https://doi.org/10.1177/1094428112470006
https://doi.org/10.3390/su12218866
https://doi.org/10.1007/s40747-022-00873-9
https://doi.org/10.1287/orsc.1050.0122
https://doi.org/10.2308/jiar-51974
https://doi.org/10.2307/1228632
https://doi.org/10.1108/EJM-10-2016-0576
https://doi.org/10.1108/JEIM-02-2020-0060
https://doi.org/10.1177/21582440211038245
https://doi.org/10.1155/2015/270685


Systems 2024, 12, 98 26 of 26

75. Che, T.; Wu, Z.; Wang, Y.; Yang, R. Impacts of knowledge sourcing on employee innovation: The moderating effect of information
transparency. J. Knowl. Manag. 2019, 23, 221–239. [CrossRef]

76. Wu, Y.; Zhang, K.; Xie, J. Bad greenwashing, good greenwashing: Corporate social responsibility and information transparency.
Manag. Sci. 2020, 66, 3095–3112. [CrossRef]

77. Chen, Y.H.; Lin, T.P.; Yen, D.C. How to facilitate inter-organizational knowledge sharing: The impact of trust. Inf. Manag. 2014,
51, 568–578. [CrossRef]

78. Verberne, F.M.F.; Ham, J.; Midden, C.J.H. Trust in smart systems: Sharing driving goals and giving information to increase
trustworthiness and acceptability of smart systems in cars. Hum. Factors 2012, 54, 799–810. [CrossRef]

79. Li, J.J.; Poppo, L.; Zhou, K.Z. Relational mechanisms, formal contracts, and local knowledge acquisition by international
sub-sidiaries. Strateg. Manag. J. 2010, 31, 349–370.

80. Wang, L.; Song, M.; Zhang, M.; Wang, L. How does contract completeness affect tacit knowledge acquisition? J. Knowl. Manag.
2021, 25, 989–1005. [CrossRef]

81. Wang, N.; Huang, Y.; Fu, Y.; Chen, L. Does lead userness matter for electric vehicle adoption? An integrated perspective of social
capital and domain-specific innovativeness. J. Consum. Behav. 2022, 21, 1405–1419. [CrossRef]

82. Hayek, F.A. The counter-revolution of science. Economica 1941, 8, 281–320. [CrossRef]
83. Popper, K. The Logic of Scientific Discovery; Routledge: Abingdon-on-Thames, UK, 2005.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1108/JKM-11-2017-0554
https://doi.org/10.1287/mnsc.2019.3340
https://doi.org/10.1016/j.im.2014.03.007
https://doi.org/10.1177/0018720812443825
https://doi.org/10.1108/JKM-02-2020-0130
https://doi.org/10.1002/cb.2087
https://doi.org/10.2307/2549335

	Introduction 
	Preliminaries 
	The Concept of SoS Evolution 
	Guiding Principles for SoS Evolution 
	Facilitate Information Exchange 
	Implementing Uniform Standards 
	Enhancing Transparency of Information 
	Establishing Common Goals 

	Agent-Based Modeling 

	Methodology 
	Overall Model Structure 
	SoS Evolution 
	Agent Behaviors 
	Principle 
	Indicators 
	Monte Carlo Simulation and Model Verification 
	Time Complexity Analysis 

	Results 
	Discussion 
	Elaboration of Experimental Outcomes 
	Evaluating the Efficacy and Limitations of the Model 
	Bridging Natural and Social Sciences: A Methodological Discourse 

	Conclusions 
	Appendix A
	Appendix B
	References

