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Abstract: The brain—computer interface (BCI) is a mechanism for extracting information from the
brain, with this information used for various applications. This study proposes a method to control
an unmanned aerial vehicle (UAV) flying through a BCI system using the steady-state visual evoked
potential (SSVEP) approach. The UAV’s screen emits three frequencies for visual stimulation: 15, 23,
and 31 Hz for the UAV’s left-turn, forward-flight, and right-turn functions. Due to the requirement
of immediate response to the UAV flight, this paper proposes a method to improve the accuracy
rate and reduce the time required to correct instruction errors in the resolution of brainwave signals
received by UAVs. This study tested ten subjects and verified that the proposed method has a
10% improvement inaccuracy. While the traditional method can take 8 s to correct an error, the
proposed method requires only 1 s, making it more suitable for practical applications in UAVs.
Furthermore, such a BCI application for UAV systems can achieve the same experience of using the
remote control for physically challenged patients.

Keywords: brain-computer interface (BCI); electroencephalography (EEG); steady-state visual
evoked potential (SSVEP); fast Fourier transform (FFT); unmanned aerial vehicle (UAV)

1. Introduction

A brain—computer interface (BCI) [1-4] is a medium for communicating between the
human brain and peripheral devices. Through BClI, signals generated in the brain can be
used to control and operate peripheral devices, i.e., to translate physical signals from the
human body into machine commands that we specify to control the peripheral devices.
BCI has been highly discussed in medical engineering, where this technology allows people
to control devices independently of the neuromuscular functions of the human body and
communicate with each other to transmit messages between humans and machines [4-9].
The implementation of BCI relies on an electroencephalogram (EEG). EEG [10-13] is a
non-invasive BCI that uses electrical conductors and records brain activity without any
medical or surgical involvement. The electrical activity of the brain is recorded and detected
by using electrodes attached to the scalp. Therefore, BCI is a potential solution for those
patients who still have normal brain function but are physically disabled or paralyzed,
making them unable to communicate with the external environment through their severely
damaged muscles and nervous system.

In medical and medical engineering research, EEG is widely used to detect changes
in brain activity to diagnose brain diseases. For example, EEG can be used to identify
brain death in people who are in a persistent coma. In addition, serial EEGs have been
used to help find the appropriate level of anesthesia for people in medically induced
comas. Thus, EEG is used to detect changes in brain activity. EEG is also helpful in the
diagnosis or treatment of diseases such as brain damage from a head injury, cerebral
palsy [14], amyotrophic lateral sclerosis (ALS) [15], spinal muscular atrophy (SMA), and
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Parkinson’s disease [16]. Patients with these severe movement disorders are unable to
communicate with the external environment [17]. Another application of BCI technology
is to help people with problems in muscle movement and control. Therefore, many experts
have started to think about the application of BCI to these patients, allowing them to
control external devices or express their intentions without relying on the surrounding
neuromuscular functions. Through specific brain signals elicited by the designed task, the
measured brain signals are translated into communication or control signals to help the
patient communicate with the external environment.

Several popular BCI modalities can use brain signals to control machines, such as
motion imagery [18-21], P300 waves [22,23], flash visual evoked potential (FVEP) [24,25],
and steady-state visual evoked potential (SSVEP) [26-31]. Among them, FVEP and SSVEP
are the most common BCls based on EEG. The SSVEP method is also widely used because
of its high signal-to-noise ratio and robustness advantages. SSVEP sensing refers to the
uninterrupted response in the human brain’s visual cortex related to the frequency of the
stimulus when the brain is stimulated with a fixed-frequency flicker block. Using SSVEP to
generate responses in the brain is a very useful natural involuntary phenomenon that has
been tested many times by researchers. Regan designed the earliest SSVEP-BCI system in
1979, where subjects could select a blinking button on a computer screen by simply looking
at it, essentially achieving the desired design goal. In this paper, we chose SSVEP because
it does not require any training phase for the subject and has very high accuracy.

Connecting the brain with machines or robots has long been a goal of humans. One
such application is the use of the brain to control unmanned aerial vehicles (UAV) [32-34].
While UAVs have been used in various fields, a UAV needs to be controlled by a skilled
person. Therefore, it is difficult for people who have not been in contact with UAVs to
operate them, including physically disabled people and particularly those with hand
impairments. Therefore, the function of using the brain to connect and operate a UAV by
using brain signals has become very topical. In this paper, a new intelligent UAV—only
needing to be controlled by brainwaves and not through muscles—is designed. It also
allows people with physical disabilities to control the UAV flight. Non-invasive EEG-based
BCl is the most prospective interface in the application space for people with severe motor
disabilities because of its non-invasiveness, low cost, practicality, portability, and ease of
use. The eye is stimulated by the steady-state visual evoked potential (SSVEP) signal,
generating response fluctuations in the brain that are extracted from brain fluctuations
by EEG to the microcontroller. The microcontroller is then transmitted to the wireless
signal receiver of the UAV through the transmitter of the wireless module. The UAV’s
controller then parses the signals through a wireless signal receiver to realize the functions
of controlling the UAV’s forward, left, and right flight.

It is possible that the UAV may be unable to make an immediate judgment. For
example, if the UAV is inputted to turn left but it takes 10 s for it to react to the left turn, it
is possible that during these 10 s the UAV is already in crisis, such as hitting a tree, and
such a system will not be able to make practical applications. Therefore, it is an essential
task of the UAV to react in the quickest possible time. If we want to use a brainwave to
control the UAV’s function, it is necessary to overcome the real-time operation. In this
paper, we propose a practical method using ten people to shorten the analysis time and
obtain a greater performance, especially in terms of immediacy and accuracy.

This paper is organized as follows: In Section 2, the experimental paradigm and
analysis methods of brain signals and the motion model of UAV are presented. In Section 3,
a summary and discussion are given. Furthermore, a comparison of the old and new
methods’ accuracy of experiments is made. Our experiments validate our ideas and
achieve the expected results. Finally, conclusions and the prospects for future applications
are given in Section 4.
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2. Materials and Methods

Ten healthy subjects (seven males and three females, aged 22-32) were invited to par-
ticipate in this experiment. The aim was to perform some UAV control tasks by generating
messages in the brain after visual stimulation of the subject’s eyes. All participants had no
history of visual disease and each had corrected Snellen vision of 6/6 or better. In addition,
all participants had a clear understanding of the experiment and signed a consent form
before participation.

The experiment was conducted using a 6 cm X 6 cm panel as a visual stimulus with
light-emitting diodes (LEDs) produced by CREE, USA on UAV panel, placed on the left,
right, and above the panel, respectively, designated to stimulate SSVEP. Stimulus frequency
was selected as 15 Hz, 23 Hz, and 31 Hz. The 15 Hz LED is located on the left side of the
panel and the 23 Hz LED on the right side, with the 31 Hz LED located on the top of the
panel. A frequency of 15 Hz means that the UAV is controlled to bend to the left and a
frequency of 23 Hz means that it is controlled to bend to the right. Moreover, a frequency
of 31 Hz means that the UAV is controlled to fly forward.

In this study, all EEG electrode placements were based with 32 pathway electrode
positions of 1020 international system and PowerLAB system with 1 kHz sampling
rate and collection of brainwave signals in the 10-50 Hz band. Subjects were seated in
comfortable chairs and tested separately, using an LED light source located in front of them
and a designated optical source 40 cm away from the subject’s eyes. We used Oz and Fp2
electrode locations to obtain SSVEP data of the brain.

Figure 1 shows the overall architecture. The hardware system for this experiment
consists of five main components: the EEG signal acquisition system, the visual stimulation
panel, the signal processing computer, the Wi-Fi 6E wireless transmission signal module,
and the unmanned aerial vehicle. The SSVEPs caused by the flashing of three LEDs on
the visual stimulation panel were used to control three functions of the UAV. When the
subject looked at the screen’s left, right, and top LEDs, each had corresponding frequencies
for visual stimulation. For example, when looking at the left LED, it will send out a 15 Hz
signal to stimulate the subject’s eyes, and the brain will respond by generating a 15 Hz
brainwave signal. This signal was extracted through the EEG and transmitted to the UAV
control system via the BioAmp brainwave amplifier and A /D converter. The UAV control
system was then transmitted to the UAV via wireless communication. The article in [35]
mentions Wi-Fi networks using the IEEE 802.11n and 802.11ac standards to communicate
with the UAV. The wireless communication system used in this article was the Wi-Fi 6E
protocol, an extension of Wi-Fi 6, developed by the Wi-Fi Alliance in January 2020. Wi-Fi 6E
adds a 6G band, which has the advantage of a wider bandwidth and reduced congestion.
When the UAV receives the signal, the central processing controller will perform a fast
Fourier transform (FFT) to resolve the 15 Hz signal, corresponding to a left turn. Similarly,
the UAV receives 23 Hz to fly to the right and 31 Hz to fly forward.

Figure 2 shows the software architecture of the UAV. When the UAV receives data
from the wireless receiver, it parses the data using FFT and then identifies the energy at 15,
23, or 31 Hz. When the 15 Hz peak is found to be the highest, the UAV is given a left turn.
If the peak at 23 Hz is the highest, then the UAV will fly forward. If the 31 Hz peak is the
highest, the UAV is controlled to make a right turn. If the energy of all three frequencies
does not exceed 1, then no action is taken.

According to [36], the subjects were asked to look at LEDs with 15, 23, and 31 Hz fre-
quencies for 20 s. The brain generated brainwave signals at 15, 23, and 31 Hz, respectively;
therefore, the UAV received 15, 23, and 31 Hz brainwave signals. The SSVEP frequency
was analyzed by parsing the raw data of these three frequencies every 4 s. Because the data
was intercepted every 4 s, the 20 s were divided into five segments. In other words, the
20-s 15 Hz signal received by the UAV was divided into five segments, all of which were
theoretically 15 Hz signals.
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Similarly, the 20-s 23 Hz signal received by the UAV also had five 23 Hz signals.
Likewise, if the UAV received a 31 Hz signal for 20 s, there would be five 31 Hz signals.
Nevertheless, there will be noise in the actual operation, so it is not necessarily that these
five are all 15 Hz, 23 Hz, or 31 Hz. We will perform a statistical analysis and calculate the
accuracy of the actual operation from the result of each frequency.

In the traditional method, for every 4 s of EEG data, the subsequent EEG data must
wait for the next full 4 s. If the parsed result is wrong, the earliest it can be corrected is
another 4 s, taking the correction time to 8 s. The 8-s response time for the UAV is too long
and lacks immediacy. Therefore, this study proposes an improved method. The base of
EEG data every 4 s remains the same, but the acquisition method is modified. In other
words, the conventional method is 0—4 s for the first EEG data, 4-8 s for the second EEG
data, 8-12 s for the third EEG data, etc. The optimized method keeps the first EEG data
for 0—4 s, but changes the second EEG data to intercept EEG data for 1-5 s, the third EEG
data for 2-6 s, etc. From the second time onwards, only 1 s is added as the new EEG data.
This has the advantage of correcting an error in as little as 1 s, representing a significant
improvement on the traditional method and more in line with the real-time nature of UAVs.

3. Results

This section discusses the accuracy of the signal restoration using both the traditional
and optimized methods of parsing EEG data. Both methods analyze the UAVs to determine
whether the information is still recovered as an actual signal under visual stimuli at 15 Hz,
23 Hz, and 31 Hz, respectively. The accuracy of the two analysis methods is compared for
15 Hz, 23 Hz, and 31 Hz frequencies.

3.1. 15 Hz

Figure 3 analyzes the 15 Hz EEG signal. Figure 3a—e shows the optimized method for
analyzing EEG data, while Figure 3f—j shows the traditional method. When the subject
looks at the LED at 15 Hz, it can be seen from the spectrum observation that 15 Hz has a
higher peak value than other frequencies, as shown in Figure 3a. Therefore, the proposed
method can restore the 15 Hz signal in five segments. In the conventional method, four
bands can be restored to 15 Hz, but one of them is misjudged and the signal strength of
five segments is weak. A comparison shows that the new method takes only 8 s to obtain
the five 15 Hz data, but the old method takes 20 s. Thus, the new method shortens the time
and improves the accuracy.

1-5s , 2-6s 3-7s ‘ 4-8s

§ (b) " (©) " @ - (e) "
4-8s 8-12s 12-16s 16-20s

' @ : w o) - ) '

Figure 3. Comparison of the proposed method with the traditional method in 15 Hz brainwave signals.
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3.2. 23 Hz

Figure 4 analyzes the 23 Hz EEG signal. Figure 4a—e shows the optimized method for
analyzing EEG data, while Figure 4f— shows the traditional method. While the subject is
looking at the LED at 23 Hz, the spectrum observation shows that 23 Hz has a higher peak
value than other frequencies, as shown in Figure 4a. Therefore, the proposed method can
restore the 23 Hz signal in all five segments. In the conventional method, four segments
can be restored to 23 Hz, but one of them is incorrectly determined, and all five segments
have weaker signal strength. A comparison shows that the new method takes only 8 s to
obtain five 23 Hz data, but the old method takes 20 s. Thus, the new method shortens the
time and improves the accuracy.

1-5s ‘ 2-6s , 3-7s 4-8s
' (b) - (© T @ o (e) '
4-8s 8-12s 12-16s 16-20s
© (h) T T )

Figure 4. Comparison of the proposed method with the traditional method in 23 Hz brainwave signals.

3.3. 31 Hz

Figure 5 analyzes the 31 Hz EEG signal. Figure 5a—e shows the optimized method for
analyzing EEG data, while Figure 5f— shows the traditional method. While the subject is
looking at the LED at 31 Hz, the spectrum observation shows that 31 Hz has a higher peak
value than other frequencies, as shown in Figure 5a. Therefore, in the proposed method,
five segments can recover the 31 Hz signal but one of them will be judged incorrectly. On
the other hand, in the traditional method, one band can recover the 31 Hz signal but four of
them will be misjudged, and all five segments have a lower signal strength. A comparison
shows that the new method takes only 8 s to obtain five segments of 31 Hz data, but the
old method takes 20 s. Thus, the new method shortens the time and improves the accuracy.

3.4. Comparison

Tables 1 and 2 represent the results of signal analysis at 15 Hz using the proposed
method and the traditional method. The results of using the proposed method and the
traditional method at 23 Hz are shown in Tables 3 and 4. In Tables 5 and 6, the results are the
results of resolving the signal at 31 Hz by the proposed method and the traditional method,
respectively. The subject IDs are A-E. The success of each person’s brainwave-controlled
UAV in executing the correct command was recorded separately. “On” means success and
“off” means failure.
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Figure 5. Comparison of the proposed method with the traditional method in 31 Hz brainwave signals.

Table 1. The proposed method has five signals in the 15 Hz brainwave signal.

15 Hz Proposed Method
Subject 0-4s 1-5s 2-6s 3-7s 4-8s
A On On On On On
B On On On On On
C Off Off On On On
D On On On On On
E On On On On On
F On On On On On
G On On On On Off
H On On On On On
I On On On Off On
] On On On On Off

Table 2. The traditional method has five signals in the 15 Hz brainwave signal.

15 Hz Traditional Method
Subject 0-4s 4-8s 8-12s 12-16 s 1620 s
A On On On On On
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Table 3. The proposed method has five signals in the 23 Hz brainwave signal.

23 Hz Proposed Method

Subject 0-4s 1-5s 2-6s 3-7s 4-8s
A On On On On On
B On On On On On
C On On Off Off On
D On On On On On
E On On On On On
F On On On Off On
G On On On On On
H On On On Off On
I On On On On Off
] On On On Off On

Table 4. The traditional method has five signals in the 23 Hz brainwave signal.

23 Hz Traditional Method

Subject 0-4s 4-8s 8-12s 12-16 s 16-20 s
A On On On On On
B On On On Off On
C On On On On On
D On On Off On On
E On On On On Off
F On On On On On
G On On On Off On
H On On On Off Off
I On On Off Off Off
J On On On Off Off

Table 5. The proposed method has five signals in the 31 Hz brainwave signal.

31 Hz Proposed Method
Subject 0-4s 1-5s 2-6s 3-7s 4-8s
A Off Off On Off On
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Table 6. The traditional method has five signals in the 31 Hz brainwave signal.
31 Hz Traditional Method
Subject 0-4s 4-8s 8-12s 12-16 s 1620 s
A Off On Off Off Off
B Off Off On Off Off
C On Off Off Off Off
D Off Off Off Off On
E Off On Off Off Off
F Off On Off Off Off
G Off Off On Off Off
H On Off Off Off Off
I Off Off Off Off Off
J Off On Off Off Off

In Table 1, 15 Hz was successfully resolved in all five time intervals for subjects A-E.
However, in Table 2, 15 Hz was not resolved correctly in one time segment for subjects
B and C. In Table 3, 23 Hz was successfully parsed in all five time slots for subjects A-E.
However, in Table 4, 23 Hz was not resolved correctly in one time interval for subjects B
and D. In Tables 5 and 6, the success rate of 31 Hz in the five time intervals of subjects A-E
was much lower than either the proposed method or the conventional method.

Table 7 shows the accuracy comparison between the traditional and optimized meth-
ods of resolving EEG data. From Table 7, it is clear that the proposed method is better
than the traditional method by 8% in 15 Hz. In 23 Hz, the proposed method is better than
the traditional method by 8%, while at 31 Hz, the proposed method is better than the
traditional method by 36%. Therefore, the accuracy of the proposed method is 85.3% when
the traditional method and the proposed method are summed at 15 Hz, 23 Hz, and 31 Hz.
The accuracy of the proposed method is 68% when the conventional method is summed at
15 Hz, 23 Hz, and 31 Hz. Therefore, the proposed method represents a 17.3% improvement.
Figure 6 provides a graphical comparison of the accuracy rates of the proposed method
versus the traditional method.

100
90

80
70
60
5
4
3
2
1 n
0

15Hz 23Hz 31Hz

O O O O o

Hm Proposed Method  mTraditional Method

Figure 6. Graphical comparison of the accuracy rates of the proposed and traditional methods.
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Table 7. Comparison of the accuracy of the traditional method and the proposed method.

Frequency (Hz)
15 23 31
Subject Proposed  Traditional Proposed Traditional Proposed Traditional
A 100% 100% 100% 100% 40% 20%
B 100% 80% 100% 80% 40% 20%
C 100% 80% 60% 100% 80% 20%
D 100% 100% 100% 80% 40% 20%
E 100% 100% 100% 100% 80% 20%
F 100% 80% 80% 100% 40% 20%
G 80% 100% 100% 80% 60% 20%
H 100% 80% 80% 60% 80% 20%
I 80% 80% 80% 40% 80% 0%
J 80% 60% 80% 60% 80% 20%
Average 94% 86% 88% 80% 54% 18%
ljisle’;i:: 78.67%
T;“f;:;"g‘;al 61.33%

4. Conclusions

This study proposes a BCI system based on the SSVEP approach to control the behavior
of UAVs. By using visual stimulation, the eyes will look at different frequencies and the
brain will make different responses according to the different frequencies. The BCI system
was used to extract the response from the brain stimulation to the UAV, with the UAV
performing the corresponding function according to these signals. In this experiment, three
LED frequencies were used: 15 Hz, 23 Hz, and 31 Hz. When the 15 Hz LED is focused
on, the UAV will fly to the left; when the 31 Hz LED is focused, the UAV will fly forward;
when the 23 Hz LED is focused, the UAV will fly to the right.

For UAVs, the controls must be immediately reactive. The ability to control the UAV
in real-time makes it worthwhile. When using a brainwave to generate the input signal of
a UAV, the traditional method of parsing brainwave signals is to capture the signal every
4 s and wait 4 s for the next signal. This means that each command takes 4 s. As shown in
Section 3, it takes 20 s to analyze the signal five times, which is very time-consuming. The
method proposed in this paper aims to solve this issue. It also intercepts the signal in 4 s,
but the difference is in the intercepted segment. The first signal interception is 0—4 s, the
second is 1-5 s, the third is 2-6 s, etc. Therefore, the first signal takes 4 s to intercept, but it
only needs to wait 1 s to form a 4-s signal from the second signal.

The proposed method has two advantages. First, it can significantly reduce the time
required to obtain commands. Instead of waiting 4 s to obtain a UAV command, the
proposed method can generate one in only 1 s. Because of the shortened time, it is possible
to react more quickly to correct errors when they occur. In other words, when an error
occurs, the traditional method can take as little as 4 s to correct the error but the proposed
method takes only 1 s to do so, making the use of brainwaves to control the UAV more
responsive to real-time needs. Second, the accuracy rate is used to compare the traditional
method with the proposed method. The proposed method increases 8% over the traditional
method at 15 Hz, by 8% at 23 Hz, and by 36% at 31 Hz. Combining the accuracy of 15 Hz,
23 Hz, and 31 Hz, the proposed method increases 17.34% over the conventional method
while also improving the accuracy.
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In conclusion, we have designed the SSVEP-BCI Human-Unmanned Aerial Vehicle
system and propose a new method that can shorten the analysis time and obtain excellent
performance, especially immediacy and accuracy. In the future, this SSVEP-BCI control
technology and new method can be accurately applied to different fields, including hospital
beds, wheelchairs, home environments, and humanoid robots, making system control that
does not require muscle operation more straightforward and more effortless.
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