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Abstract: In this paper, we propose a mechanism of orientation detection system based on edge-
orientation selective neurons. We assume that there are neurons in the V1 that can generate response
to object’s edge, and each neuron has the optimal response to specific orientation in a local receptive
field. The global orientation is inferred from the aggregation of local orientation information. An
orientation detection system is further developed based on the proposed mechanism. We design
four types of neurons for four local orientations and used these neurons to extract local orientation
information. The global orientation is obtained according to the neuron with the most activation. The
performance of this orientation detection system is evaluated on orientation detection tasks. From the
experiment results, we can conclude that our proposed global orientation mechanism is feasible and
explainable. The mechanism-based orientation detection system shows better recognition accuracy
and noise immunity than the traditional convolution neural network-based orientation detection
systems and EfficientNet-based orientation detection system, which have the most accuracy for now.
In addition, our edge-orientation selective cell based artificial visual system can greatly save time
and learning cost compared to the traditional convolution neural network and EfficientNet.
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1. Introduction

As the brain controls nearly all the receptions of information for animals, it is regarded
as a hyper-complex deep network, which is constructed by over 10! neurons, and this sys-
tem has more than 10'° interactions between those neurons [1]. Although the information
from the outside world includes all the feelings such as hearing, touching, tasting, touching
and seeing, about 80% of the information resources are vision-based [2]. In addition, over
half of the visual information is processed by retina, no matter directly or not, which makes
the research of the visual system essential and necessary [3]. The visual information from
the outside world, such as forms, colors, orientations and movements, can influence our
human’s actions and decisions [4]. Additionally, it is proven that behaviors of animals
are also influenced by the visual system, especially by V1 cells in the primary cortex [5].
However, most explanations of the visual mechanism so far are mainly motivated by
speculation and non-quantitative methods. For example, Hubel and Wiesel, who started
the most eye-catching study research, implemented a series of experiments on the animals’
visual cortex and recorded many exciting biological phenomena, which contributed greatly
to the research of the visual system [6]. It was also found by them that some neurons only
respond to light stimulation in a specific orientation and are insensitive to the position
of the stimuli [7]. The movement of the optimal-orientated light stimulation within their
receptive field, does not cause neuron inactivation [8]. Such orientation-selective cells exist
extensively in primary cortex, or the V1, and in many cases the generated response is
more vigorous to optimal-oriented edges [9]. However, although the location and response
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results in primary cortex cells responsible for detecting the orientation of objects have been
probed, the specific mechanism of orientation detection by visual system and reactions
to the brain remain unclear [10]. Nevertheless, researchers still keep designing artificial
visual systems for orientation detection by the contribution according to biological findings.
Researchers in 1980s, basing on the response of cones to weak flashes or light steps [11],
designed an artificial visual system to reproduce the actual photoresponses for different
animals that can connect to the minicomputer and response to light stimuli, and obtained
a good fit by simulating the function of tiger salamander retina [12]. Further research
demonstrated that the artificial visual system can be also built by the optoelectronic neuro-
morphic device, and this artificial visual system can adjust the load transistor in the circuit
for various levels of the light illumination when the natural environment changes [13].
This device has the ability of functioning like synapses which have photopic and scotopic
adaptation biologically [14]. Not only a hardware-based artificial visual system, the soft-
ware can also simulate the visual system and be used to build an artificial visual system.
In the 1990s, an artificial visual system was proposed that can classify the pixels, which
will be given their own labels later. This artificial visual system also put up the concept of

‘region’, which is in order to divide the image into several parts for different functions, such

as orientation detection or object detection [15]. Recently, authors proposed an artificial
visual system based on the theory of Hubel and Wiesel’s simple cells and complex cells
due to our major results in software. It implemented the perceptron-based orientation
detection neurons to extract orientation information and can detect the orientation of
complex images [16]. Since orientation detection can be used in different scientific fields,
such as astronomy, biology, geology and many other subjects, several orientation detection
methods have been designed. Principal component analysis, also called PCA [17], gradient
modeling method [18] and digital filter method [19] are the main methods for orientation
detection works. Convolutional Neural Network (called CNN in the following sections)
is also proved as an effective orientation detection method, which is mostly used by now.
However, CNN usually takes various data, which may cost a huge resource consumption
to learn the feature of images of pictures [20]. The EfficientNet method (EfN) is regarded as
one of the most popularly used orientation detection methods as an evolved model of CNN.
It uses compounding scaling to decide attributes such as depth, width and resolution at the
same time in order to trade-off the accuracy and the complexity of calculation. However, it
still takes a long-time-spending process [21]. Therefore, we want to investigate the specific
mechanism of the primary visual system that has biological knowledge for supporting, and
in the experiment of detecting object’s motion, edge selective cell is found in the primary
cortex, while V1 cells in the primary cortex have the orientation selectivity [22].

One of our authors has proposed a mechanism based on Hubel and Wiesel’s theory,
which is mentioned in [23], but the inhibitory activation is not mentioned by it. Another of
our authors has found that it is possible to add this mechanism and can make the theory
with more biological basics. So in this paper, we propose a mechanism of orientation
detection system based on edge-orientation selective neurons and an artificial visual system
based on the theory of a biological mechanism, which proved to have the possibility to be
used to construct an artificial visual system because this mechanism can be simulated by
computer and has robustness [24]. We conducted some literature investigations, which
mentioned the inhibitory activation of neurons that when a group of light spot or thin
lines are detected, special kinds of neurons are activated [8]. The experiment proves that
some of the edge selective cells only have exhibitory activated at the edge of objects and
inhibitory activated when the internal of objects are detected [25]. We assumed that the
edge selective simple cell and the orientation selective cell is the different function of a
single type of neuron. So, we implemented the orientation detection system based on
edge-orientation selective neurons by computer simulation. The artificial visual system is
constructed by four types of function neurons corresponding to four orientation angles,
which have a receptive field sized of 3 x 3. The neurons’ activation is decided on light
information projected on the receptive field. Artificial visual system aggregates and outputs
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the orientation detection results according to neurons’ activation within each local receptive
field. The global orientation detection result corresponds to the local orientation most
extracted. This artificial visual system is simulated by the computer and its performance on
an orientation data set is evaluated. Simulation results demonstrate that the artificial visual
system is efficient for global orientation detection regardless of their sizes and positions.
This artificial visual system has no need to spend time on learning compared with CNN
and EfN, which means we need a lower cost for more efficient orientation detection with
higher accuracy.

2. Methods

This section describes the construction of an artificial visual system for orientation de-
tection based on the local edge orientation detection neuron. We first give the realization of
local edge-orientation detection neuron and explain the global orientation detection mecha-
nism using the local edge-orientation detective neurons. Finally, basing on the mechanism,
we describe the implementation and procession flow of an artificial visual system.

2.1. McCulloch-Pitts Neuron and Perceptron

McCulloch-Pitts neurons is a model to simulate the biological nervous system. In this
model, the activation states of all other neurons are transmitted to the neuron via their
own synapse, and these synapses are given strengths, called weights [26]. The strength of
the synapse affects the strength of the signal, so the input is multiplied with the weight
of the synapse. When all the signals reach the neuron, they are summed up to see if the
sum is larger than a threshold. When the sum is truly larger than the threshold, called
bias, the neuron is activated [27]. This means that McCulloch-Pitts position of whatever it
is activated or not, works by the following equation, while n means the number of input,
y = 1 means the neuron is activated, and vice versa:

y— {1, (X wix; > b) 1)
0, (Z?:l wix; < b)

in this formula, w; means the weight of the input x;, and b means the bias in the concept of
the McCulloch-Pitts neuron.

Perceptron is a typical structure in the artificial neural system, it has a simple structure
but can solve problems with a convergence algorithm, and it is also proved mathematically,
which can be simply explained as a combination of several McCulloch-Pitts neurons [28].
The perceptron model has improved ober time; Many-Layer Perceptron and Support Vector
Machines came into the solution of most questions, they are also the advanced method for
biological questions [29]. With supporting its structure, it becomes possible to solve the
multi-input problems, the Figure 1 shows how McCulloch-Pitts Neuron and perceptron
work. For the details of the figure, Figure 1a is the original McCulloch-Pitts Neuron model,
which is a single neuron that can sum the input by their weights and calculate the output
by their bias. In Figure 1b, there is a single layer perceptorn, which consists of several
McCulloch-Pitts Neurons in order to solve some questions that are more complex. The
Figure 1c is a multi-layer perceptron with the input layer, hidden layer and output layer
and even has the ability to deal with XOR questions, which the previous one cannot.
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Figure 1. (a) A McCulloch-Pitts Neuron model with its inputs, weights, bias and output; (b) A
perceptron and its input layer and output layer; (c) A multi-layer perceptron that has input layer,
hidden layers and output layer.

2.2. Local Edge-Orientation Detection Neuron

In Hubel and Wiesel’s research, it was found that the simple cells and complex cells are
located in the V1 of the primary cortex. These kinds of cells have the ability of orientation
selection when a group of light spot or thin lines are detected [8]. On the other hand,
edge selective cells that only have activation to the edge of optical stimuli are found in
the V1 of the primary cortex [25]. As the light spots and thin lines satisfy the feature of
the edge and the location of the two kind of cells are the same, we assume that the visual
orientation detection function is partly completed by such neurons and are named the
local edge-orientation detection neurons. Instead of co-operating, the edge selective simple
cell and the orientation selective cell is the different function of a single type of neuron.
We implemented the local edge-orientation selective neurons by computer simulation.
Four types of edge-orientation selective neurons are realized based on the McCulluch-Pitts
neuron model, which corresponds to four orientation angles (0, 45, 90, and 135).

Each neuron is designed with a local receptive field sized 3 x 3. Additionally, within
one single receptive field, four different local edge-orientation detection neurons share the
same inputs from 9 photoreceptors. We designed this multi-layer perceptron in order to
simplify the complex process in biology. We set each function neurons to directly receive the
inputs generated by photoreceptors. When light stimulus is projected on a photoreceptor, it
will be activated and generate input information 1, otherwise, it is 0 for the photoreceptors’
simulation of a single local edge-orientation cell. Moreover, to realize the function of a
neuron that has edge selectivity and orientation selectivity, each input information is given
different weights when transmitted to different neurons, which deciding on the neuron’s
exhibitory receptive field or inhibitory receptive field. The local edge-orientation selective
neuron needs the function to detect both edge and orientation. First, for the function of
orientation detection, since there are only 9 pixels in a single receptive field, it can only
show 4 orientations so far, so we give 4 neurons for each 9-pixel receptive field to detect its
orientation. Next, to detect the edge of an object, with the theory mentioned, neurons show
that both inhibitory and exhibitory position should be used, which means the weight of the
inputs may be different due to the positive number for exhibitory and negative number for
inhibitory, by fulfilling the following equation like a usual McCulloch-Pitts Neuron:

0, (219:1 wix; < b) ’ (2)

y— {1, (X7, wix; > b)
after our mathematical calculation, the weight and bias of each McCulloch-Pitts Neuron
of perceptron should fulfil the inhibitory weight w;, of other pixels, which should be one
fourth of exhibitory weight wey, and the bias b is just as large or a little larger than double
of the w,,. Furthermore, there should be at least 3 pixels of a straight in order to clarify the
orientation and edge of the object, with the fulfilment of the equation; 0 means a positive
number small enough that smaller than the absolute value of inhibitory weight in order to
simplify the situation of the specific one to avoid, which is activated when 4 of the pixels
other than the orientation ones can be detected but not the edge, theoretically:
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1, (73 ‘ 6 wi,x; > b
— { (X WexXi + Xfg WinX; 2 b) (2% Wey = =8+ wj, = b — o). ®)

0, (213:1 WexX; + Z?:l WinXi < b)

For example, when we give the w,y, value 1, the w;, is valued —0.25; 0 can be a positive
number below 0.25, but theory of signal processing tells us that noise is inevitable and the
input cannot always keep 0 and 1, so we give o the value of 0.125 to avoid it. Finally, the
threshold, b, obtains the value of 2.125. Each orientation follows the Figure 2, such as a
McCulloch-Pitts Neuron (here, we use the one of 0 degree as an example).

Figure 2. An example of given value of weight and bias.

This McCulloch-Pitts Neuron works by the equation:

1,(Y3  x; — Y% . 0.25x; > 2.125
y _ { (Zz_l xl Z]_l xl - ) (4)

0, (T3 xi — £, 0.25x; < 2.125)

just like Figure 3, while the red pixels have exhibitory weight and the blue ones have
inhibitory weight, only in the situation of the sum by weight over the bias, the edge-
orientation detection neuron becomes activated. Because Figure 3a is a 0-degree detection
neuron, the pixels including the central one combined as 0-degree is with the exhibitory
weight, so the Figure 3b—d is of the degree of 45, 90 and 135.

(a) (b) () (d)

Figure 3. Weight of different pixels in the receptive field of a single neuron. (a) 0-degree neuron;
(b) 45-degree neuron; (c) 90-degree neuron; (d) 135-degree neuron.

Figure 4 shows how this kind of neurons works, desperately.
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Figure 4. Weight of different pixels in the receptive field of a single neuron and shown as MP neurons.
(a) 0-degree neuron; (b) 45-degree neuron; (c) 90-degree neuron; (d) 135-degree neuron.

For further illustration, especially the specific position that the summary of inputs
with weight is close to the bias, we show a situation in Figure 5 in order to explain how we
sort these performances of receptive field out. In Figure 5a, 6 pixels are detected with light
stimuli, and it is easy for our eyes to distinguish it with the angles or the internal part of
objects, and also it is simply regarded as an edge of a 0 degree thick object, or the bottom of
an object of another degree contributing little for global orientation detection, at least as a
2-pixel thickness thin object. So, as the Figure 5b, it can be regarded as a possibility of a
thick irregular object or a thin one. However, when 7 pixels is detected with light stimuli,
our eyes are confused as to our edge-orientation detection neuron, which proves our theory
laterally. In the Figure 5c,d, it is possible to be inside a thick object with irregular form, or
more possible for a regular thin object, at the string, which is very close to the edge instead
off the edge. Consequently, we choose the boundary of our edge-orientation detection
neuron as a 6-pixel image other than a 7-pixel one.

(a) (b) (c) (d)

Figure 5. Some special situation of a single receptive field. (a,b) 6 pixels detected image; (c,d) 7 pixels
detected image.

In the simplified experiment in Figure 6, we use the 0-degree edge-orientation neuron
shown in Figure 6a as a sample, and a irregular object colored yellow in Figure 6b is given
to be detected. Giving a specialize weight 1 for exhibitory parts, the inhibitory ones obtain
—0.25 here for calculating in the experiment. The o, however, due to the theory of signal
processing, signal may changed to noise in some cases, we give it the value of 0.125 to avoid
noise that may occupy the experiments but still fulfil the conditions before, just fitting the
example we have given. When our 0-degree edge-orientation neuron detects its edge and
the orientation of this part fit the neuron, such as in Figure 6¢, it becomes activated. When
it detects the edge but a different degree, it will never be activated like Figure 6d. If there is
no edge of the object whatever, it is a background like Figure 6e or the inside of object like
Figure 6f; it keeps being inactivated. In our theory, the neurons of other degrees work at
the same mechanism.
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() (d)

(a) (b) (e) (f)

Figure 6. An example of how a local 0-degree edge-orientation neuron detects an object: (a) a local
0-degree edge-orientation neuron; (b) a random irregular object; (c) a 9-pixel receptive field on the
edge of the object with the same degree as the local edge-orientation neuron; (d) a 9-pixel receptive
field on the edge of the object with the different degrees with the local edge-orientation neuron; (e) a
9-pixel receptive field on the background; (f) a 9-pixel receptive field inside the object.

This result is just the same with a biological experiment, in which these kinds of
neurons are discovered in the V1 cells of the primary cortex, and become exhibitory when
the edge of objects is detected or is in an inhibitory position in other positions, so this
mechanism is proved by biologist [25]. As a result, these kinds of perceptrons with the
9-pixel photoreceptors inputs and 4 edge-orientation neurons can solve the local orientation
detection and edge detection problems. The inhibitory and exhibitory regions’ arrangement
of four edge-orientation detection neurons are shown in Figure 7 that have the same
rules with the Equation (3), different neurons prefer different regions of inputs and obtain
their own weights by their regions placed in receptive field; the red strings represent
the exhibitory inputs to the neurons they correspond with when objects were detected,
while the blue strings represent the inhibitory inputs. Finally, all of their sums will get a
comparison with the bias of four neurons to calculate the orientation.

Figure 7. A local orientation neuron mechanism shown as a multi-layer perceptron.

By analyzing the individual inputs in the receptive field of the 9 pixels and using
a perceptron, a local edge orientation detection model can be obtained. As the neurons
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in primary cortex have the function of edge selectivity, it can detect the orientation of an
object by its edge, as long as the function is of orientation detection. Due to its function, we
named it the edge-orientation detection neuron in the following section of this paper.

2.3. Global Edge-Orientation Detection Neuron

After our experiment, we find that these edge-orientation detection neurons can be
used in global orientation detection as well. According to the methodology of obtaining
global information from the local, we implemented an artificial visual system based on the
edge-orientation selective neuron. For the orientation task on an object within an image,
we first divide the image into several local regions and then use edge-orientation detection
neurons to extract all local information. Finally, we obtain the global orientation according
to the activation situation of function neurons in every local region. The global orientation
corresponds to the type of function neuron with the most activation. However, the splendid
outputs of edge-orientation cannot be calculated with no specific cells. It was found that the
simple cells and complex cells located in the V1 cells of the primary cortex have orientation
selection but the response of a group of light spot or thin lines is of the simple cells; the
complex cells have the function to align the output of a large number [8]. Although the
mechanism of how it concretely works is not clear, the results of the simulation show that
adding and comparing the number of the outputs is very close to it [30]. Furthermore,
research demonstrates that the retina can conduct the global detection by summing the
output of the local neurons, and comparing the differences inside, in order to conduct
complex actions [31]. In another word, a sumpooling layer is needed after the output part
of a local edge-orientation detection neuron to correct which angle is indeed when several
detection results appear. A sumpooling layer is to add up all the inputs, and the output is
the summary of tthe inputs, as shown in Figure 8.

1
1 1
1 cssess
Sumpooling
Layer

Figure 8. An example of a sumpooling layer.

A two-dimensional global direction detection system based on a perceptron is shown
in this section. In the input layer, the output of a photoreceptor is equal to the input value,
where a photoreceptor receives light with a corresponding input value of 1 and 0 otherwise.
The structure of the orientation detection artificial visual system and its working flow on a
4 x 4 image is shown in Figure 9. With each pixel as the center of the local receptive field,
4 local regions can be divided. For the light stimuli within the 4 x 4 region, 4 photoreceptors
receive the corresponding information. In the figure, photoreceptors that receive light are
colored yellow. Otherwise, they are represented colorless. After each local receptive field,
four different edge-orientation detection neurons are connected. Therefore, 16 neurons are
needed to extract all local orientation information. Exhibitory edge-orientation selective
neurons are colored red, while inhibitory edge-orientation selective neurons are colored
blue. There is a sumpooling layer after the output part, as it is explained before, it will sum
up how many pixels are detected as a specific degree. Following our detection method, the
global orientation can be inferred from the activation of all function neurons and the most
activated neuron type corresponding to the orientation of the object.
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Figure 9. A global orientation detection of an example picture.

The bar graph in Figure 10 shows the number of activated neurons of the four orien-
tations of edge-orientation selective neurons. According to our mechanism of the global
edge-orientation detection neuron, we use a sumpooling layer to decide which orientation
is the final one by the outputs of it. From the histogram of the sumpooling result, we
know that the 45 degree selective neurons are the most numerous activated neurons, so
the detection result is that the object is oriented at 45 degree, which is consistent with the
observations by the real visual system that we have seen.

05

Detected Degree

W number of activated neurons

Figure 10. Activated neuron in Figure 9.

Consequently, these regulations of our edge-orientation neurons should follow:
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(1) Each neuron receives 9 specific inputs from the photoreceptors they are in charge
of, and obtain the weight depending on the characteristics of the distribution of the
different inputs.

(2) In the local receptive field, four neurons can be defined as four different orientation
and edge selective neurons, in order to detect the orientation of the objects’ edge.

(38) After the output layer of the four selective neurons, we set up four ladders as a
sumpooling layer, and the output comes from former steps, which calculates the sum
of the effective outputs, and then, counts the number of such neurons activated.

(4) A kind of specialized cell will do a comparison of the number of 4 kinds of outputs,
as the function of complex cells in Hubel'’s theory, and decide the final output of the
orientation detection result.

For the objects for which orientations are given in following experiment, we use edge-
orientation detection neurons to detect all local orientations, derive their global orientation
and determine it by a contrasting algorithm based on the number of activated neurons.

3. Simulation Results

To validate the global orientation detection mechanism of the edge-orientation selec-
tive neuron, we implemented this mechanism and the artificial visual system based on
the previous illustrated mechanism by computer simulation. Performance of this artificial
visual system is tested on binary image data sets. We first generated an original binary
image data set consisting of 40,000 noiseless images, which are sized 32 x 32. These images
are created by our original program that first builds a 32 x 32 pixels white image with
the input 0. Since there are only 4 orientation degrees needed to be detected, we designed
objects in regular shapes (for example, a 32-pixel object can be designed as 4 x 8 or2 x 16
in 0 or 90 degree and 10 + 11 + 11 for 45 or 135 degree) and then placed them anywhere that
has enough space for them. Each image is generated with a small object (size of 4 pixels,
8 pixels, 12 pixels, or 16 pixels since the smallest object our artificial visual system can
detect is the 3-pixel one) or a large object (size of 32 pixels or above since an object over
32 pixel has the ability to fulfil every part of the image) with random orientation.

For an image sized 32 x 32, taking each pixel point as the center of the local receptive
field, 1024 (32 x 32) local areas could be divided out. Thus, a total of 4096 (4 x 1024) neurons
need to be involved in a process of orientation detection. To visualize this mechanism, we
take an example in Figure 11 and show its action map.

The feasibility of the artificial visual system is first evaluated on 20,000 noiseless
images. The detection results on clean images are given in Table 1. All objects’ orientation
could be correctly recognized no matter the object size. The global orientation detection
mechanism of edge-orientation selective neurons and the mechanism-based artificial visual
system are feasible.

Table 1. Noise-free accuracy of artificial visual system.

Object Size Accurate Number Number of Pictures Accuracy
Small objects ! 10,000 10,000 100.00%
Large objects 2 10,000 10,000 100.00%

1 Objects of 4, 8, 16 pixels. ? Objects of 32 or more pixels.

As mentioned in the previous article, due to the wide availability of orientation
detection, there are many orientation detection methods now. However, the most widely
used is the CNIN-based orientation detection and evolved EfN-based orientation detection,
which has the ability to learn and has the highest recognized accuracy. This means if our
artificial visual system has a higher accuracy than these methods, it will have the most
believable result on the specific positions. That means it is important to take these methods
into comparison to prove how correct is an artificial visual system.
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Figure 11. A total of 56 pixels, 45 degree and action maps.

So, we further confirmed the artificial visual system’s noise immunity and compared
it with the classical CNN. Figure 12 shows the structure of the utilized CNN model. Four
3 x 3 filters were used in the convolution layer, and 2 x 2 maxpooling was used in the
pooling layer. The output size of the first affine layer was 256, and the last layer ended up
with outputting the confidence of four orientation angles. Adam was chosen as the training
optimizer. Moreover, in order to ensure enough data for learning, 40,000 pictures are
randomly selected from an original data set as the training set; some of them are probably
to be repeated, since there are limited permutations for objects with a given size and degree
(this is also a weakness of the CNN we mentioned), and then 10,000 pictures are randomly
selected from the remaining data as the test set. Within 50 training epochs, choose the
model parameters as final parameters when the model has the highest validation accuracy.

For further comparison, we also took EfN, which is another method that has high
accuracy, into consideration. As it is well known, EfN has a complex structure and needs a
lot of blocks to run. We used EfN to provide proof to show our artificial visual system’s
accuracy. In the Figure 13, we showed the standard structure of EfN, and the data set is the
same with CNN, because of the needs of training for both of them. It is truly proved that
EfN also has the ability to detect the orientation of the objects correctly, and both groups of
the objects demonstrated a high accuracy of 100.00%.
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Figure 12. Structure of CNN.

Maxpooling
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Feature Maps
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256
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Figure 13. Structure of EfN.

To match various possible noise conditions, four types of noise were separately utilized

in generating the noise image data: object noise, edge noise, background noise, and
random noise.

For object noise type, which means ‘noise on the object’, 1, 2, 4, 8, or 16 pixels of the

object were changed into noise (pixel value changes from 1 to 0). Figure 14 illustrates an
example of image data with object noise.

_| [

Object

Background
Noise (0->1)
Noise (1-0)

Figure 14. 50pixel, 90° 16pixel object noise.
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Table 2 gives the detection results of artificial visual system, CNN and EfN on the
object noise data. Artificial visual system shows a better noise immunity than CNN. It
is clear that noise in the objects can influence the result of the local neuron of traditional
artificial visual system without using the inhibitory mechanism because of the change of
some 9-pixel parts in the whole picture, and CNN and EfN can also be confused by the noise
that cover the object and lead to a wrong result, which can lead to a different conclusion of
the orientation. In fact, the result of the experiment shows that the edge-orientation neuron
can keep its accuracy in a high level when it meets this kind of noise.

Table 2. Object noise accuracy.

Object Size Noise Size EOAVS! CNN EfN

Small size 2 1 99.57% 72.85% 69.58%
2 88.75% 66.00% 67.83%

Large size 3 1 100.00% 100.00% 100.00%
2 100.00% 99.95% 97.66%
4 99.70% 99.40% 94.11%
8 96.66% 77.40% 83.92%
16 76.23% 59.60% 73.23%

1 Edge and orientation detection artificial visual system. 2 Objects of 4, 8, 16 pixels. 3 Objects of 32 or more pixels.

For edge noise type, which means ‘noise on the edge of the object’, 1, 2, 4, 8, or 16 pixels
around the object were changed into noise (pixel value changes from 0 to 1). An example
of image data with edge noise are shown in Figure 15.

Object
Background

Moise (0—>1)

Noise (120)

_| [

Figure 15. A total of 75 pixel, 0° 16pixel edge noise.

According to Table 3, although the accuracy of our edge orientation detection model
tends to decrease significantly as the amount of noise in contact with the object increases,
it is still much slower than the accuracy of EfN and CNN. This is because the noise on
the edge of object can easily influence the orientation of the “edge” of the object in the
picture. As a neuron which needs to detect the orientation of edge, our artificial visual
system may reduce the accuracy because of this kind of noise. Frankly, our artificial visual
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system accuracy is truly low down in a small level, because the edge can only change a
little part of them, as well as the CNN is seriously misled by it.

Table 3. Edge noise accuracy.

Object Size Noise Size EOAVS! CNN EfN

Small size 2 1 97.70% 98.35% 95.03%
2 93.32% 86.05% 88.47%
4 86.77% 71.00% 79.17%
8 76.08% 49.85% 59.53%

Large size > 1 100.00% 100.00% 100.00%
2 100.00% 99.94% 96.90%
4 99.28% 99.20% 88.80%
8 96.14% 77.70% 86.43%
16 89.83% 61.60% 82.85%

1 Edge and orientation detection artificial visual system. > Objects of 4, 8, 16 pixels. 3 Objects of 32 or more pixels.

For background noise type, which means ‘noise on the background’, different propor-
tions of the background pixels were changed into noise (pixel value changes from 0 to 1).
An example of image data with background noise is given in Figure 16.

Object

Background
Noise (0->1)
Noise (1->0)

_| (.

="um

Figure 16. A total of 30 pixel, 0° 20% background noise.

The results are given in Table 4. It is obvious that CNN'’s learning ability is limited in
more chaotic noise conditions. The edge orientation detection model still has the ability
to accurately recognize object orientation and the anti-noise performance is acceptable,
especially on large objects. Chaotic noise will no doubt influence the judgement of CNN
and EfN because they are designed to learn information by all the important parts of a
picture. However, our artificial visual system can easily detect the orientation, as it is
designed to detect the orientation information most necessary unless too many noises of
the pixel combine into a whole object.
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Table 4. Background noise accuracy.

Object Size Noise Percentage ! EOAVS 2 CNN EfN

Small size 3 5% 91.41% 45.75% 34.07%
10% 77.05% 33.65% 29.80%
15% 63.51% 31.70% 28.20%
20% 52.34% 37.95% 24.20%

Large size * 5% 99.87% 48.95% 40.63%
10% 98.51% 48.70% 38.52%
15% 93.58% 48.40% 37.97%
20% 82.17% 36.20% 35.44%

1 Size of noise equals the whole picture size multiplies the percentage. > Edge and orientation detection artificial
visual system. 3 Objects of 4, 8, 16 pixels. * Objects of 32 or more pixels.

These experiments used Google-Colaboratory’s device. To demonstrate that our
artificial visual system can save the cost not only by duration, but also by the calculation
ability of devices, we used CPU to calculate our artificial visual system, and GPU for
CNN and EfN, since it is well known that both these systems take much more time when
calculated by CPU than GPU. The Google-Colaboratory’s paid account can use efficient
GPU randomly, but we chose the same GPU, which works the fastest in the experiments.
Since the images are all consist of binary pixels and have the same number, they took a
similar time to calculate the orientation information. As a result, we chose to demonstrate
the duration by the average of all the experiments, which means each experiment for
10 times (40 times totally).

In order to compare the duration of all of three orientation detection system, we made
Table 5 to show the differences between these three systems.

Table 5. Device and duration of orientation detection system.

Orientation Detection System Device Type Duration
Intel(R) Xeon(R) CPU .
1
EOAVS CPU @220 GHz 1min17s
CNN GPU NVIDIA Tesla P100 5min3s
EfN GPU NVIDIA Tesla P100 4 min 47 s

! Edge and orientation detection artificial visual system.

In summary, our proposed edge orientation detection mechanism is reliable. This
model also fits the variation well in the recognition ability of organisms for objects, consid-
ering the variation in the recognition efficiency of the noise generated on the edges of the
objects, especially in such binarized images. That is, this model can be interpreted as a good
simulation of the visual system of the creature while having a strong ability of anti-noise.

The methods used for comparison, CNN and EfN, show a high accuracy when there
is no noise. However, when the noise occupied the images, the accuracy descended
immediately. Although the accuracy of EfN fell much more slowly than CNN, it is truly
influenced dramatically by the noise. In our consideration, the reason of it is that both
CNN and EfN obtain the feature of a whole image instead of the object. When too much
noises appear, the feature of the object stays but one of the whole pictures does not; this is
why our artificial visual system has a better result. Further more, the learning algorithm
also has to face the problem of overfitting, that is why EfN and CNN become even lower
when they detect the images with background noise.

The mechanism-based artificial visual system has excellent performance on clean data.
In addition, the artificial visual system is a direct computer simulation of the biological
visual system and eliminates the learning costs because it has no learning process. In
comparison with CNN and EfN, the detection system is more feasible for object orientation
angles against CNN and EfN, and the model has good immunity on noise data, especially
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noise inside the object or a large amount of random background noise. Therefore, we con-
clude that the artificial visual system has a high recognition accuracy, lower computational
and learning costs compared to traditional methods, and has better noise immunity.

4. Conclusions

In this paper, we proposed a novel two-dimensional global orientation detection
mechanism based on the neurons in the primary cortex of the human visual system. We
assumed that there are neurons which can only detect a specific orientation of the objects’
edge, and each neuron is only responsible for a local area.

The global information is obtained from the activation position of different types of
neurons. We use the present theory in the field of retina and cortex research, and provide
the global edge-orientation detection neuron a sumpooling layer to decide the final result of
the orientation detection from those numerous outputs. The final detection result depends
on the type of neurons that are most activated. These theories are completely based on
the biological experiments and hypothesis of biologists, which makes our research more
convincing on physiology. We implemented an orientation detection system based on the
mechanism through computer simulations and evaluated its recognition performance on a
large number of objects with different orientations, positions, sizes, and noise types. This
artificial visual system shows better detection accuracy and noise immunity than CNN-
based and EfN-based image technological orientation detection systems, and it significantly
saves time and learning costs, which is obviously proved in our experiments.

As it is simple to calculate, it can be taken into use soon when a binary image needs
to be detected. Their accuracy makes it more correct than the present method, and shows
the possibility of the bionic artificial visual system. It also has the merit mentioned several
times previously that it takes less time than EfN to calculate the detailed features in the
image due to the parameters we have given by the theory of biological basic, and the prolix
learning steps and the costs were prepared in advance. Calculation units that CNN needs
for sorting and classifying is also cut down.

The success of the proposed mechanism provided a possible solution for explaining
global orientation detection. Due to the necessity of learning for CNN and EfN and the
possible lack of database, our artificial visual system can be used for some positions that
has little data for learning, just like the pathology figures, geography measures and other
situations needing orientation detection of binary images, which are also detected by our
artificial visual system. For example, it is verified that pathology figures operated into
binary images can be detected as our four orientations close to the correct angles, the
usage of our artificial visual system can be proved when developed.Since image orientation
detection’s wide usage, our research has a lot of applications that can be predicted. By
researching this mechanism in depth, it is possible to enlarge the receptive field into 5
x 5 or 3 x 5 for the further research of this mechanism with more degree to detect. On
the other hand, by adding some biological research results, we can do grayscale image
orientation detection and colored image orientation detection in the future. This discovery
not only proposes an extraordinary way to solve orientation detection questions in the
analysis of images, but also shows the possibility in image processing that a biological
based visual system can be used for other scientific areas. If it can be demonstrated in
biological neural structures, it will provide a strong guide to our understanding of the
human brain orientation detection mechanism and help construct the biological structure
of the visual system. As a result, both computer science and biological brain science can
see the importance of this model commonly.
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