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Abstract: This paper presents a robust nonlinear control strategy for an electric pump for liquid-
propellant rocket engines. In order to compensate for model uncertainties and disturbances, a
gradient-descent-based simple learning control strategy is employed that minimizes the cost function
defined on the error dynamics of the nonlinear system. Detailed stability analysis for the nonlinear
system is provided. Computer simulation results are included to demonstrate the effectiveness of the
nonlinear control method using an electric pump model consisting of a brushless permanent-magnet
direct current (DC) motor and a centrifugal pump. In particular, it is shown that by employing the
developed nonlinear controller, the mass flow rate can be successfully kept at a certain level, can
be changed instantly from one level to another (immediate decrease or increase), or can be changed
linearly/nonlinearly, gradually, and continually for a certain period.

Keywords: learning control; electric pump; nonlinear control

1. Introduction

Fuel consumption management is one of the key tasks in the development and oper-
ation of rocket engines. This is especially important for liquid-propellant rocket engines,
which are used in launch systems and space missions, where every gram of fuel is of
great importance. Various monitoring and diagnostic systems are used to control fuel
consumption in liquid rocket engines. Control of the fuel consumption in such engines is
achieved by controlling the turbopump or the electric pump unit that pumps fuel from
tanks to the combustion chamber [1,2]. Controlling the fuel flow through the pump reduces
fuel consumption and improves engine efficiency. One method for controlling the fuel
flow is to use variable speed pumps [3–6]. This allows one to adjust the fuel consumption
depending on the current operating conditions of the engine. For example, at low rocket
speed, fuel consumption can be reduced to extend the flight time [7]. In addition, it is
important to control the speed of rotation of the blades. This allows you to achieve the best
pump efficiency and reduce fuel consumption. Fuel quality control also plays an important
role. The presence of impurities and foreign particles can affect pump performance and
increase fuel consumption. Therefore, it is necessary to regularly check the quality of the
fuel and clean it from impurities [8].

Generally, turbopump-type engines for rockets, which use liquid propellant, send
an oxidant and a fuel at high pressure to a main combustor by using a high-temperature
gas generated from a gas generator, thereby generating thrust. An interesting alternative
to turbopump systems is to use battery-powered electric motors to drive the centrifugal
pumps, which are commonly known as electric pumps [1].

Electric pumps in liquid-propellant engines provide a powerful alternative to using
gas generator–turbine systems or turbopump systems. Moreover, electric pumps have
high efficiency and a simplified structure that does not require high development costs,
making them ideal for space applications including satellite propulsion systems [9,10].
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With the recent advances in battery technology, electric pumps have become viable for
launch systems as well [11]. Details on the design of liquid-propellant rocket engines that
employ electric pumps can be found in [12]. The reliability of the propellant supply system
for such engines was noted in [13–15].

The management of fuel consumption in liquid rocket engines with an electric pump
unit is an important task that allows you to increase the efficiency of the engine and reduce
fuel consumption. For this, a control system is used that controls the speed of rotation of the
pump and adjusts it to the required operating mode of the engine [6,16,17]. The regulation
of the pump speed as part of a liquid-propellant rocket engine with an electric pump unit
is a very important process since the efficiency of the engine and its durability depend on it.
Therefore, the control system must be reliable and accurate, which will ensure the stability
of the entire system as a whole.

The design of linearization-based controllers for an electric pump in a deep-throttling
rocket engine was studied in [16], where the effect of nonlinearity was analyzed using a
gap metric. The linearization-based PID controllers are known to be effective only in the
vicinity of the operating point. In [16], this drawback is circumvented via a gain scheduling
approach. While these linearization-based methods are simple, their effectiveness in
mitigating modeling uncertainties and external disturbances is limited. In general, to
address the challenges associated with system nonlinearities, modeling uncertainties,
and external disturbances, several broad classes of control techniques are available in
the literature. To name a few, one can mention the sliding mode control (SMC) [18],
learning-based model predictive control (MPC) [19], neural network (NN)-based learning
control [20], fuzzy control (FC) [21], feedback linearization control (FLC) [22], backstepping
control (BC) [23], and biologically inspired control (BIC) [24] techniques. These techniques
have their advantages over the others, therefore, it is very common to design a controller
by combining two or more of these techniques [25–27].

Among these, one of the commonly used control approaches is the feedback lineariza-
tion control methodology. While traditional FLC-based techniques are greatly utilized, their
performance might degrade when dealing with system nonlinearities, modeling uncertain-
ties, and external disturbances. To enhance the traditional FLC-based techniques, one can
utilize the capability of the learning-based methods. In this paper, we propose to use the
simple learning (SL) control approach that we developed in our previous work [28–30] for
the control of an electric pump consisting of a battery-powered direct current (DC) motor
and a centrifugal pump. It must be noted that this nonlinear control approach eliminates
the need to use disturbance estimators while providing robustness against uncertainties
and disturbances.

The organization of this paper is as follows: Section 2 introduces the model of the
electric pump considered in this paper. In Section 3, the SL-based nonlinear robust control
law is developed. In Section 3.1, the update rules for the controller gains and disturbance
estimates are derived. Section 3.2 provides proof of the closed-loop stability. The satisfactory
performance of the proposed method is illustrated by providing numerical simulations of
the electric pump in Section 4, and finally, Section 5 includes the conclusions and comments
on future research directions.

2. Mathematical Model

In this paper, we develop a mathematical model of the speed control system for the
electric pump unit of a liquid-propellant rocket engine using a brushless electric motor and
a lithium polymer battery.

The electric pump considered in this paper has a battery-powered direct current (DC)
motor and a centrifugal pump as seen in Figure 1. Consider a brushless permanent-magnet
DC motor. Applying Kirchhoff’s voltage law to the armature circuit yields

Va = La
dIa

dt
+ Ra Ia + Vb

Vb = Kvωm

(1)
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where Va and Ia, respectively, denote the armature voltage (which is considered the control
input variable) and the armature current, Ra and La, respectively, are the armature resistance
and the armature inductance, and Vb is the back electromotive force, which is proportional
to the angular speed ωm through the motor voltage constant Kv. The mechanical balance is
described by

Jm
dωm

dt
+ Bmωm = τm − τl

τm = Kt Ia

(2)

Here τm and τl , respectively, denote the motor driving torque and the load reaction
torque, Jm and Bm, respectively, are the moment of inertia and viscous friction coefficient,
and Kt is the motor torque constant.

CC

DC

MFV

Orifice

Fuel
Pump

LOX
Pump

MOV

Battery
Pack

Figure 1. Schematic representation of the electric pump.

The load torque by which the pump is driven can be expressed as

τl = Kn2 (3)

where K is a constant and n is the rotational speed, which can be expressed as

n =
60ωm

2π
(4)

The electric pump dynamics can then be expressed as

dIa

dt
= −Ra

La
Ia −

Kv

La
ωm +

1
La

Va

dωm

dt
=

Kt

Jm
Ia −

Bm

Jm
ωm −

K
Jm

n2
(5)
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Let ṁr and nr, respectively, denote the reference mass flow rate and the reference
rotational speed. Assuming that the rotational speed of the pump is proportional to the
mass flow rate of the pump, the rotational speed of the pump can be computed by

n = ṁ
nr

ṁr
(6)

Then electric pump dynamics Equation (5) can be re-expressed as

dIa

dt
= a1 Ia + a2ṁ + bVa

dṁ
dt

= a3 Ia + a4ṁ + cṁ2
(7)

where
a1 = −Ra

La
, a2 = − πnrKv

30ṁrLa

a3 =
30ṁrKt

πnr Jm
, a4 = −Bm

Jm

b =
1
La

, c = − 30nrK
πṁr Jm

(8)

Selecting u = Va as the control input and y = n as the output, the following nonlinear
input–output equation can be obtained:

ÿ− (a1 + a4)ẏ + (a1a4 − a2a3)y + a1cy2 − 2cyẏ = a3bu (9)

3. Learning Control Design

Define the state vector as x = [x1, x2]
T = [y, ẏ]T ∈ R2. Then the state equations

corresponding to the nonlinear input–output Equation (9) can be expressed as

ẋ1 = x2

ẋ2 = f (x) + gu + d
(10)

where
f (x) = (a1a4 − a2a3)x1 + (a1 + a4)x2 − a1cx2

1 + 2cx1x2, g = a3b (11)

and d ∈ R (assumed bounded) represents the lumped uncertainties and disturbances. The
objective now is to design a control law u such that tracking of a given reference trajectory
r(t) = [r1(t), r2(t)]T , where r2 = ṙ1, is achieved.

Define the tracking error variables

e1 = r1 − x1

e2 = r2 − x2
(12)

Let k = [k1, k2]
T ∈ R2, ki > 0, i = 1, 2 denote the control gain vector. We choose the

input as
u = g−1

[
− f (x) + k1e1 + k2e2 + ṙ2 − d̂

]
(13)

where d̂ is the disturbance estimate, so that the closed-loop error dynamics can be ex-
pressed as

ė1 = e2

ė2 = −k2e2 − k1e1 − d + d̂
(14)
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3.1. Update Rules

The update rules ensure that the following expression that corresponds to the desired
closed-loop error dynamics converges to zero:

s(e, kd) = ė2 + k2de2 + k1de1 (15)

Here the gradient descent method is used to minimize the cost function (or closed-loop
error function) given by

C =
1
2
(s(e, kd))

2 (16)

Note that s(e, kd) can be rewritten as

s(e, kd) = −k2e2 − k1e1 − d + d̂ + k2de2 + k1de1 (17)

Therefore, the time update rule for controller gains can be computed as

k̇i = −αi
∂C
∂ki

= αis(e, kd)ei (18)

where αi > 0 is the ith controller gain’s learning rate. Similarly, the time update rule for the
disturbance estimate is

˙̂d = −αd̂
∂C
∂d̂

= −αd̂s(e, kd) (19)

where αd̂ is the learning rate for the disturbance estimate. The above strategy updates the
controller gains and the disturbance estimate until the cost function reaches the global
minimum at C(e, kd) = 0.

3.2. Proof of Stability and Global Minimum

The closed-loop error dynamics given by Equation (14) can be expressed as

ë1 + k2 ė1 + k1e1 + d− d̂ = 0 (20)

Assuming that the rate of change of the disturbance is negligible compared to that
of the error variables, we time differentiate Equation (14) with ḋ = 0 to obtain the follow-
ing expression:

...
e 1 + k2 ë1 + (k1 + k̇2)ė1 + k̇1e1 − ˙̂d = 0 (21)

Following our previous work in [30], we plug in the expressions for k̇i and ˙̂d to obtain:

...
e 1 + a1(z)ë1 + a2(z)ė1 + a3(z)e1 = 0, (22)

where z = [e1 ė1 ë1]
T and

a1(z) = k2 + αd̂ + β(z), a2(z) = k1 + k2d(αd̂ + β(z))

a3(z) = k1d(αd̂ + β(z)), β(z) = α1z2
1 + α2z2

2
(23)

Clearly, ai(z) > 0, ∀z, i = 1, 2, 3, and the characteristic equation for ai(0), i = 1, 2, 3,
is given by

λ3 + (k2 + αd̂)λ
2 + (k1 + αd̂k2d)λ + k1dαd̂ = 0 (24)

We choose ki, kid, and αd̂ such that the following condition is satisfied

k2dα2
d̂ + (k1 + k2k2d − k1d)αd̂ + k1k2 > 0 (25)

so that the roots of the characteristic Equation (24) satisfy the stability condition
R{λi} < 0, i = 1, 2, 3.
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We now show that the simple learning strategy results in a global minimum. The
second derivatives of the cost function Equation (16) can be computed as

∂2C
∂k2

i
= −ei

∂s
∂ki

= e2
i , i = 1, 2

∂2C
∂d̂2

=
∂s
∂d̂

= 1

(26)

Clearly, the sign of the curvature for the cost function remains positive and thus
there do not exist any local minima, i.e., the closed-loop error dynamics reach the global
minimum at s(e, kd) = 0. This ensures that the controller gains (ki, i = 1, 2) and the
disturbance estimate (d̂) converge to finite values.

4. Simulation

In the throttling process, the mass flow rate needs to be kept at a certain level, to
change instantly from one level to another (immediate decrease or increase), or to change
linearly/nonlinearly, gradually and continually for a certain period. In this section, four
different numerical simulation scenarios are considered to evaluate the effectiveness
of the proposed nonlinear control strategy for an electric pump for liquid-propellant
rocket engines.

• Scenario I: Maintaining the mass flow rate at a constant level.
• Scenario II: Step-wise increasing and decreasing of the mass flow rate.
• Scenario III: Time-varying increasing and decreasing of the mass flow rate.
• Scenario IV: Nonlinear time-varying increasing and decreasing of the mass flow rate.

In the first scenario (i.e., Scenario I), the appropriate control actions are generated by
the developed nonlinear controller to maintain the mass flow rate at a constant level. In
the second scenario (i.e., Scenario II), a step-wise signal is considered to demonstrate the
capability of the generated control actions for adequately increasing and decreasing the
mass flow rate. In the third scenario (i.e., Scenario III), the capability of the proposed non-
linear controller is additionally evaluated by tracking a time-varying signal. Ultimately,
in the last scenario (i.e., Scenario IV), the capability of the proposed nonlinear controller
is further evaluated by tracking a nonlinear time-varying signal. In this paper, we choose
reference rotational speed nr = 40,000 rpm and reference mass flow rate ṁr = 1.35 kg/s,
and evaluate the system in the variable range of mass flow rate ṁ ∈ [0, 1.35] kg/s similar
to the range defined in [16]. In addition, we use the electric pump parameters given
in [16].

a1 = −205.8824 1/s, a2 = −2.1902× 104 A/kg

a3 = 1.7495× 104 kg/A/s, a4 = −1000 1/s

b = 1764.706 A/V/s, c = −2.2108× 107 1/kg

(27)

The following platform is used for performing all the numerical analysis. We used a
MacBook Pro (macOS 13.4.1) with Processor: 2.3 GHz Intel Core i5, and Memory: 16.00 GB.
The total simulation time for all the scenarios is 100 seconds. In this work, to numerically
solve the equations of the system, we used the Runge–Kutta 4th order algorithm, and the
sampling time (Ts) of 0.05 s was considered.

All the parameters and their associated values used in these simulations are listed in
Table 1.
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Table 1. Numerical Simulation Parameters.

Parameter Value Parameter Value Parameter Value

y0 0 k1(0) 0.1 d̂(0) 0
ẏ0 0 k2(0) 0.1 αd̂ 2
k1d 1 α1 1 d 1
k2d 2 α2 1 Ts 0.05

4.1. Scenario I: Maintaining the Mass Flow Rate at a Constant Level

The first scenario (i.e., Scenario I) presents the evaluation of the developed nonlinear
controller to maintain the mass flow rate at a constant level. To study this, we considered a
constant trajectory (i.e., ṁd = 1.25), and the objective is for the controller to generate the
appropriate control actions that minimize the tracking error.

Figure 2 shows the desired output and the actual output of the system under control
for a constant trajectory considered in the first scenario. Figure 3 plots the generated control
action for the system considering a constant trajectory tracking in Scenario I. Figure 2
clearly illustrates that the system output reaches the desired reference in a very short time
with no overshoot. This demonstrates that the mass flow rate can be kept at a certain level
using the developed nonlinear controller. Figure 3 shows that the generated control action
is smooth and stable. This results in a smooth throttling process.

The calculated control gains (i.e., k1 and k2) and the estimated disturbance (i.e., d̂) for
the system in constant trajectory tracking in Scenario I (i.e., maintaining the mass flow
rate at a constant level) are plotted in Figures 4 and 5, respectively. Figure 4 shows that
both control gains (i.e., k1 and k2) converge to certain values, which results in a stable
system under control. Figure 5 shows that the estimated disturbance converges to 1, which
further demonstrates the capability of the developed nonlinear controller to estimate and
compensate for the disturbance.

Figure 2. The desired and actual output of the system in constant trajectory tracking (see Scenario I:
maintaining the mass flow rate at a constant level).
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Figure 3. The generated control action for the system in constant trajectory tracking in Scenario I
(maintaining the mass flow rate at a constant level).

Figure 4. The calculated control gains for the system in constant trajectory tracking in Scenario I
(maintaining the mass flow rate at a constant level).
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Figure 5. The estimated disturbance for the system in constant trajectory tracking in Scenario I
(maintaining the mass flow rate at a constant level).

4.2. Scenario II: Step-Wise Increasing and Decreasing of the Mass Flow Rate

The second scenario (i.e., Scenario II) exemplifies the capability of the developed
nonlinear robust controller when generating the control actions to adequately increase and
decrease the mass flow rate. This is performed by designing a step-wise signal as follows:

ṁd(t) =



0.5 0 ≤ t < 15
1 15 ≤ t < 30
1.25 30 ≤ t < 45
1.35 45 ≤ t < 70
1 70 ≤ t < 85
0.25 85 ≤ t ≤ 100

Figure 6 shows the desired output and the actual output of the system under control
for a step-wise trajectory considered in the second scenario. Figure 7 plots the generated
control action for the system considering step-wise trajectory tracking in Scenario II. It is
shown that the controller is successful in generating the appropriate control actions that
minimize the tracking error. This clearly illustrates that the system output reaches the
desired reference in a very short time with no overshoot. It also successfully increases and
decreases the mass flow rate in response to immediate changes. This demonstrates that the
mass flow rate can be increased/decreased and kept at a certain level using the developed
nonlinear controller. The generated control action is smooth and stable, which results in a
smooth throttling process.
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Figure 6. The desired and actual output of the system in step-wise trajectory tracking (see Scenario II:
step-wise increasing and decreasing of the mass flow rate).

Figure 7. The generated control action for the system in step-wise trajectory tracking in Scenario II
(step-wise increasing and decreasing of the mass flow rate).
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The calculated control gains (i.e., k1 and k2) and the estimated disturbance (i.e., d̂) for
the system in step-wise trajectory tracking in Scenario II (i.e., step-wise increasing and
decreasing of the mass flow rate) are plotted in Figures 8 and 9, respectively. Figure 8
shows that both control gains (i.e., k1 and k2) converge to certain values, which results
in a stable system under control. These two gains change to compensate for the sudden
changes imposed by changing the mass flow rate level. Figure 9 shows that the estimated
disturbance converges to 1, which further demonstrates the capability of the developed
nonlinear controller to estimate and compensate for the disturbance.

Figure 8. The calculated control gains for the system in step-wise trajectory tracking in Scenario II
(step-wise increasing and decreasing of the mass flow rate).

Figure 9. The estimated disturbance for the system in step-wise trajectory tracking in Scenario II
(step-wise increasing and decreasing of the mass flow rate).
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4.3. Scenario III: Time-Varying Increasing and Decreasing of the Mass Flow Rate

The third scenario (i.e., Scenario III) demonstrates the evaluation of the developed
nonlinear robust controller when generating the control actions to satisfactorily track a
time-varying signal. This is performed by designing a time-varying signal that increases
and decreases the mass flow rate as follows:

ṁd(t) =


0.05× t 0 ≤ t < 25
1.25− 0.05× (t− 25) 25 ≤ t < 50
0.05× (t− 50) 50 ≤ t < 75
1.25− 0.05× (t− 75) 75 ≤ t ≤ 100

Figure 10 shows the desired output and the actual output of the system under control
for a time-varying trajectory considered in the third scenario. Figure 11 plots the generated
control action for the system considering a time-varying trajectory tracking in Scenario III.
It is illustrated that the controller successfully generates the appropriate control actions
that minimize the tracking error. This clearly illustrates that the system output successfully
follows the desired reference. It also linearly, gradually, and continually increases and
decreases the mass flow rate in response to changes. This demonstrates that the mass flow
rate can be increased/decreased using the developed nonlinear controller. The generated
control action is smooth and stable, which results in a smooth throttling process.

Figure 10. The desired and actual output of the system in time-varying trajectory tracking (see
Scenario III: time-varying increasing and decreasing of the mass flow rate).



Electronics 2023, 12, 3527 13 of 18

Figure 11. The generated control action for the system in time-varying trajectory tracking in Scenario
III (time-varying increasing and decreasing of the mass flow rate).

The calculated control gains (i.e., k1 and k2) and the estimated disturbance (i.e., d̂)
for the system in a time-varying trajectory tracking in Scenario III (i.e., time-varying
increasing and decreasing of the mass flow rate) are shown in Figures 12 and 13, respectively.
Figure 12 shows that both control gains (i.e., k1 and k2) converge to certain values for each
increasing/decreasing part of the desired signal, which results in a stable system under
control. These two gains change to compensate for the sharp changes imposed by changing
the mass flow rate at the peaks and valleys. Figure 13 shows that the estimated disturbance
converges to 1, which further demonstrates the capability of the developed nonlinear
controller to estimate and compensate for the disturbance.

Figure 12. The calculated control gains for the system in time-varying trajectory tracking in Scenario III
(time-varying increasing and decreasing of the mass flow rate).



Electronics 2023, 12, 3527 14 of 18

Figure 13. The estimated disturbance for the system in time-varying trajectory tracking in Scenario III
(time-varying increasing and decreasing of the mass flow rate).

4.4. Scenario IV: Nonlinear Time-Varying Increasing and Decreasing of the Mass Flow Rate

The last scenario (i.e., Scenario IV) demonstrates the further evaluation of the devel-
oped nonlinear robust controller in generating the control actions for satisfactorily tracking
a nonlinear time-varying signal. This is carried out by designing a nonlinear time-varying
signal that increases and decreases the mass flow rate as follows:

ṁd(t) = 0.75 + 0.5× cos(
t
8
)

Figure 14 shows the desired output and the actual output of the system under control
for a nonlinear time-varying trajectory considered in the last scenario. Figure 15 plots the
generated control action for the system considering a nonlinear time-varying trajectory
tracking in Scenario IV. It is illustrated that the controller successfully generates the ap-
propriate control actions that minimize the tracking error. This clearly illustrates that the
system output successfully follows the desired reference. It also nonlinearly, gradually,
and continually increases and decreases the mass flow rate in response to changes. This
demonstrates that the mass flow rate can be increased/decreased using the developed
nonlinear controller. The generated control action is smooth and stable, which results in a
smooth throttling process.

The calculated control gains (i.e., k1 and k2) and the estimated disturbance (i.e., d̂) for
the system in a nonlinear time-varying trajectory tracking in Scenario IV (i.e., nonlinear time-
varying increasing and decreasing of the mass flow rate) are shown in Figures 16 and 17,
respectively. Figure 16 shows that both control gains (i.e., k1 and k2) converge to certain
values, which results in a stable system under control. Figure 17 shows that the estimated
disturbance converges to 1, which further demonstrates the capability of the developed
nonlinear controller to estimate and compensate for the disturbance.
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Figure 14. The desired and actual output of the system in nonlinear time-varying trajectory tracking
(see Scenario IV: nonlinear time-varying increasing and decreasing of the mass flow rate).

Figure 15. The generated control action for the system in time-varying trajectory tracking in Scenario
IV (nonlinear time-varying increasing and decreasing of the mass flow rate).
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Figure 16. The calculated control gains for the system in nonlinear time-varying trajectory tracking
in Scenario IV (nonlinear time-varying increasing and decreasing of the mass flow rate).

Figure 17. The estimated disturbance for the system in time-varying trajectory tracking in Scenario
IV (nonlinear time-varying increasing and decreasing of the mass flow rate).

5. Conclusions and Extensions

A robust nonlinear control strategy for an electric pump for liquid-propellant rocket
engines is presented. Compensating for the model uncertainties and disturbances, a simple
learning control strategy is developed by minimizing the cost function defined on the
error dynamics of the nonlinear system. A stability analysis for the nonlinear system
is provided. To exemplify the effectiveness of the nonlinear control method, multiple
numerical computer simulation results are considered. This is performed by applying
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the developed controller to an electric pump model consisting of a brushless permanent-
magnet direct current (DC) motor and a centrifugal pump. This demonstrates that the
mass flow rate can be increased/decreased and kept at a certain level using the developed
nonlinear controller and the generated control actions are smooth and stable, which results
in a smooth throttling process.
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Nomenclature

The following abbreviations are used in this manuscript:
Ra Armature resistance Ω
La Armature inductance mH
Kv Motor back EMF constant V/rad/s
Kt Motor torque constant N·m/A
Jm Moment of inertia kg·m2

Bm Viscous friction coefficient N·m · s/rad
ṁ Mass flow rate kg/s
ṁr Reference mass flow rate kg/s
n Rotational speed rpm
nr Reference rotational speed rpm
K Pump constant N·m· s2/rad2
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