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#### Abstract

In this paper, a ball-on-plate control system driven only by a neural network agent is presented. Apart from reinforcement learning, no other control solution or support was applied. The implemented device, driven by two servo motors, learned by itself through thousands of iterations how to keep the ball in the center of the resistive sensor. We compared the real-world performance of agents trained in both a real-world and in a virtual environment. We also examined the efficacy of a virtually pre-trained agent fine-tuned in the real environment. The obtained results were evaluated and compared to see which approach makes a good basis for the implementation of a control task implemented purely with a neural network.
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## 1. Introduction

This work is looking for a solution to transfer artificial intelligence to a physical problem, namely a design and implementation of two-dimensional neural network-controlled positioning. Balancing is one of the biggest challenges in the field of control. There are many models, such as the inverted pendulum, which can be either double or triple, or the ball-rail system, where the ball balances on a rail.

The ball-on-plate system is also a general example in the field of nonlinear control. Since many control methods have been implemented on such systems, this task provides good foundations for the implementation and evaluation of purely artificial intelligence-based controls. The system consists of a ball and a table that can be moved in two dimensions. The ball position can be detected using a camera or some kind of contact-based sensor. Depending on the design, the inclination of the table is usually controlled by two or more motors. These servo motors can be used to tilt the plate along two or more axes. The two-dimensional system can be understood as a combination of two ball-and-beam systems; by tilting the plate, the ball can be moved and positioned on the table. In terms of mechanical design, as Figure 1 shows, the servo motors are usually connected to the table by two arms and cardan joints [1].

In the one design approach, two servo motors are considered as two independent linear kinematic chains, such that the movement of one of the motors may result in a larger displacement than the movement of the other motor [2]. In another approach, the table is grasped like a gyroscope and the separate rings are moved by a servo drive [3].

To observe the ball position, two main approaches can be distinguished: computer-vision-based and resistive sensor-based solutions. In the case of vision-based systems, both color and mono color cameras can be utilized. Due to the nature of the task and the high computational demand, the image quality typically does not exceed high-definition resolution [4,5]. There are also solutions using stereo camera pairs [6]. The drawback of vision systems is that achieving appropriate sampling frequency and accuracy requires more expensive hardware. In contrast, resistive sensors are cheap and can provide high-resolution and
high sampling rate [7]. There are also ball-on-plate system solutions in which laser distance meters are placed parallel to the plane of the table that provide the position of the ball [8].


Figure 1. Ball-On-Plate illustration.
It is important to emphasize that although resistive sensors are excellent for this task because of their price/value ratio, due to the analog signal processing the application of appropriate filtering of the observed positions plays an important role in order to maintain the appropriate resolution and sampling rate. Both analog and digital filters can be used to achieve the desired result [9-12]. Since the ball-on-plate system has attracted great interest in the field of non-linear controls, many methods have been developed. PD or PID type controls, sliding mode control, Fuzzy, Neural PID and Neural Fuzzy, as well as many other adaptive control methods are some of the most notable examples [13-20].

In recent years, deep learning methods have shown tremendous progress and today they are essential tools in many areas, e.g., in computer vision [21,22] and medical image processing [23,24]. Reinforcement learning (RL) methods achieved previously unimaginable success in controlling agents in high dimensional environments [25]. However, their application in the case of real-world environments is cumbersome due to several reasons [26]. Most importantly, the trial-and-error approach of RL methods is infeasible in many cases (e.g., navigation of autonomous vehicles). An obvious solution to this issue can be to virtually pre-train the RL agent before fine-tuning it in the real environment [27]. Another difficulty is the stochastic and noisy nature of real-world environments. Mitigating these issues requires careful algorithm design [28] and reward engineering [29].

The aim of the current work was to implement a low-cost ball-on-plate system using a resistive sensor, controlled by only a neural network, and to compare its performance to that when a regular PID controller is applied instead.

## 2. Materials and Methods

One of the goals was to build a stable, portable system, thus the physical extent was an important aspect. Furthermore, from the point of view of control, we preferred to use low-voltage units that do not hinder mobility. When constructing and planning the system, efforts were made to keep it low cost, and the availability of parts was also taken into account. The resulting device is able to balance a steel ball placed on it close to the center of the plate.

### 2.1. Physical Implementation

In terms of control, the movement in the two directions can be considered independent, so similar controllers can be applied on both axes. The main aspect during its implementation was that the position of the ball could be determined on the table, which forms an input for the neural network agent. The output of the agent is the degree of rotation of the table along the two axes.

The main characteristics of the physical system:

- Maximum enclosure dimensions: H/W/W: 250/250/300 mm.
- Touch panel: $225 \times 173 \mathrm{~mm}$.
- Table angular adjustment accuracy: $\pm 0.1 \mathrm{~mm}$.
- Table tilting speed as axis minimum: $0.3 \mathrm{~s} / 60^{\circ} \mathrm{C}$.
- At least $10^{\circ} \mathrm{C}$ for angular rotation perpendicular to the $X$ and $Y$ axes.

Main features of the electrical system:

- Application of low voltage system (<24 V).
- Position can be determined in every 0.05 s .
- Application of two servo motors for the angular rotation of the table.

Simplifications were made on the mathematical model of the physical system, such that the displacements of the ball in the $X$ and $Y$ directions on the table are considered independent of each other, so the movement in the $X$ and $Y$ directions can be modeled independently and identically. In the simplified one-dimensional model, the table is positioned using a servo motor, such that one end of an arm is attached to the servo motor and the other one to the table. In this model, the ball can only move along one line, therefore the degree of freedom of the system is one [30], as illustrated in Figure 2.


Figure 2. Kinematic diagram of a one-dimensional model.
The notations of the mathematical model are shown in Table 1.

Table 1. Notations.

| Notation | Description |
| :---: | :---: |
| $m$ | ball mass |
| $R$ | ball diameter |
| $d$ | shaft length |
| $g$ | gravitational acceleration |
| $L$ | table length |
| $h$ | ball position |
| $a_{X}$ | Ball acceleration $X$ component |
| $a_{Y}$ | Ball acceleration $Y$ component |
| $\alpha-$ alpha | table tilt angle- $X$ |
| $\beta-$ beta | table tilt angle- $Y$ |
| $\Theta-$ theta | tilt angle of servo motor |

If the position of the servo motor changes, it results in an angular rotation of the table. To model the system, the following simplifications were made [31]:

- The connection between the ball and the table is continuous and non-slip.
- The ball is completely homogeneous and regular.
- Vibrations resulting from movement can be neglected.

The mathematical model of the system can be given using a simple equation of motion, which has a constant form frictionless incline.

$$
\begin{align*}
& a_{X}=g \times \sin \alpha  \tag{1}\\
& a_{Y}=g \times \sin \beta \tag{2}
\end{align*}
$$

During the design of the system (see Figure 3), its dimensions and components have been chosen so that they do not affect portability. Additionally, it had to be able to withstand the forces caused by the large number of trials required by the neural network learning agent. The device is based on a $300 \times 250 \times 5$ (Material designation: AlMgSi 1) aluminum plate, which provides sufficient stability and is easier to work with than, for example, stainless steel. The main shaft, which is made of turned stainless steel (Material quality: KO33) with an outer diameter of 20 mm and an internal thread at both ends, is connected to the base with an M10 screw at the bottom, and at the top with an M5 screw to the cardan joint. The DL3017 type servo motors manufactured by SRT are able to move the table with sufficient speed and precision. In terms of its operating range, it can produce an angular rotation between -90 and $90^{\circ} \mathrm{C}$, which far exceeds our requirements. Its adjustment speed is $0.15 \mathrm{~s} / 60^{\circ} \mathrm{C}$, which also meets expectations.


Figure 3. Ball-on-plate system dimensions [mm].
As Figure 4 shows, the basis of the system is one Raspberry Pi 3B+, supported by one servo HAT and an Arduino nano board for analog signal processing.


Figure 4. Ball-on-plate system dimensions.
The electrical connection is shown in Figure 4 and Table 2. The core of the system is a Raspberry $\mathrm{Pi} 3 \mathrm{~B}+$ minicomputer with a 1.4 GHz processor and 1 GB of DDR2 RAM, power
supply 5VDC. Although it does not have a video card, it has HDMI output and 4 USB ports. Computing capacity of Raspberry Pi is 6,2 GFLOPS, the computing demand of the neural network (with layers of size $8,256,128$, and 25 neurons, see Section 2.2 for more details) is:

$$
\begin{gather*}
i_{D Q N}=\left(n_{\text {in }}+n_{h 1}+n_{h 1} * n_{h 2}+n_{h 2}+n_{\text {hout }}\right) * 2  \tag{3}\\
i_{D Q N}=(8+256+256+128+128+25) * 2=76032  \tag{4}\\
i_{\text {raspberry }}=\frac{6.2 * 10^{9}}{76032}=81544.61 \tag{5}
\end{gather*}
$$

where $i_{D Q N}$ is the Flops demand of neural network, and $i_{\text {raspberry }}$ is the number of neural network executions possible within one second. Since the neural network agent is executed only once in every 0.05 s , the required number of operations is 20. The Raspberry Pi 3B+ has enough computational capacity.

Table 2. Electrical components.

| Number | Description |
| :---: | :---: |
| 1 | Raspberry Pi 3B+ |
| 2 | Adafruit 16C PWM HAT |
| 3 | Arduino UNO Rev3 |
| 4 | DL3017 LV Digital Servo |
| 5 | 10.4" Resistive touch panel (4 wire) |
| 6 | Power supply: 5 V DC 3.0 A |
| 7 | Power supply: 5 V DC 2.1 A |

Since Raspberry Pi's clock signal generation does not allow for accurate and precise PWM signal generation, when setting the servo motor via the GPIO (General Purpose Input Output) outputs, "spikes" in the signal may occasionally be experienced, which greatly reduces the control accuracy. Therefore, a separate servo controller is required. For this purpose, the Raspberry HAT (Hardware Attached on Top) connector is used, to which an "Adafruit 16-Channel PWM/Servo" servo controller is connected. The servo controller can handle 16 servo motors and has a corresponding Python 3.8 software library, which can be used to control the servo motors.

To determine the position of the ball, a $10.4^{\prime \prime} 4$-wire resistive touch panel was installed, with an insulating/spacer layer between two pairs of conducting layers. The two pairs of conducting layers are charge carriers, the charge of which changes when pressed together, so it is possible to determine the position of the ball. Since the signal processing is performed in an analog way, the position tracking is fast enough for the task.

Figure 5 shows the connection of the four-wire touch panel. Each layer can be considered as a connection of two potentiometers, which can be read in such a way that by connecting a voltage to one leg of the panel, we can estimate the $X$ and $Y$ coordinates from the degree of voltage change on the corresponding leg [32].

The analog inputs of Arduino are 4 wires, each for one connection. It uses connections A1 and A3 as outputs, and connections A0 and A2 as inputs. Thus, when the position of the ball changes on the table, the resistance of the panel changes in proportion with it, this way modifying the output voltage. The panel acts as a voltage divider. To read the position, we fitted the coordinate system according to Figure 6 to obtain the coordinates in the Arduino program. The entire range is divided into 256 units in both the $X$ and $Y$ axes, and then the obtained value is shifted by 128 , such that the center of the coordinate system is in the geometric center of the panel [33].

$$
\begin{equation*}
X=\left(\frac{x_{\text {read }}}{1024 / 256}\right)-128 \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
Y=\left(\frac{y_{\text {read }}}{1024 / 256}\right)-128 \tag{7}
\end{equation*}
$$



Figure 5. Resistive touch-screen wiring diagram.


Figure 6. Resistive touch-screen coordinate system.
The outer 5 mm of the panel is not taken into account when scanning, as the scanned values are uncertain there. The scanned values are then transmitted to the Raspberry via a serial communication port in text format. The Arduino sends the position data with a frequency of 200 Hz .

The inaccuracy of the scan is greatly influenced by the position of the ball on the table, the error rate on the outer edge of the panel is larger, according to the coordinate system it can be up to $30-50 \mathrm{~mm}$. The degree of error at the center can be set between $\pm 5 \mathrm{~mm}$. This requires the application of a filter in the main program.

The RL agent is trained through a large number of trials. To prevent the ball from falling during the training, we applied a barrier on the sides of the plate, as shown in Figure 7. The ball diameter is $R=33.33 \mathrm{~mm}$ and the mass of the ball is $\mathrm{m}=151 \mathrm{~g}$.

The entire program has been written in Python, except the reading of the raw signal of the resistive panel that is written in the Arduino environment. The RL agent was implemented in the PyTorch deep-learning framework. The software also implements a virtual environment which can be used in-place of the real environment.

Filtering was applied on the ball position raw measurements to cope with noisy inputs and also to obtain speed estimates which served as additional input to the neural network agent. Two types of filters, Kálmán filter and a simple linear regression-based filter were tested, we obtained better results with the latter one. In case of linear regression, we considered position measurements of the last 0.2 s ( $\sim 40$ measurements with position
measurement frequency of 200 Hz ). After fitting, outlier measurements (with deviation greater than two times of the average deviation) were ignored, and a new line was fitted on the remaining points. The effect of this filtering approach is demonstrated in Figure 8.


Figure 7. Physical implementation.


Figure 8. Example filtering result.

### 2.2. Control with Reinforcement Learning

Our goal was to examine the efficacy of reinforcement learning in controlling a real-world ball-on-plate balancing system. Reinforcement learning algorithms can be applied in environments in which an appropriate reward function can be defined. The rewards provide feedback to the agent on the goodness of its actions. In most cases, however, the reward is sparse and delayed, so effectiveness of a given action cannot be determined based only on the reward received right after performing an action. For example, in our case, it is difficult to determine how a slight modification of the inclination of the plate affects the future position of the ball. To cope with such sparse and delayed feedback, reinforcement learning algorithms seek to learn to maximize the expected cumulative future rewards.

To apply RL, first the action space had to be specified. The maximal angle of inclination of the plate was restricted to $\pm 4$ degrees in both directions. As the chosen learning algorithm is designed to output discrete actions, we divided the continuous $\pm 4$ degrees range into 40 units. At each time-step, the agent was allowed to modify the inclination by $-2,-1$,
$0,+1$, or +2 units, in both directions. Thus, the size of the action space was $5 \times 5=25$. Therefore, one output action of the agent can modify the inclination by 0 , or $4 * \frac{1}{40}=0.1$, or $4 * \frac{2}{40}=0.2$ degrees in both directions.

The software interface of the servo motors allows the motor position to be specified in degrees. The relation between motor positions and plate inclination is considered linear, the $\pm 4$ degrees plate inclination range in the two directions corresponded to motor position ranges $\pm 9.17$ degrees and $\pm 17.19$ degrees.

The update frequency of the system was 20 Hz , allowing the agent to update the state of the environment in every 0.05 s . We found that this setting allows the agent to perform both coarse interventions to drive the ball towards the center of the plate, and fine motions to keep the ball close to the center.

To make the balancing problem learnable for reinforcement learning algorithms, the reward function had to be defined. Although our only goal was to keep the ball close to the center of the plate, we found that defining the reward to simply be inversely proportional to the distance of the ball to the center is insufficient. The agent can achieve a relatively high cumulative reward by moving the ball back and forth between two opposite sides or opposite corners of the plate (note that for training, we applied rails on the edges of the plate to prevent the ball from falling). While this simple policy is suboptimal, it provides a high total reward and we found that the agent is not able to move towards the optimal solution.

Therefore, we complemented the reward function with a term that penalizes the speed of the ball (determined using the filter applied on the position measurements) and with another term that rewards the agent when the ball is located inside the central $25 \%$ of the area. More specifically, let denote $(x, y)$ the 2-dimensional relative position of the ball, i.e., both $x$ and $y$ take values from $[-1,1]$. We also consider the 2D speed of the ball $\left(v_{x}, v_{y}\right)$, determined using filtering. The overall reward function can then be defined as:

$$
\begin{equation*}
R=\left\lfloor K-\left(x^{2}+y^{2}\right)-\left(v_{x}^{2}+v_{y}^{2}\right)\right\rfloor{ }_{0} \tag{8}
\end{equation*}
$$

where we set penalty $K=10$ when $|x|<0.5$ or $|y|<0.5$, and $K=0$, otherwise, while $\lfloor a\rfloor_{0}=\max \{a, 0\}$.

For the learning agent, the Deep Q-Network (DQN) [21] algorithm was chosen. It is implemented as a neural network which receives the state of the environment as input and outputs the so-called Q-values of the possible actions. The action corresponding to the maximal Q-value is chosen. Q-learning seeks a policy that maximizes the expected value of the total reward received in all the successive steps. The Q -value for a given state-action pair is defined by the following recursive function:

$$
\begin{equation*}
Q(s, a)=R(s, a)+\gamma * \max _{a} Q\left(s^{\prime} a\right), \tag{9}
\end{equation*}
$$

where $s$ and $a$ denote the current state and action, respectively, and $s^{\prime}$ is the resulting state in the next time-step, while $R(s, a)$ is the reward function.

In DQN, $Q(s, a)$ is approximated by a neural network $Q_{\theta}(s, a)$ with parameter vector $\theta$. It is trained to minimize the following objective function (loss function):

$$
\begin{equation*}
E_{s, a, r, s^{\prime}}\left[Q_{\theta}(s, a)-\left(r+\gamma * \max _{a} Q_{\theta}\left(s^{\prime}, a\right)\right)\right]^{2} \tag{10}
\end{equation*}
$$

where the expectation is taken over state transitions $\left(s, a, r, s^{\prime}\right)$ collected from the environment through trials, see Figure 9.

We used a simple feedforward neural network with two hidden layers with 256 and 128 neurons, each neuron is followed by SiLU activation [34]. The eight neurons of the input layer received the two-dimensional position and speed of the ball, the current horizontal and vertical angle of inclination of the plate, and the previous action (horizontal and vertical modification of the inclination, in units). The network outputs the Q -values for the 25 possible actions.

To train the agent, we collected experiences by running trials of length 6 s (120 time-steps). After each trial, the neural network was updated by 64 training iterations using experiences collected in the last 50 trials. An Adam optimizer with a learning rate of 0.0001 and batch size of 64 was used. The discount factor " $\gamma$ " in Equation (10) was set to 0.9 , while we applied the " $\varepsilon$ "-greedy strategy to explore the state-action space, " $\varepsilon$ " decreased exponentially with power 0.9995 from 1.0 to 0.1 . The pseudo-code of the learning method can be found in Algorithm 1. There was no predetermined maximum number of training steps, instead the training finished when the reward (averaged over the latest 100 episodes) stopped increasing. The received rewards and the value of the loss function in Equation (10) during training in the real environment can be seen in Figure 10. The increasing loss is not uncommon in RL as the Q-function in Equation (9) changes during training; because of that, the improving agent receives higher rewards. Therefore, it also increases the quadratic loss in Equation (10). Note, however, that when the reward peaks, the loss starts to decrease indicating that the agent is able to approximate the Q-function.


Figure 9. State-transition experiences are collected during trials (left). These experiences are then used to train the agent (right).


Figure 10. Training in a real environment. Average rewards collected in each trial are shown. Through experience, we found that an average reward of $\sim 7$ meant that the agent was able to keep the ball close to the center.

We followed this learning method in both virtual and real-world environments. To fine-tune a virtually pre-trained agent in the real-world environment, we decreased epsilon from 0.3 to 0.1.

```
Algorithm 1: Deep Q-Learning
    Inputs: Episode length \(T\), number of training iterations \(N\), mini-batch size \(S\), experience replay
    dataset size \(M\), initial \(\varepsilon\), decay factor \(k\), discount factor \(\gamma\)
    Output: Trained neural network \(Q_{\theta}\)
    Initialize neural network \(Q_{\theta}\) and experience replay dataset \(D\)
    Repeat
        \# Trial phase
        Observe environment state \(s_{1}\)
        For \(\mathrm{t}=1\)..T do
            With probability \(\varepsilon\) perform a random action \(a_{t}\)
            otherwise perform \(a_{t}=\operatorname{argmax}_{a} Q_{\theta}\left(s_{t}, a\right)\)
                    Observe reward \(r\) and next environment state \(s_{t+1}\)
                    Store transition \(\left(s_{t}, a_{t}, r, s_{t+1}\right)\) in \(D\)
        Keep in \(D\) only transitions of the last \(M\) episodes
        \# Training phase
        For \(N\) iterations do
            Sample a random transition mini-batch \(B=\left\{\left(s_{i}, a_{i}, r_{i}, s_{i}^{\prime}\right), i=1 . . S\right\}\) from \(D\)
            Compute loss according to Equation (10) using discount factor \(\gamma\)
            Perform an optimization step using Adam optimizer
            \(\varepsilon \leftarrow k \varepsilon\)
    Until the averaged reward stops increasing
```


## 3. Results

DQN agents were trained in both the virtual and the real environments. As a third experiment, the former one was fine-tuned in the real environment. As the virtual environment mimics the dimensions and parameters of the real one, the results can be compared. Figure 10 shows that in the real environment around 3000 training iterations were required.

In the real environment, the learning takes about 6 h as one trial iteration takes 6 s . Contrary to this, in the virtual environment the training takes a few minutes and only around 1700 iterations are required. After virtual training, it required only 300 iterations in the real environment to fine-tune the agent. It means that the training time takes less than 1 h , in this case.

We tested both a virtually trained and a real-world-trained agent in the real environment. In both cases, the system managed to keep the ball on the table, but their accuracy and settling time is different. As Figure 11 shows, running the agent trained in the real environment, the system is able to keep the ball close to the center position.


Figure 11. (a) Example run: $X$ and $Y$ positions in the real environment using an agent trained in the real environment; (b) position accuracy in 2 dimensions.

For testing and evaluating the agents, we run 200 episodes of 6 s . In the case of the agent trained in the real environment, the average position error was $X=2.1 \mathrm{~mm}$, $\mathrm{Y}=2.0 \mathrm{~mm}$. The average settling time was 3.4 s . The average ball speed on the table was $\mathrm{v}=0.27 \mathrm{~m} / \mathrm{s}$.

When the agent was trained only in the virtual environment, as Figure 12 shows, in the real environment it was able to keep the ball on the plate; however, it drove and kept the ball far from the center, around the position $Y=4 \mathrm{~cm}, X=6 \mathrm{~cm}$. This inaccuracy was consistent through the test runs and can be attributed to the slight differences between the virtual and real environments, as well as to the uncertainty of the control and position measurement in the real environment.


Figure 12. (a) Example run: $X$ and $Y$ positions in the real environment using a virtually trained agent. (b) Positions in 2 dimensions.

After running 6 s long trials 200 times, the average position error was $X=45 \mathrm{~mm}$, $Y=61 \mathrm{~mm}$. The average settling time was 5.6 s , but never reached the center position. The average ball speed on the table is $\mathrm{v}=0.3 \mathrm{~m} / \mathrm{s}$.

Figure 13 shows an example result, with the virtually trained agent after fine-tuning in the real environment. It shows that fine-tuning corrected the displacement error (Figure 12) of the virtually trained environment.

During 200 test episodes the average position error was $X=3.1 \mathrm{~mm}, \mathrm{Y}=5.7 \mathrm{~mm}$. The average settling time was 2.8 s . The average ball speed on the table was $\mathrm{v}=0.36 \mathrm{~m} / \mathrm{s}$.

Two separate PID controllers were applied individually to each axis, as Figure 14 shows. In this case, each axis works like a ball-and-beam system, PIDx is dedicated to the $X$ axis, while PIDy is dedicated to the $Y$ axis. After experimental fine tuning, the following parameters provided the best result: $X$ and $Y$ axes proportional gain $\mathrm{Kpx}=0.75, \mathrm{Kpy}=0.8$, $X$ and $Y$ axes integral gain $\mathrm{Kix}=0.9$, Kiy $=0.8$ and $X$ and $Y$ derivative gain $K d x=0.8$, $K d y=0.75$. For more details on PID controllers refer to [16].

For comparison with the DQN methods, the general precision of the positionings and the ball speeds are similar with both methods, while the PID controller average settling time is two times faster. Figure 15 shows an example run using PID control on the system. We note that deviation of the centered plate from horizontal can also affect the accuracy of the PID controller. On the contrary, RL methods can easily adapt to such positioning inaccuracies.

During 100 test iterations with the PID controller the average position error was $\mathrm{X}=2.1 \mathrm{~mm}$, and $\mathrm{Y}=2.2 \mathrm{~mm}$. The average settling time was 1.3 s . The average ball speed on the table was $\mathrm{v}=0.26 \mathrm{~m} / \mathrm{s}$.


Figure 13. (a) Example run: $X$ and $Y$ positions in the real environment using a pre-trained and fine-tuned agent; (b) positions in 2 dimensions.


Figure 14. PID control system design.


Figure 15. (a) Example run: $X$ and $Y$ positions in the real environment using PID control; (b) Positions in 2 dimensions.

Table 3 summarizes and compares the results achieved using the three neural network agents and the PID controller.

Table 3. Comparison of different training methods and PID.

| Name | Real Trained | Virtually Trained | Virtually Trained after Fine-Tuning | PID |
| :---: | :---: | :---: | :---: | :---: |
| Average Position error $\mathrm{X}[\mathrm{mm}]$ | 2.1 | 45 | 3.1 | 2.1 |
| Average Position error Y $[\mathrm{mm}]$ | 2 | 61 | 5.7 | 2.2 |
| Average Settling time $[\mathrm{s}]$ | 3.4 | 5.6 | 2.8 | 1.3 |
| Average Ball speed $[\mathrm{m} / \mathrm{s}]$ | 0.27 | 0.3 | 0.36 | 0.26 |

## 4. Discussion

The presented experiments show the difference between the three training methods. Training in the real environment is slow but provides more precise control. The positioning of a virtually trained agent is inaccurate in the real environment, probably due to differences between the two environments. Fine tuning the virtually trained agent can correct this inaccuracy and provide acceptable behavior, while requiring much less training time compared to when the agent is trained purely in the real environment.

The experiments show that applying a neural network to this task cannot compete in some respects, as better control time and settling accuracy can be achieved, for example, with a traditional PID. What can be said in favor of the use of the neural network is that it can potentially also be trained for tasks that traditional controllers cannot handle or would only be able to do with difficulty, such as balancing a body with an irregular geometry. It would also be worth trying to train the neural network to achieve other goals, e.g., to reach the highest possible speed with the ball (while avoiding falling) or to stop the ball placed on it on the table in the shortest possible time. We leave these directions for future research.

It turned out that it is very important to define the training objective of the neural network well, because an incorrectly chosen reward function can result in very slow learning and suboptimal policies that differ from the expected behavior.

In terms of control, it would be worthwhile to try mixed control methods that also use a neural network, as literature shows, the precision of the regulation and the setting time could be significantly reduced as a result.

Finally, we proved that a control implemented purely with RL works, it can be useful in places where the mathematical model is partially or fully unknown, but the learning process can be defined and supervised.

## 5. Conclusions

The result presented in this paper shows that controlling a non-linear real-world system only using reinforcement learning is possible.

The Raspberry $\mathrm{Pi} 3 \mathrm{~B}+$ card computer has enough computing capacity to run the neural network model that is capable of learning the task. To observe the ball position, the resistive touch panel is a good price/value sensor, although effective signal processing is important. Nevertheless, it was shown that an RL-based control can be realized in such a low-cost environment. From the mechanical implementation point of view, the real challenge was to build up the system without significant assembling inaccuracies.

Experiments showed that both real-world-trained and virtually trained RL agent can handle the task in the real environment, although the latter required fine-tuning in the real environment to correct displacements. Quantitative evaluation of the tests showed the differences between the methods. While training in a virtual environment is much faster, training in a real environment produced more accurate results.

In these experiments, the RL agent was found to be inferior to a PID controller in terms of settling time. However, RL could possibly also be trained for tasks that traditional controllers cannot handle or would only be able to do with difficulty. This can be a topic for future research.
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