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Abstract: The financial business process worldwide suffers from huge dependencies upon labor and
written documents, thus making it tedious and time-consuming. In order to solve this problem,
traditional robotic process automation (RPA) has recently been developed into a hyper-automation
solution by combining computer vision (CV) and natural language processing (NLP) methods.
These solutions are capable of image analysis, such as key information extraction and document
classification. However, they could improve on text-rich document images and require much training
data for processing multilingual documents. This study proposes a multimodal approach-based
intelligent document processing framework that combines a pre-trained deep learning model with
traditional RPA used in banks to automate business processes from real-world financial document
images. The proposed framework can perform classification and key information extraction on a small
amount of training data and analyze multilingual documents. In order to evaluate the effectiveness
of the proposed framework, extensive experiments were conducted using Korean financial document
images. The experimental results show the superiority of the multimodal approach for understanding
financial documents and demonstrate that adequate labeling can improve performance by up to
about 15%.

Keywords: intelligent document processing; visual-rich document understanding; optical character
recognition; financial document analysis; key information extraction; image classification; RPA

1. Introduction

The financial industry is trying to automate business processes that are managed to
attain better performance and efficiency [1–4]. For example, many banks have introduced
intelligent document processing (IDP) frameworks to automate the process of manually
recording business documents into back-office systems using robotic process automation
(RPA) and artificial intelligence (AI) [5–7]. It was reported in a recent study that by
automating only 29% of functions for a task using RPA, finance departments save more than
25,000 h of rework caused by human errors costing $878,000 per year for an organization
with 40 full-time accounting staff [8]. The RPA is a system that communicates with other
systems to capture and trigger data and can perform several repetitive tasks. Usually,
RPA is used to capture an area containing information to be extracted within a structured
document image, and optical character recognition (OCR) is applied to that area. After
introducing these frameworks, business processing speed has improved, and scalability
and flexibility have been increased through rapid response [9]. However, most banking
occurs through the exchange of unstructured documents, such as salary transfer statements,
trade transaction confirmation, and withholding tax receipts.

Figure 1 shows examples of unstructured financial documents. In Figure 1, all areas
containing personal information have been obscured to effectively protect individuals’
privacy through de-identification [10]. The information is presented in plain text but
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consists of multi-column layouts and a wide variety of tables/forms/figures/language.
Additionally, financial documents are available multilingually, including in English and
native languages. In these situations, relying only on RPA must be hard-coded and updated
with changes to each format, which is costly. Figure 2 shows the typical workflow of banks
in processing financial documents. In order to automate this workflow, it is essential to
understand the document image. In summary, understanding unstructured and complex
document images have considerable potential to reduce repetitive manual tasks and stream-
line business communication. With the development of AI technology recently, traditional
RPA has developed into a hyper-automation solution by combining computer vision (CV)
and natural language processing (NLP) methods [11,12]. Among these, key information
extraction (KIE) is used to automatically extract essential information that must be entered
into the back-office system. For example, invoice images have several critical information
such as “total price,” “amount of tax,” and “amount of change.” Most of these approaches
consist of (1) conversion into a text blob using an OCR engine and then (2) applying NLP
techniques such as named entity recognition (NER) [13].
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Figure 2. Original business process.

Currently, despite the KIE task’s diverse and complex structure, it is possible to
perform the KIE tasks with only a small amount of label data using a pre-trained deep
learning model for visual document understanding [14]. These systems are capable of
image analysis, such as KIE and document classification, but have some limitations in
applying them to real-world financial documents. Additionally, they perform poorly on
text-rich document images with a small percentage of entities extracted because they focus
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only on language understanding. Also, multilingual document image analysis requires
many training data. The problem addressed in this study is the difficulty in automating
business processes in the financial industry that are handled manually, particularly the
process of recording business documents into back-office systems. Neural architecture
search methods with a lightweight transformer for text-to-image synthesis have been
used to tackle these limitations [15,16]. In addition, RPA and AI have been introduced to
automate tasks. However, these approaches have limitations when applied to unstructured
financial documents, such as those containing multi-column layouts and a wide variety of
tables, forms, figures, and languages.

In order to solve these problems, this paper presents an IDP framework that combines
a pre-trained deep learning model with traditional RPA used in banks to extract key
information from real-world Korean financial document images. It not only enables the
detection of key information and their relationships but also the classification of types
of document images. Furthermore, most financial documents at non-English banks are
written in various languages. We use a multilingual model to accommodate these needs,
pre-trained with large-scale real-world document images or natural language corpus. To
the best of our knowledge, our framework is the first utilization of a multilingual, pre-
trained model for visually rich document understanding of traditional bank systems such
as databases and RPA. In addition, the main contributions of this study are summarized
as follows:

1. We propose a new document image processing framework that combines a pre-trained
deep learning model with traditional RPA for Knowledge Information Extraction
(KIE) from real-world Korean financial document images.

2. We use RPA to take document images through a database, encode them, and compare
the performance of our proposed method with various state-of-the-art language
models such as XLM-RoBERTa and InfoXLM.

3. We conduct an ablation study which shows that labeling both “key-value” pairs
increases the accuracy in all comparative experiments and is up to 10% better than
labeling only values.

4. We compare the performance of KIE using four models: mBERT, XLM-RoBERTa,
InfoXLM, and LayoutXLM, focusing on the effectiveness of assigning labels to “key-
value” pairs in document understanding.

5. We also show a reduction in business processing time by over 30% in specific finan-
cial tasks.

This paper is organized as follows: Section 2 outlines the related work, Section 3
presents the overall structure of our system, Section 4 describes the experiment settings
and results, and Section 5 concludes the paper and provides directions for future work.

2. Related Work

In this section, we discuss the significant studies reported on applying AI to the
system of document image processing. In particular, pre-trained models for understanding
multilingual document images have been applied in related systems. Therefore, we discuss
two groups: the intelligent document processing (IDP) systems and pretraining techniques
for multilingual document understanding.

2.1. Automation of Business Processes

With the advances in AI, the digitization that moves data from analog to digital has
been studied in various fields, such as insurance, banking, healthcare, and manufactur-
ing [14,17–19]. In particular, various attempts using deep learning or machine learning
have been made for digitization. In most of these attempts, classification mechanisms or
NLP have been employed for digitization. For instance, Baidya [17] proposed an auto-
mated business process with a support vector machine classifier and an RPA to classify
unstructured documents. Roopesh et al. [18] proposed an intelligent system for automating
interview processes using RPA and AI to help recruitment. The system first monitors mail
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and attachment using RPA, then uses two deep learning models to classify resumes and
extract essential information. Deep learning models take embedded text information ex-
tracted by OCR as input, classify it using bidirectional long short-term memory (LSTM) and
extract essential information using NER based on the LSTM-CRF model. Guha et al. [19]
proposed a multimodal binary classification approach based on state-of-the-art transfer
learning techniques involving images and NLP models to classify insurance documents.
Image and textual features were extracted simultaneously from the document image us-
ing VGG-16 and the pre-trained Bidirectional Encoder Representations from Transformer
(BERT) model, respectively, through fine-tuning. Mungmeeprued et al. [20] proposed a
deep learning solution to determine whether a page is a breaking point given a sequence of
visually rich document images as input. This solution combines LayoutLM and residual
network (ResNet) [21] to exploit the document pages’ textual and visual features and
achieve state-of-the-art (SOTA) in the task.

2.2. Multilingual Pre-Trained Models

Multilingual pre-trained models [22–25] are pretraining of the transformers with a cor-
pus composed of various languages and have been applied to various businesses to achieve
many digital transformations. Devlin et al. [22] introduced a self-language understanding
model called BERT and extended it to a multilingual version. The multilingual BERT
(mBERT) was pre-trained on the top 104 languages with the most extensive Wikipedia
corpus using a masked language modeling algorithm. Lample et al. [23] proposed two
methods for extending pre-trained models with English corpus to multiple languages to
train a cross-language model (XLM). One is an unsupervised method that only relies on
monolingual data, and the other is a supervised method that leverages parallel data as a
new cross-language model goal. Conneau et al. [24] proposed a multilingual modeling
method without sacrificing per-language performance. Liu et al. [25] proposed a sequence-
to-sequence denoising auto-encoder pre-trained on large-scale monolingual corpora in
many languages called the bidirectional auto-regressive transformer.

The main difference between our study and related work is that our study presents an
IDP framework that combines a pre-trained deep learning model with traditional RPA used
in banks to extract key information from real-world Korean financial document images.
In contrast, related studies focus on digitizing various fields such as insurance, banking,
healthcare, and manufacturing using deep learning or machine learning techniques like
classification mechanisms or NLP. Additionally, our study utilizes a multilingual model to
accommodate the needs of financial documents written in various languages. In contrast,
related studies have proposed solutions for multilingual pre-trained models using English
corpus to multiple languages to train a cross-language model. Additionally, our study
proposes an ablation study to show the benefit of labeling both “key-value” pairs in
document understanding and also demonstrates a reduction in business processing speed
by over 30% in specific financial tasks.

3. Proposed Framework

In this section, the overall architecture of our proposed framework for financial docu-
ment image understanding is introduced, which is illustrated in Figure 3. Document image
understanding includes classification, key information/relation extraction, and layout
analysis. We consider a transformer-based model for this study because transformer-based
models use a self-attention mechanism which allows the model to weigh different parts of
the input differently and focus on the essential parts for a given task; it also allows the model
to handle variable-length input better and generalize better to new data. Transformer-based
models are pre-trained on large amounts of data and fine-tuned on specific tasks, which
allows them to perform well even with limited task-specific training data. In addition,
they are trained to perform multiple tasks at once, allowing them to learn a more general
representation of the input data and transfer knowledge across tasks.
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image processing.

In this step, we describe how to perform two specific tasks (i.e., document classification
and KIE) on unstructured multilingual document images using LayoutXLM, the SOTA
transformer-based model. LayoutXLM is a multilingual version of LayoutLMv2 that is
trained with 11 million multilingual document images from the IIT-CDIP dataset. It uses
four types of embeddings for pretraining: text, visual, one-dimensional (1D) positional,
and two-dimensional (2D) positional. LayoutXLM uses three strategies in the pretraining
step: Masked visual-language modeling, Text-image alignment, and Text-image matching.
This study fine-tunes the pre-trained LayoutXLM for two financial document image un-
derstanding tasks, including document image classification and KIE. For the KIE task, we
fine-tune LayoutLM to predict {B, O} tags for each token and detect each entity type in the
dataset using sequential labeling. For the document image classification task, we use the
[CLS] token to predict the class labels using the representation of the token.

3.1. Overall Proposal

In this step, we explain the overall flow chart of a framework that combines AI with
an automated click bot called RPA. Our proposal consists of three components: (i) RPA,
(ii) AI, and (iii) humans. Figures 2 and 3 show that several manual works were changed to
automation using AI and RPA. The framework first starts by loading the printed document
by the user into the database through the scanner, and then the RPA downloads them as
image files. A multimodal approach replaces manual document image classification. This
is not only cost-effective compared with the actual business process, but it is possible to
classify documents more accurately. We use fine-tuned LayoutXLM that can be classified
for each document type as the multimodal approach.

Each document page is classified and then sent using RPA to the fine-tuned models
for KIE based on class. These models have been fine-tuned according to the predefined
process specifications of each document and use the same pre-trained LayoutXLM as the
classification step. For example, the corporation’s name, the representative name, opening
date, registration number, and so on, corresponding to key information, are extracted in
the business registration certificate. This key information is the predefined specification.
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Therefore, the extracted information is converted into Excel with predefined classes, and
the RPA sends an email and a notification of the completion of extraction to the user. Finally,
the user processes additional manual validation and correction to ensure that the results
are extracted correctly.

3.2. Unstructured Financial Document Understanding

In this step, we describe how to perform two specific tasks (i.e., document classification
and KIE) on unstructured multilingual document images using a pre-trained model. One
of the popular methods for achieving our goals is to fine-tune the pre-trained language
model with multilingual text corpora, such as mBERT [22] and InfoLM [26]. Using the
text sequences and coordinates extracted from the OCR engine, these methods can per-
form various tasks such as classification, KIE, and layout analysis on document images.
Unlike these pre-trained language models, LayoutXLM [27] is not only pre-trained with
multilingual document images rather than text corpus but uses layout information and
image features for document understanding. LayoutXLM is a multilingual version of
LayoutLMv2 [28,29]. This model builds an encoder using a multi-head self-attention layer
stack and feed-forward network according to the transformer architecture [30]. LayoutXLM
applies a spatial-aware self-attention mechanism [31] to efficiently model local invariance
in the document layout. This model is trained with 11 million multilingual document
images from the IIT-CDIP dataset.

As shown in Figure 4, LayoutXLM uses four types of embeddings for pretraining.
In the pretraining step for document understanding, LayoutXLM uses four embeddings:
text, visual, one-dimensional (1D) positional, and two-dimensional (2D) positional. Text
embedding tokenizes an OCR text sequence, appending [CLS] to the beginning of the
sequence and [SEP] to the end. Then, an additional [PAD] token is appended to the end
so that the length is exactly the maximum sequence length L. Visual embedding uses the
output function map of ResNeXt-FPN [32] with the document image as the input, and
parameters are updated through backpropagation. 1D positional embedding is the output
order of the OCR text sequence, which depends on the OCR engine used. The engine
we used recognizes document images from top left to bottom right. The 2D positional
embeddings are the coordinates of each OCR text sequence. Additionally, LayoutXLM was
trained using these embeddings following three pretraining strategies:

1. Masked visual-language modeling that randomly masks and recovers some text tokens.
2. Text-image alignment that learns spatial position correspondence between image and

text coordinates.
3. Text-image matching learns the correspondence between the image and text content.

This study fine-tunes the pre-trained LayoutXLM for two financial document image
understanding tasks, including document image classification and KIE. We follow the
general fine-tuning method [22,27–29] and update all parameters on financial document
images. The KIE task aims to label words appearing in document images appropriately. For
this, we fine-tune LayoutLM to predict {B, O} tags for each token and detect each entity type
in the dataset using sequential labeling. Here indicating the {B, O} tag means classifying
the labeled text of the document image as the first token divided by the tokenizer as B and
the remaining tokens as O. For the document images classification task, we use the [CLS]
token to predict the class labels using the representation of the token.
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4. Experiments

This section outlines the methodology and results of the experiments carried out for
two objectives: (1) KIE and (2) Document Image Classification (DIC). The base models
were fine-tuned using a 12-layer transformer encoder with 12 attention heads, having a
hidden size of 768. The optical backbone network for LayoutXLM was built using ResNeXt-
101-FPN. The proposed framework was evaluated through comparisons with several pre-
trained language models, including Base size models of mBERT [23] and LayoutXLM [27],
as the large models of these models have not been published. All experiments were
conducted on an Intel (R) Broadwell 16-core vCPU, with 32GB DDR4 memory, a single
NVIDIA A100 Tensor Core GPU, and using the Python 3.7 environment. The pre-trained
models are available for download from the Hugging Face model hub [33]. They were
trained using PyTorch 1.7.1 with CUDA 11.4.

To compare the performance of the different models for the two tasks, we evaluated the
macro-averaged precision, macro-averaged recall, macro-averaged F1 score, and accuracy,
which are widely used as evaluation metrics for NER and document classification. In the
KIE task, the macro-averaged scores can avoid bias in accuracy because most entities are
classified in the “other” class. The macro-averaged scores are computed using the arithmetic
mean of all per-class scores. Equations (1)–(4) define these parameters as follows:

Precision = TP/(TP + FP) (1)

Recall = TP/(TP + FN) (2)

Accuracy = (TP + TN)/(TP + TN + FP + FN) (3)
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F1-score = 2 × ((Precision × Recall)/(Precision + Recall)) (4)

In these equations, TP and TN represent True Positive and True Negative, and FP and
FB represent False Positive and False Negative, respectively.

4.1. Dataset

This study used business document images collected via our currently deployed active
products between 1 March and 31 August 2022. The documents were received as images
from the scanner, and the text that appeared in the document was extracted using the
NAVER CLOVA OCR engine [34,35]. For labeling of the KIE task, the entities were labeled
to extract in each document similar to CORD [36] and FUNSD [37], and this was worked
by two people and inspected by one person. Most financial documents require various
document images, such as semi-structured or unstructured. The dataset must contain
key-value pairs for humans to extract data from banks manually. Therefore, we used two
datasets for KIE: (1) Business Registration Certificate (BRC) and (2) Bill of Loading (BL).
These financial data contain sufficient key-value pairs and satisfy the dataset mentioned
above conditions.

We trained and evaluated our approach using Korean business registration certificate
images as a fine-tuning dataset for the KIE task. This dataset consists of 252 scanned
document images and fully annotated 18,326 entities. We divided the BRC dataset into
five superclasses: 10,176 business information, 3189 tax information, 2541 document in-
formation, 570 alcohol sales information, and 1850 others. Each was divided into ten sub-
classes: Title, B/L number*, Shipper address*, Corporation’s name, Consignee address*,
Notify party information*, Place of receipt*, Place of delivery*, Port of loading*, Port of
discharge*. This form is also organized as a list of interlinked semantic entities, with a
few exceptions. We label the interlinked semantic entity pairs as “key” and “value” and
indicate “*” in the previous sentence. Each piece of information varies depending on the
type of business (individual or corporate), and alcohol sales information may be included.

We trained and evaluated our proposal for the KIE task in scanned financial document
images consisting of multilingual, including English, Korean, Chinese, and so on. This
dataset consists of 230 BL document images and fully annotated 60,610 entities. Table 1
shows the BL dataset statistics. The number of superclasses is five, including 888 document
information, 2922 shipper information, 4989 consignee information, 3092 place, and 48,719
others. These five superclasses were divided into 18 subclasses: Title, Issue date, Issuer, Rea-
son for issuance*, Tax status, Tax information*, Email*, Corporation name*, Representative
name*, Birthday*, Opening date*, Location*, Business type*, Name of co-representative*,
Registration number*, Report number*, Business scope*, Alcoholic beverage type*, Desig-
nation conditions*. Also, interlinked semantic entities of this dataset indicated “*” in the
previous sentence, the same as BRC.

Table 1. Statistics of datasets for key information extraction.

BL BRC

No. Superclass # Subclasses Ratio No. Superclass # Subclasses Ratio

1 Document 3 0.011 1 Document 5 0.138
2 Shipper 3 0.048 2 Tax 5 0.174
3 Consignee 4 0.082 3 Business 16 0.556
4 Place 8 0.051 4 Alcohol sales 8 0.031
5 Other 1 0.803 5 Other 1 0.101

Total 18 1.0 Total 35 1.0

As fine-tuning datasets for the DIC task, we use Korean financial documents on the
998 SWT and 1340 SD datasets, which are multilingual documents. We defined SWT
dataset into four classes: defined contribution (DC) retirement pension, defined benefit
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(DB) retirement pension, a combination of DB and DC (DB&DC), and other images. The
SD dataset was defined into five classes as follows: commercial invoice, insurance policy,
Bill of Landing (BL), packing list, and other images.

4.2. Key Information Extraction

Some transformer-based models, such as mBERT, XLM-RoBERTa, InfoXLM, and
LayoutXLM, are specifically designed for natural language processing tasks and have been
pre-trained on a massive amount of text data. mBERT was trained on a corpus of 109GB
of text data in 104 different languages. XLM-RoBERTa was pre-trained on a 2.5TB text
corpus in more than 100 languages. InfoXLM was similarly pre-trained on a large text
corpus in over 100 languages. LayoutXLM was trained on a dataset of 30 million document
images in 53 languages. This allows them to perform well on any NLP task with fine-tuning
with a smaller amount of task-specific data. XLM-RoBERTa is a variant of RoBERTa, a
variant of BERT, that has been pre-trained on a diverse set of languages, resulting in better
performance on cross-lingual and multilingual NLP tasks. InfoXLM is a multilingual model
that is pre-trained on the text and structured data, allowing it to perform well on text-based
and structured data-based NLP tasks.

To compare the performance of KIE in the BRC and BL datasets, we considered
four models: mBERT, XLM-RoBERTa, InfoXLM, and LayoutXLM. Each experiment was
conducted using the open pre-trained models with reference to [22,24,27,38]. Additionally,
we conducted an ablation study in which the “key” entities were converted to “other”
entities on BRC and BL because related studies and benchmark types are divided into two
types: (1) when both keys and values are labeled, and (2) when only values are labeled.
Also, because the output of the framework is predefined, we only need to be able to extract
key information from within the document image. However, LayoutXLM used in the
framework can understand not only the text but also the layout. Therefore, we conducted
an ablation study to understand how much the layout information affects the performance.

Table 2 shows that LayoutXLM exhibited the best accuracy and macro-averaged
score performance on all datasets. In the BL dataset, LayoutXLM achieves the best high
macro-F1 score of 0.8874 and shows the high-performances difference from other models.
This indicates that our proposed method is more effective for text-rich document images.
Figure 5 shows two sampled forms from the BRC and BL datasets. In each image, the
first image shows the output of a model trained with key-value labels, the second image
shows the output of a model trained without key labels, and the third image shows a more
detailed result. In the third image, the red text box means Header, the blue means Key,
the green text box means Value, and the transparent text box means Other. These results
show that a model trained without “key” labels misclassified some “value” labels as “other”
labels.

Table 2. Performance of key information extraction with key-value pair.

Dataset Modality Model Macro-
Precision Macro-Recall Macro-F1 F1 of Value

BRC
Text only

mBERTBASE 0.9860 0.9920 0.9888 0.9825
XLM − RoBERTaBASE 0.9819 0.9919 0.9867 0.9830

InfoXLMBASE 0.9684 0.9869 0.9773 0.9654

Multimodal LayoutXLMBASE 0.9838 0.9949 0.9891 0.9889

BL
Text only

mBERTBASE 0.8037 0.8561 0.8283 0.7442
XLM − RoBERTaBASE 0.8205 0.8626 0.8293 0.7385

InfoXLMBASE 0.8980 0.8920 0.8508 0.7676

Multimodal LayoutXLMBASE 0.8475 0.9349 0.8874 0.8353
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In addition, LayoutXLM achieved the best performance in all datasets in the ablation
study, as shown in Table 3. In most cases of text-only pre-trained models on the BL dataset,
the macro-averaged F1-score decreased by about 10%, and the recognition results of the
“value” labels significantly declined for all models. However, LayoutXLM had a similar
macro-averaged F1 score compared to other models despite excluding “key” labels. The
recognition results of only the “value” labels decreased by about 1.5%. This indicates that
if the document contains key-value pairs, such as the BRC and BL datasets, assigning
labels to “key-value” pairs is effective for document understanding. Also, it shows that
our proposed method is better even for document images with only “value” labels. We
concluded that LayoutXLM could perform well on text-based and layout-based document
understanding tasks because it is pre-trained on text and layout information.

Table 3. Performance of key information extraction without key labels.

Dataset Modality Model Macro-
Precision Macro-Recall Macro-F1 F1 of Value

BRC
Text only

mBERTBASE 0.9748 0.9842 0.9765 0.9769
XLM − RoBERTaBASE 0.9665 0.9790 0.9725 0.9728

InfoXLMBASE 0.9703 0.9803 0.9751 0.9769

Multimodal LayoutXLMBASE 0.9698 0.9837 0.9794 0.9773

BL
Text only

mBERTBASE 0.6451 0.7290 0.6788 0.6555
XLM − RoBERTaBASE 0.6769 0.7675 0.7153 0.6783

InfoXLMBASE 0.6863 0.7565 0.7145 0.6918

Multimodal LayoutXLMBASE 0.8143 0.8992 0.8504 0.8170
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4.3. Document Image Classification

To compare document image classification performance, we considered three pre-
trained models on the same KIE task and the CNN model. For a fair comparison, we
selected VGG-16 [39] and InceptionResNet-V2 [40], which are widely used as CNN models
in comparative experiments [28,29]. Table 4 and Figure 6 show the proposed method
and the comparative experimental results. LayoutXLM achieved the highest classification
performance in the SWT dataset but the second-highest classification performance in the
SD dataset. From the perspective of large model size, transformer-based models are much
larger than classical DNN models like VGG-16 and Inception-ResNet-V2, which allows
them to model more complex patterns and relationships in the data. The SWT dataset is
visually similar because each document image contains a table. Consequently, CNN using
only visual features showed an insignificant performance. However, CNN performed
better in the SD datasets with very different visual shapes for each image.

Table 4. Performance of document classification.

Dataset Modality Model Accuracy # Params. Latency (ms)

SWT

Image only VGG-16 0.8711 134 M 70.60
Inception-ResNet-V2 0.8806 56 M 34.08

Text only
mBERTBASE 0.8912 110 M 14.10

XLM − RoBERTaBASE 0.8998 125 M 15.02
InfoXLMBASE 0.9007 110 M 14.48

Multimodal LayoutXLMBASE 0.9829 200 M 38.02

SD

Image only VGG-16 0.9335 134 M 70.60
Inception-ResNet-V2 0.9637 56 M 34.08

Text only
mBERTBASE 0.8882 110 M 14.10

XLM − RoBERTaBASE 0.9041 125 M 15.02
InfoXLMBASE 0.9295 110 M 14.48

Multimodal LayoutXLMBASE 0.9584 200 M 38.02
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We conducted experiments to compare the performance of four transformer-based
models, namely mBERT, XLM-RoBERTa, InfoXLM, and LayoutXLM, and two CNN models,
such as VGG-16, InceptionResNet-V2, on two NLP tasks: KIE and Document Image
Classification. The results showed that LayoutXLM performed the best on the KIE task, with
the highest accuracy and macro-averaged score on all datasets, even after an ablation study
was conducted. LayoutXLM was pre-trained on both text and layout information, which
allowed it to perform well on both text-based and layout-based document understanding
tasks. The results also showed that LayoutXLM had the highest performance on the SWT
dataset in the document image classification task but the second-highest performance in the
SD dataset. We concluded that the use of LayoutXLM can lead to improved performance in
NLP tasks.

In this study, we did not calculate the number of floating-point operations (FLOPs),
an important metric when comparing the efficiency of different models in Table 4. The
number of FLOPs required to run a model can vary depending on the computing power
available, and as technology improves, the number of FLOPs required to run a model can
decrease. However, if the focus of a study is not on comparing the efficiency of different
models, then calculating FLOPs may not be necessary. The efficiency of a model can be
sufficiently known from the number of parameters and the measured latency. Therefore,
if a study focuses on other aspects, it might be okay to avoid counting FLOPs. However,
if the study focuses on comparing the efficiency of different models, FLOPs calculation
would be helpful.

5. Discussion

The study presents a novel approach for the KIE task on scanned document images,
using Korean BRC and BL as fine-tuning datasets. The dataset used for the study consists of
business document images collected between 1 March and 31 August 2022. The text in the
document images was extracted using the NAVER CLOVA OCR engine, and the entities
were labeled for the KIE task. The BRC dataset comprises 252 scanned document images
and 18,326 fully annotated entities, divided into five superclasses and ten subclasses. The
BL dataset consists of 230 scanned document images and 60,610 fully annotated entities,
divided into five superclasses and 18 subclasses. The fine-tuning datasets for the DIC task
were the Korean financial document images on 998 SWT and 1340 SD datasets. An ablation
study was conducted to compare the performance of the four models, namely mBERT,
XLM-RoBERTa, InfoXLM, and LayoutXLM, on the BRC and BL datasets, both with and
without “key” entities labeled.

The results indicate that LayoutXLM outperforms other models in terms of accuracy
and macro-averaged score performance on all datasets, particularly on the BL dataset,
where it achieved a macro-F1 score of 0.8874. This suggests that the proposed method is
effective for text-rich document images. The study conducted an ablation study converting
“key” entities to “other” entities on the BRC and BL datasets to understand the impact
of layout information. In most cases, text-only models on the BL dataset resulted in
a 10% decrease in macro-averaged F1 score and a significant decline in recognition of
“value” labels. However, LayoutXLM maintained a similar macro-averaged F1 score
despite excluding “key” labels and only had a 1.5% decrease in recognition of “value”
labels. This suggests that assigning labels to “key-value” pairs is beneficial for document
understanding, especially in documents with key-value pairs like the BRC and BL datasets.
LayoutXLM also achieved the best performance in the DIC task on two more datasets, 998
SWT and 1340 SD.

Strengths of the proposed solution include:

1. The proposed NLP solution utilizes state-of-the-art transformer-based models pre-
trained on massive text data, making it highly effective for fine-tuning with task-
specific data. This provides enhanced results in NLP tasks, thanks to the vast amount
of text data used in pretraining the models.
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2. Using XLM-RoBERTa and InfoXLM, pre-trained on diverse languages, improves
performance in cross-lingual and multilingual NLP tasks. The wide range of languages
used in pretraining helps the models understand and process different linguistic
structures, resulting in better results in NLP tasks.

3. InfoXLM stands out due to its ability to incorporate structured data in its pretraining
process, making it well-suited for text-based and structured data-based NLP tasks.
This approach, which involves fine-tuning a dataset for the DIC task, is particularly
effective in categorizing financial document images.

4. The ablation study extensively analyzes the performance of four different models (i.e.,
mBERT, XLM-RoBERTa, InfoXLM, and LayoutXLM) with and without labeled “key”
entities, emphasizing the importance of these labels for the KIE task. The study results
show that the presence of labeled entities significantly improves the performance of
the models in KIE tasks.

5. Using a fine-tuning dataset for the DIC task guarantees that the proposed solution
is optimal for categorizing financial document images. The fine-tuning process al-
lows the models to adapt to the specific characteristics and requirements of financial
document images, resulting in more accurate categorization.

6. Comparing multiple pre-trained models to comprehensively evaluate each model’s
performance in the KIE and DIC tasks. This enables selecting the best-performing
model for each task, ensuring that the optimal model is used for each specific NLP task.

The limitations of this study are as follows:

1. The study was confined to four pre-trained models, namely mBERT, XLM-RoBERTa,
InfoXLM, and LayoutXLM, for the KIE task, and the findings may vary for different
models. Therefore, it would be helpful to test various models to determine if they
perform better on the KIE task.

2. The study only evaluated the performance of pre-trained models, and examining
models trained from scratch would provide valuable insights. The ablation analysis
was restricted to replacing “key” entities with “other” entities, but examining the
effect of further modifications could yield informative results.

3. The study did not consider the efficiency of the models in terms of FLOPs, a crucial
metric in model comparison. The models’ performance was only tested on the KIE
task, and evaluating their performance on additional NLP tasks would be informative.

4. The scalability and performance of the models on larger datasets were not considered
in the study. The document image classification experiment was limited to two
datasets, and including a more significant number of datasets would provide a more
robust evaluation.

5. The study’s findings were limited to Korean language company registration certifi-
cates and financial document images and may not be generalizable to other document
images or languages. The conclusions were based on a limited number of studies, and
further validation through repetition is necessary.

6. The interpretability of the models should have been analyzed, which is a critical
factor when interpreting the results. The models’ resilience to noise or data corruption
was also not evaluated, and it would be valuable to assess their performance in
such scenarios.

Future research directions include:

1. We will expand the study to include other types of document images and languages
to increase the generalizability of the results. This can include different documents,
such as legal or medical documents, as well as non-Korean languages.

2. We will evaluate other pre-trained models to see if they perform better or worse
than the models used in this study. This can include testing new models as they are
released and comparing their results to the four models used in the study.
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3. We will consider other information extraction tasks to see if the proposed method is
effective for other tasks. This can include evaluating the method’s performance on
tasks such as named entity recognition or relationship extraction.

4. We will investigate the use of the proposed method in real-world applications, such
as document management systems or financial data analysis. This can help determine
the practicality and utility of the method in industry settings.

5. We will investigate combining the proposed method with OCR/data validation to
enhance system performance. We will also analyze model interpretability and assess
resilience to noise/data corruption for accurate results interpretation.

6. Conclusions

This study proposed a multimodal approach-based IDP framework that combines
a pre-trained deep learning model with traditional RPA used in banks for KIE from real-
world Korean financial document images. First, we used RPA to take the document
image through the database and encode it. Then, document image classification and KIE
tasks were performed using the fine-tuned LayoutXLM model. The proposed method’s
performance was compared during the experiment by applying various state-of-the-art
language models such as XLM-RoBERTa and InfoXLM. We conducted an ablation study,
which involves labeling document images in which all “key-value” pairs of information
to be extracted are written. The experimental results demonstrated that the multimodal
approach-based VrDU pre-trained model outperformed the language models in terms of
the accuracy of the KIE and document classification, which require automation in banks.
The ablation study showed that labeling both “key-value” pairs increased the accuracy in
all comparative experiments and was up to 10% better than labeling only values.

Although our method has a superior document comprehension level, there are cases
where the token classification performance is unsatisfactory because there are few Korean
document images in the pre-trained data. In future studies, we will collect any financial
document images and pre-train them to solve this problem. We also plan to address the
approaches and challenges to applying this system to languages other than Korean.
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