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Abstract

:

This study proposes a solution for Active Simultaneous Localization and Mapping (Active SLAM) of robots in unknown indoor environments using a combination of Deep Deterministic Policy Gradient (DDPG) path planning and the Cartographer algorithm. To enhance the convergence speed of the DDPG network and minimize collisions with obstacles, we devised a unique reward function that integrates exploration and exploitation strategies. The exploration strategy allows the robot to achieve the shortest running time and movement trajectory, enabling efficient traversal of unmapped environments. Moreover, the exploitation strategy introduces active closed loops to enhance map accuracy. We conducted experiments using the simulation platform Gazebo to validate our proposed model. The experimental results demonstrate that our model surpasses other Active SLAM methods in exploring and mapping unknown environments, achieving significant grid completeness of 98.7%.
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1. Introduction


Simultaneous Localization and Mapping (SLAM) [1] is a set of approaches in which a Robot Operating System (ROS) robot [2] autonomously localizes itself and simultaneously maps the environment while navigating through it. Localization and mapping are important components of SLAM. Localization involves estimating the robot’s pose in relation to the surrounding environment. It also involves determining the robot’s position and orientation in real time as it moves through space. Mapping focuses on creating an accurate representation of the environment using data from some sensors, like 2D LiDAR [3], inertial measurement units (IMUs) [4], and vision cameras [5]. These sensors provide perception information for the robot to comprehend its surroundings and construct a comprehensive map. Many techniques have been used to solve the SLAM problem, such as the extended Kalman filter (EKF) [6], scan-matching SLAM [7], and the particle filter [8]. These techniques have many limitations, such as complexity, data association ambiguity, and the quadratic cost of computing a joint map covariance matrix. Montemerlo et al. proposed the Fast SLAM method [9], which integrates the EKF and particle filter techniques. This method has limitations, such as sample impoverishment and particle depletion issues. To address these issues, Grisetti et al. proposed the grid mapping (Gmapping) approach to perform resampling operations selectively, effectively mitigating the problem of particle depletion [10]. However, the Gmapping algorithm can only maintain reliable accuracy in simple, low-feature indoor environments. The Gmapping method requires more particles in the mapping for larger and more complex environments, which results in increased calculation. Furthermore, the absence of closed-loop detection can cause cumulative errors, leading to deviations in mapping accuracy [11]. The Cartographer algorithm is an open-source Graph SLAM method developed by Google [12] that introduces a closed-loop detection link in the back-end module. Hess et al. proposed a real-time closed-loop detection method based on the Cartographer algorithm which employs the branch and bound method to conduct a systematic search and progressively refine the search space.



Active SLAM aims to address the challenge of optimal exploration in unknown environments by proposing a path planning strategy that generates actions to reduce map and pose uncertainty [13]. Alongside the localization and mapping, the path planning module plays a vital role in the Active SLAM framework. Traditional path planning algorithms, such as frontier-based exploration [14], rapidly exploring random tree (RRT) [15], the dynamic window approach (DWA) [16], A-star (A*) [17], and Dijkstra [18], were integrated into the robot with SLAM methods to implement Active SLAM. Carlone et al. proposed an application of Kullback–Leibler divergence to evaluate the particle filter SLAM posterior approximation [19]. This metric is applied to define the expected information from a policy, which allows the robot to decide between exploration and place-revisiting actions autonomously. Trivun et al. proposed a hybrid control-switching exploration method for Fast SLAM as the back end [20]. The method utilizes a frontier-based exploration technique with A* as the global planner and the DWA reactive algorithm as the local planner. Like this method, Michal et al. used A* to complete path planning but adopted the EKF-SLAM algorithm to complete the mapping [21]. However, their approach does not allow for searching for an optimal path and relies on greedy criteria for selecting the frontier to be visited. To reduce the Active SLAM computational complexity, Placed et al. treated the underlying graph as an estimation Open Karto SLAM problem and proposed a new method of computing the D-optimality criterion over the reduced weighted graph Laplacian matrix [22]. They then used the Dijkstra method to implement path planning. Suresh et al. focused on volume exploration in underwater environments by using multi-beam sonar. To ensure efficient path planning, the authors selected revisit actions based on pose uncertainty and sensor information gain, in combination with the RRT algorithm [23].However, due to random characteristics, it was impossible to completely detect all unknown areas within a limited time.



Recently, researchers have applied reinforcement learning (RL) algorithms to Active SLAM tasks, such as Deep Q-Networks (DQN) [24], Advantage Actor–Critic (A2C) [25], and Dueling Double DQN (D3QN) [26]. Chen et al. trained DQN and A2C agents by incorporating the underlying SLAM pose graph through Graph Neural Networks (GNNs) [27]. In their study, they integrated DRL with exploration graphs to develop policies considering the map’s uncertainty, surpassing the performance of random and nearest frontier agents. The authors demonstrated successful generalization results in state spaces with higher dimensions. However, it is important to note that the experiments conducted in that study utilized a simulation environment consisting of a basic grid world. This environment did not involve any obstacle avoidance tasks; therefore, there was no need to employ a SLAM method. Juna et al. presented an open-source Active SLAM framework that leverages the Graph SLAM system [28]. The framework uses fast utility computation by exploiting and implementing path planning through DQN. Castellanos et al. used the D3QN to explore the unknown environment and designed a reward function based on uncertainty to speed up network training [29]. The integration of the DQN algorithm into Active SLAM methods enhances the autonomy and intelligence of the robot in path planning. The above algorithms can only handle discrete action space problems. For example, when the robot is in a certain state (position), it can obtain different rewards by taking different actions (up, down, left, and right). However, it is important for robots to have a continuous movement and action space while exploring unknown areas. Additionally, most RL methods primarily concentrate on the exploration phase of robot SLAM and overlook the exploitation process.



An essential aspect of the exploitation is the ability to continuously optimize the representation of known areas of the environment, achieved by the robot actively exploiting previously explored areas. It improves mapping accuracy and reduces uncertainties about the robot’s position and environmental characteristics. Additionally, the exploitation phase helps the robot identify and correct drawing errors or inaccuracies that arise during exploration. The system can adapt to environmental changes by revisiting and refining existing maps and ensuring a consistent and reliable representation. Table 1 summarizes the differences between our approach and other mentioned methods.



In this work, we propose an Active SLAM framework based on the DDPG and Cartographer for efficiently exploring and building maps based on robot-borne environmental sensor readings and information from SLAM algorithms, such as pose estimation and map integrity. The main contributions of this study are as follows:




	
The exploration- and exploitation-driven reward function is proposed, which depends on the locations visited by the robot as well as its movement trajectories, allowing the strategy to be quickly learned and generalized to other complex environments without training.



	
The DDPG algorithm is proposed for robot path planning based on the exploration- and exploitation-driven reward function. Compared to other methods, the DDPG excels in representing continuous motion and action spaces, enabling the robot to move at higher speeds and with smooth movement.



	
The Active SLAM framework is proposed based on the DDPG, which simultaneously focus on robotic exploration and exploitation. In comparison to existing reinforcement learning-based methods, our proposed method enhances the completeness of SLAM maps.








This paper is organized as follows: Section 2 introduces the background information regarding reinforcement learning and SLAM, and Section 3 presents the proposed approach. Then, Section 4 details the experimental design and presents the results. Finally, Section 5 sets out the conclusions.




2. Background


2.1. Reinforcement Learning (RL)


Reinforcement learning (RL) is a machine learning (ML) branch that focuses on learning sequential decision making processes. The agent, also the decision maker, interacts with the environment to learn the best way to behave. This interaction can be represented as a Markov decision process (MDP) [30]. An MDP that combines Markov decision theory with dynamic programming (DP) is a straightforward and mathematically idealized form of RL problems. This framework allows for the concise representation of essential features of RL with only a few characteristics.



In general, an MDP is defined as a four-tuple   M =   S , A , P , R     [31], where   S   is a finite set of states that an agent can be while in the environment;   A   is a set of agent actions that an agent can take while in a state   s ∈ S  ;   P   is a transition probability, since the actions are considered part of a probability distribution that represents distribution over the possible resulting state by taking a specific action while in a given state   s ;   R   is a reward function, associated with a state transition by taking a specific action   R (   S   t   ,   a   t   ,   S   t + 1   )  . More specifically, for a particular action   a ∈ A   in a current state   s ∈ S  , the probability of transferring to a subsequent state     s   ′     occurring at time   t   can be expressed as follows:


  P   s , a ,   s   ′     = P     s   ′     s , a   = P (   S   t + 1   =   s   ′   |   S   t   = s ,   A   t   = a )  



(1)








2.2. Deep Deterministic Policy Gradient (DDPG)


Value-based deep RL methods, such as DQN, and their variants have been developed. However, these methods are limited to handling discrete and low-dimensional action spaces. Continuous high-dimensional action spaces are common in Active SLAM tasks, particularly in path planning control tasks.



Lillicrap proposed the Deep Deterministic Policy Gradient (DDPG) algorithm [32], which utilizes a policy gradient method to optimize the policy directly. This approach is suitable for problems that involve a continuous action space. Unlike the random strategy represented by the probability distribution function at     a   t   =   π   θ   (   s   t   |   θ   π   )  , DPG utilizes a deterministic policy function at     a   t   = μ (   s   t   |   θ   μ   )  . Additionally, it employs a convolutional neural network to simulate the policy and   Q   functions. It learns from the experience replay and target network in the DQN to stabilize the training and ensure high sample utilization efficiency. The Q network is gently updated by gradient ascent, where   K   samples from the experience pool are randomly selected. The loss function of the   Q   network is defined as follows:


  L =   1   K     ∑  i      (   y   i   − Q (   s   i   ,   a   i   |   θ   Q   ) )   2      



(2)




where     y   i   =   r   i   + γ   Q   ′       s   i + 1   ,     μ   ′   ( s   i + 1       θ     μ   ′       |   θ     Q   ′     )   indicates the expected value. The unbiased estimate of the policy network gradient is obtained as follows:


  ∇   θ   μ   J ≈   1   k     ∑  i      ∇   a   Q (  s , a  |    θ   Q    )     |   s =   s   i   , a = μ     s   i         ∇     θ   μ     μ ( s |   θ   u   )   |     s   i      



(3)








2.3. Cartographer SLAM Method


Cartographer can be viewed as consisting of two separate but related subsystems [12]. The first subsystem is the local SLAM, the frontend or local trajectory builder, as shown in Figure 1. Local SLAM incorporates a new scan into its ongoing submap construction by matching the scan with an initial guess obtained from the pose extrapolator. The pose extrapolator is designed to utilize sensor data from multiple sensors and the range finder to predict the optimal location for inserting the next scan into the submap. The primary objective of the pose extrapolator is to construct a sequence of submaps that maintain local consistency. Nonetheless, local SLAM may encounter drift over time.



While the local SLAM algorithm generates a sequence of submaps, a global optimization task, commonly known as ‘the optimization problem’ or ‘sparse pose adjustment’, runs in the background. Its purpose is to rearrange the submaps in such a way that they form a coherent global map. This optimization task is responsible for adjusting the currently constructed trajectory to align the submaps accurately, especially considering loop closures.





3. Methodology


3.1. Proposed Framework for Active SLAM


An Active SLAM framework based on the DDPG is proposed in this study to explore unknown indoor environments and build maps autonomously. The combination of the DDPG for path planning and the Cartographer SLAM method is strengthened to construct maps in the most efficient way, as illustrated in Figure 2. In order to achieve this, two key aspects of reinforcement learning are focused on: reward functions and state spaces. For the reward function, an exploration- and exploitation-driven reward strategy is designed to encourage the robot to autonomously explore unknown areas and revisit traversed areas to improve map accuracy. The state space is further defined to enhance the mapping of indoor and unknown environments. The detailed steps of the framework are as follows:








	
The local SLAM module takes input from LiDAR data, IMU data, and robot motion control commands. These inputs construct a map of the robot’s local environment and estimate its trajectory. The global SLAM algorithm is responsible for merging maps from different local SLAM sessions to create a globally consistent map. It considers the correlation between multiple local maps and the transformation of the robot’s pose across different local maps. The loop closure module performs loop closure operations, such as adjusting the robot’s pose or optimizing the entire map, to minimize errors caused by loops and ensure map consistency.



	
The neural network’s parameters are initialized. The actor chooses the action based on the behavior policy. Random noise is appended to the action chosen by the policy network. The action     a   t     is subsequently transmitted to the environment for its execution.



	
The proposed BEE reward algorithm utilizes sensor data and map information from the SLAM stage. This valuable information assists the reward function in accurately describing the current state     s   t     of the agent (robot).



	
After the environment has executed the action, return to reward     r   t     and new state     s   t + 1     are achieved.



	
The actor stores the state transition   (   s   t   ,   a   t   ,   r   t   ,   s   t + 1   )   in the replay memory as the training set of the online network.



	
The DDPG creates two copies of neural networks for the policy and the Q networks, respectively: the online and target networks. The update method of the policy network is as follows:


        o n l i n e : Q   s , a     θ   u     ,   g r a d i e n t   u p d a t e     θ   u         t a r g e t : Q   s , a     θ     μ   ′       ,   s o f t u p d a t e     θ     μ   ′           .  



(4)




The Q network update method is as follows:


        o n l i n e : Q   s , a     θ   Q     ,   g r a d i e n t   u p d a t e     θ   Q         t a r g e t : Q   s , a     θ     Q   ′       ,   s o f t u p d a t e     θ     Q   ′            



(5)




  N   transition data are randomly sampled from the replay memory as minibatch training data of the online policy network and online   Q   network. Single transition data are represented by   (   s   i   ,   a   i   ,   r   i   ,   s   i + 1   )  .



	
Critically, the   Q   gradient of the online   Q   network is calculated. The loss of the Q network is defined as follows:


  L =   1   N     ∑  i      (   y   i   − Q (   s   i   ,   a   i   |   θ   Q   ) )   2      



(6)






    y   i   =   r   i   + γ   Q   ′   (   s   i + 1   ,   μ   ′   (   s   i + 1   |   θ     μ   ′     ) |   θ     Q   ′     )  



(7)




The gradient for   L   and     θ   Q     can be obtained:     ∇     θ   Q     L  , where the calculation uses the target policy network     μ   ′     and target Q network     Q   ′    .



	
The online Q is updated and     θ   Q     is updated by using the Adam optimizer.



	
The online policy network is updated and     θ   u     is updated with the Adam optimizer.



	
In the actor, the policy gradient of the policy network is calculated as follows:


  ∇   θ   μ     J   β   ( μ ) ≈   1   k     ∑  i      ∇   a   Q   s , a     θ   Q         |   s =   s   i   , a = ω     s   i         ∇     θ   μ     μ ( s |   θ   u   )   |     s = s   i      



(8)







	
The parameters of the target network adopt the method of soft update:


          θ     Q   ′     ← τ   θ   Q   + ( 1 − τ )   θ     Q   ′             θ     μ   ′     ← τ   θ   μ   + ( 1 − τ )   θ     μ   ′            



(9)













3.2. Proposed Exploration and Exploitation Reward Functions


The selection of the reward function is a crucial aspect of the DDPG-based Active SLAM framework. It should encompass task-specific knowledge that the agent utilizes to learn optimal actions     a   t    . In this case, the action of the agent includes the linear velocity   v   and the angular velocity   ω   of the robot. We proposed the following three reward functions: grid completeness, exploration, and exploitation.



3.2.1. Grid Completeness Reward


A grid completeness reward function is the first straightforward option for learning to map an unknown environment. The objective of SLAM in robotics is to construct and update a map of an unexplored environment by using equipped sensors, such as 2D LiDAR. The map constructed by the robot through LiDAR is a two-dimensional grid map represented by a grid composed of grids. The grid can store different values representing different meanings, as shown in Figure 3. White represents a free, passable area with a stored value of 0. Black represents an occupied, non-passable area with a stored value of 100. Gray represents an unknown area, where it is not explored whether the grid is passable, with a stored value of −1. In the ROS, an occupancy map is provided that depicts the occupied and unoccupied areas of a given environment. The grid completeness     M   c     is naturally defined as follows:


  M = λ   ο + u ο   Χ    



(10)







The number of unoccupied cells in the occupancy grid map are represented by   u ο  , while the number of occupied cells are represented by   ο  .   Χ   denotes the total number of cells. Additionally, there is a scaling factor, denoted as   λ  , between 0 and 1. This scaling factor,   λ  , is determined based on the actual area of the environment to be explored. Due to small mapping errors, the map is rarely completed exactly at 100%. Therefore, we set the     M   c     threshold to 95% to ensure that such a condition is never not reached. The function is defined as follows:


    r   1       s   t     =         r   m a p d o n e   ,     i f   M ≥ 95 %         r   c r a s h   ,     i f   d i s ≤   L   m i n           M   t   −   M   t − 1   ,     o t h e r w i s e          



(11)




where     r   m a p d o n e     is a positive scalar when the map is completed at a certain threshold, indicated by 95%, depending on a scaling factor   λ  . The scalar     r   c r a s h     is negative if a terminal collision state is reached, meaning that a collision occurs. If the robot reaches a collision state, the scalar     r   c r a s h     is negative, indicating that the distance (  d i s  ) between the robot and the obstacle is less than the minimum LiDAR detection distance     L   m i n    . This situation implies that a collision is imminent. Additionally, this term is proportional to the difference in grid completeness between the current and previous time steps, where     M   t     is the completeness at time   t   and     M   t − 1     is the completeness at time   t − 1  .




3.2.2. Exploration Reward


We propose a reward function based on exploration to motivate the robot to actively explore unknown environments, particularly areas where the LiDAR did not detect obstacles in the previous moment. Assuming the current time is   t  , we obtain the scan data     ο   i   t − 1     of LiDAR at the previous time   t − 1  , stored in the ROS topic: /scan.     ο   i , i = [   0   °   ,   1   °   , ⋯   359   °   ]   t − 1     contains the distance (m) measured by the laser to obstacles at different angles within the 0° to 359° range, as shown in Figure 4a. The robot identifies the surrounding walls in the last position,     P   t − 1    , and represents them on the map as a red point cloud. When an obstacle is beyond the radar’s sensing range, the corresponding data in     ο   i   t − 1     are represented as   I n f  , such as     ο     88   °     = i n f  . The reward function design for exploration considers the angular range where these values are   i n f  .



The exploration-driven reward function considers these angular ranges   N  , within which these values are   I n f  . At time   t − 1  , the robot takes action     a   t − 1   (   v   t − 1   ,   ω   t − 1   )   and moves to point     p   t    . The change in the robot’s heading angle,   ∆ ϑ  , can be calculated. If (  ∆ ϑ   +      0   °   )   belongs to   N  , a positive reward value is given; otherwise, a negative value is given. Algorithm 1 shows the proposed algorithm process. The exploration reward function is defined as follows:


    r   2       s   t     =       τ ·   |     p   t     x , y   −   p   t − 1     |   2   ,       i f ( 0   °   + ∆ ϑ ) ∈ N       − τ ·         p   t     x , y   −   p   t − 1         2   ,     i f ( 0   °   + ∆ ϑ ) ∉ N          



(12)




where     |     p   t     x , y   −   p   t − 1     |   2     is the distance from the current position     p   t     of the robot at time   t ,   concerning the     p   t − 1     expressed in the robot’s coordinate frame. The discount factor   τ   adjusts the degree of reward and punishment.



	Algorithm 1. The proposed exploration reward.



	Input: ROS topic: /scan; Action:     a   t − 1   (   v   t − 1   ,   ω   t − 1   )  ; Grid completeness:     M   c    

Output: Reward:     r   2    



	/scan ← ROS topic of robot LiDAR information



	/map ← ROS topic of map information



	    ο   i , i = [   0   °   ,   1   °   , ⋯   359   °   ]   t − 1     ← The list of laser scan range values (total 360 data) in the /scan at time   t − 1  



	    p   t     x , y     ← The position of the robot at time   t  



	    p   t − 1     ← The position of the robot at the last time  ,   t − 1  



	  ∆ ϑ   ← Changes in the angle of heading angle when robot moved from     p   t − 1     to     p   t    



	  v   ← Linear velocity of the robot



	  ω   ← Angular velocity of the robot



	    a   t − 1   (   v   t − 1   ,   ω   t − 1   )   ← The agent took action at the last time,    t − 1  

  τ ∈ ( 0,1 )   ← Discount factor



	1.  Initialize scan memory     L   s c a n      



	2.  Initialize the list:   N  



	3.  while     M   c   ≤ 96 %   perform



	4.   Subscribe the topic /scan



	5.   Store the LiDAR scan data with     p   t    :     L   s c a n       ←     ο   i   t    ,     p   t    



	6.   Obtain     ο   i   t − 1     from     L   s c a n      according to   t  



	7.   for   i   ← 0 to 359, perform



	8.    if     ο   i   t − 1   = I n f  , perform



	9.       N   ←   i  



	10.    end



	11.   end



	12.  Calculate   ∆ t   ←   t − ( t − 1 )  



	13.  Set robot motion direction angle at     p   t − 1     to     0   °    



	14.     ∆ ϑ   ←     ω   t − 1   ∗   ∆ t  



	15.   if (    0   °   + ∆ ϑ ) ∈ N  , perform



	16.        r   2     ←   τ ·   |     p   t     x , y   −   p   t − 1     |   2    



	17.  else     r   2     ←   − τ ·   |     p   t     x , y   −   p   t − 1     |   2    



	18.  end



	19.   end









3.2.3. Exploitation Reward


Exploitation, like loop closure, is valuable as a navigating agent since it can be used for efficient exploration. The novel exploitation-driven reward function is proposed to enhance the path planning and behavioral learning process. Unlike the exploration- driven reward function, the design idea of the exploitation reward function is to try to keep the robot away from its original path point during the exploration stage and explore within a certain range. As depicted in Figure 5a, the robot (agent) continuously explores unknown areas by acquiring movement strategies, resulting in a more comprehensive occupation map. Nevertheless, it is unavoidable that the map accuracy may be compromised, leading to small, unmapped areas. Figure 5b illustrates the anticipated trajectory of the robot during the exploration process, wherein it traverses various paths to enhance map accuracy and ensure complete area detection. Algorithm 2 describes the specific calculation process. It focuses on the trajectory denoted as     P a t h       {   p   0   ,   p   1   ,   …   p   t   }  , where     p   t     represents the agent’s position at time t. When the robot successfully moves away from the original waypoint, the reward value will be gradually increased to reinforce this behavior positively. Conversely, the robot takes some penalty value if a previous waypoint is revisited. The exploitation reward function is defined as follows:


    r   3       s   t     =       ρ ·   |     p   t   −   p   t − 1     |   2   ,       i f   |     p   t   −   p   i     |   2   ≥   d i s   m i n         − ρ ·         p   t   −   p   t − 1         2   ,   i f   |     p   t   −   p   i     |   2   ≤   d i s   m i n            



(13)




where     |     p   t   −   p   t − 1     |   2     is the distance from the current position     p   t     of the robot at time   t  , concerning the     p   t − 1     expressed in the robot’s coordinate frame. The discount factor   ρ   adjusts the degree of reward and punishment. The distance threshold between two path points, denoted as     d i s   m i n    , can be adjusted based on the actual environmental conditions.



	Algorithm 2. The proposed exploitation reward.



	Input: ROS topic: /map, /pose; Action:     a   t − 1   (   v   t − 1   ,   ω   t − 1   )  ; Grid completeness:     M   c    

Output: Reward:     r   3    



	/map ← ROS topic of map information



	/pose ← ROS topic of robot position information



	    l   t     ← Loop closure label



	    d i s   m i n     ← Minimum distance values



	    p   t     ← The position of the robot at time   t  



	  v   ← Linear velocity of the robot



	  ω   ← Angular velocity of the robot



	    a   t − 1   (   v   t − 1   ,   ω   t − 1   )   ← The agent took action at the last time  ,   t − 1  

  ρ ∈ ( 0,1 )   ← Discount factor



	1.  Initialize path memory     P a t h       {   p   0   ,   p   1   ,   … }  



	2.  Subscribe the topic: /pose



	3.  Store the position data:     P a t h       { }   ←     p   t    



	4.  while     M   c   ≥ 96 %   perform



	5.   for   i   in   P a t h   perform



	6.    if     |     p   t   −   p   i     |   2   ≥   d i s   m i n    , perform



	7.         r   3     ←   ρ ·   |     p   t     x , y   −   p   t − 1     |   2    



	8.    else     r   3     ←   − ρ ·   |     p   t     x , y   −   p   t − 1     |   2    



	9.   end



	10.  end



	11. end








In addition, the reward function of the agent’s state     s   t     at   t   is defined as follows:


  R     s   t     = α     r   1       s   t     + β     r   2       s   t     + γ     r   3       s   t      



(14)




where   α  ,   β ,   and   γ   are scalar weighting factors for the three reward terms     r   1       s   t      ,     r   2       s   t      , and     r   3       s   t      .





3.3. State and Action Spaces


The DDPG is chosen as the path planning algorithm for determining the robot’s velocity commands (linear and angular velocities) to navigate to target locations without colliding with obstacles. In particular, the linear velocity is a continuous function limited in the range [0, 1] to allow for only forward motion (no backward), and the angular velocity is a constant function specified in the range [−1,1] to allow for right and left rotations. The state vector st is composed of 180 LiDAR data points of the 360-degree range   ο  , the action chosen at the previous time step     a   t − 1    , and the current occupied map   m  . The state vector is defined as shown in Equation (20).


    s   t   = [ ο ,   a   t − 1   , m ]  



(15)









4. Simulation Results


4.1. Simulation Setup


The experiments are performed in a 3D simulation environment, using the Robot Operating System (ROS) 3D visualizer (Rviz) [33] and the Gazebo simulator [34], with a differential drive mobile robot (TurtleBot 3) [35] equipped with     360   ∘     laser range scanner (LiDAR) and wheel odometry. The LiDAR range is between   0.12   m   and   3.5   m  . The experiments are conducted on an Ubuntu 20.0 machine with ROS Noetic. Additionally, the ROS allows for easy integration with different SLAM packages and the Cartographer package [12] that is used in this research. The reinforcement learning algorithm is written in Python 3.8 using the TensorFlow 2.2 library to construct and train the neural networks and OpenAI Gym for the reinforcement learning environment.



4.1.1. Environment Setup


In order to evaluate the proposed DDPP-based Active SLAM scheme, several environments were simulated in Gazebo, as shown in Figure 6. The TurtleBot3 starts at its initial point before taking any action. The blue line segment represents the scanning range of the robot’s LiDAR. Figure 6a–c illustrate different indoor environments: Env-1 (length: 5.5 m; width: 4 m), Env-2 (length: 10.5 m; width: 7 m), and Env-3 (length: 15 m; width: 9 m). Among these environments, the one shown in Figure 6c is the most complex as it consists of multiple rooms, which challenges the robot’s path planning ability. Figure 6d–f depict the preliminary SLAM map created by the robot prior to its movement.




4.1.2. Decision Making Module


Decision making was performed via DRL using the Deep Deterministic Policy Gradient (DDPG). The DDPG can handle the robot’s continuous movement and action space and is more suitable for exploring Active SLAM. During the model’s training, we implemented a stochastic policy gradient with the Adam optimizer [36] to train the critic and actor networks. The actor network used a learning rate of     10   − 3    , while the critic network was updated using a learning rate of     10   − 4    . To prevent overfitting, we included L2 regularization with a coefficient of     10   − 2     when training the critic network. Moreover, we employed a discount factor of   γ = 0.99   and set the target update rate to   τ = 0.001  . To incorporate random noise, we utilized the Ornstein–Uhlenbeck process with parameter σ.     B   s i z e   = 64   is the number of samples obtained in one training stage. During a training/testing stage, the robot passes through several episodes. In each episode, the robot moves until it collides with an obstacle (closer than a defined threshold of 0.12 m) or consumes 1000 steps (C). The agents were trained in Env-2, which has a height of 10.5 m and a width of 7.0 m. The training involved a total of   6 ×   10   6     time steps (  Τ  ) and a maximum of 2000 steps per episode. The complete list of parameter values used in the DDPG can be found in Table 2.





4.2. Evaluation Index


Evaluation index for SLAM map: A comparative analysis of the accuracy and quality of maps generated by SLAM algorithms was conducted using full reference image quality assessment (FR-IQA). The reference image (ref) is the map created when we manually control the robot’s movement. The robot is manually controlled to navigate different environmental areas at a low and constant speed, ensuring repeated traversals to enhance the mapping accuracy through closed-loop detection of the SLAM algorithm. The FR-IQA methods used were Mean Square Error (MSE) [37], Peak Signal-to-Noise Ratio (PSNR) [38], and the Structural Similarity Index Measure (SSIM) [39]. The SSIM is a metric commonly used to compare two maps of the same size, for example, in terms of length and width. It calculates the mean, variance, and covariance of cell intensities from a given image. The SSIM values range from −1 to +1, where a value of +1 indicates that the two maps are identical.



Evaluation index for path planning: The ability to plan a path is crucial in evaluating Active SLAM. One fundamental metric is path length, with shorter paths being preferable. Another critical factor is running time, especially in quick decision making scenarios. Additionally, it is important to consider the training efficiency of reinforcement learning algorithms. By comprehensively evaluating these indicators, we can better understand the performance of the path planning algorithm in different application scenarios. We used the Evo toolbox to provide detailed comparisons to visualize the robot’s trajectory in various scenarios. We design the cost function to consider both the energy consumption of the robot when it moves (measured in Joules) and the area of the environment that the robot effectively maps (measured in square meters). The cost function is defined as follows:


  C o s t =   E   A     (   J  /    m   2     )    



(16)






  A = G r i d   C o m p l e t e n e s s   %   · T h e   t o t a l   a r e a     m   2        



(17)






  E = 0.5 ·   p a t h   l e n g t h   m   · 1 J     J  /  m     + 0.5 · r u n n i n g   t i m e   s   · 2 J (   J  /  s   )  



(18)




where the area (  A  ) of the successfully mapped environment is determined by the total area of the simulated scenario and the actual grid completeness. Energy consumption (E) is divided into two parts. The robot consumes 1 J for every 1 m it moves and 2 J for every 1 s it moves.




4.3. Evaluation Results


We compared the proposed approach to two different Active SLAM methods, which use frontier detection-based exploration (FD) [19] and D3Qn- and D-opt-based SLAM (DDS) [29] in three simulation environments: Env-1, Env-2, and Env-3.



4.3.1. Comparison of Training Results


To compare the training performance of RL agents, we analyzed the collision rate concerning the number of episodes. The calculation formula of collision rate is as follows:


  C o l l i s i o n   r a t e =     N   c       T   E     × 100 %  



(19)




where     N   c     represents the number of collisions that occurred during training.     T   E     represents the total number of episodes performed during training. The formula gives a percentage representing the average collision rate per episode during training. The training results of the DDS algorithm and our proposed algorithm, which both utilize reinforcement learning neural networks, were compared. The results are presented in Figure 7.



In Figure 7, the red line represents an agent trained with the DDS algorithm. This agent aims to minimize collisions during training, as it is penalized after collisions have occurred. As a result, its collision rate gradually decreases to 0.2 after 4000 training episodes. On the other hand, the agent trained using our proposed algorithm consistently achieves a collision rate below 0.2 within 3600 training episodes, indicating superior training performance. Our reward function emphasizes exploration and exploitation, motivating the agent to explore the environment, navigate open areas, and avoid getting stuck in local minima. Furthermore, agents trained using our proposed method demonstrate higher robustness and generalization capabilities throughout the training process, as evidenced by their ability to reduce collision rate fluctuations consistently.




4.3.2. Comparison of SLAM Results


We applied four methods for the SLAM mapping task in three scenarios: Env-1, Env-2, and Env-3. The first method involved manually controlling the robot to explore all unknown areas without considering the time cost, as shown in Figure 8a. The SLAM image obtained through manual control exhibited clearer and more accurate edges. The remaining three methods were Active SLAM methods. The FD method guided the robot to explore the edges of both known and unknown areas. However, in complex scenarios like Env-3, the particle-based SLAM method led to increased computational load and decreased map accuracy, as confirmed in Table 3. DDS and our proposed method utilized reinforcement learning models to train robots (agents) to find optimal paths and employed SLAM algorithms for autonomous mapping. In Env-2 and Env-3, the graph generated by the DDS algorithm was not fully complete, indicating that the robot did not effectively explore all unknown areas.



In contrast, our proposed method generated graphs that resembled those produced through manual control. The reference image was also generated under manual control, while the evaluated images were generated using various algorithms. The specific values are presented in Table 3.



Our proposed algorithm achieved the best MSE value of 0.3 through comparison with other methods in the Env-1 environment. In the more complex Env-3 environment, it also exhibited the highest SSIM value of 0.64, indicating a relatively high accuracy for the SLAM results.




4.3.3. Comparison of Robot Trajectories


Agents (robots) were evaluated in three environments: Env-1, Env-2, and Env-3. The results of the robot operating in these environments are presented in Table 4. The mappings in Env-2 and their respective generated paths are illustrated in Figure 4, while Figure 9 shows the mappings in Env-1 and their respective generated paths. Additionally, Figure 10 displays the mappings in Env-2 and their respective generated paths. In each map, the blue line segment represents the actual movement trajectory of the robot. It is important to note that our proposed algorithm consists of two key stages: exploration and exploitation. During the exploration phase, the robot extensively traverses unknown areas to increase the rate of map exploration. In the exploitation phase, the robot focuses on untraversed areas to improve grid completeness further. Firstly, our exploration phase outperforms path length, time, and grid completion. In Env-1 and Env-2, compared to the MC, FD, and DDS methods, the average path length of our exploration phase is reduced by 15.5% and 23.4%, respectively, and the time is reduced by 20.6% and 13.9%. Moreover, the grid completion levels increased by 0.8% and 1.9%, respectively.



Secondly, our exploitation phase significantly enhances grid completeness. Compared to the exploitation stage of other algorithms, our method achieves average improvements of 2.5%, 3.7%, and 6.5% in grid completeness for Env-1, Env-2, and Env-3, respectively. Furthermore, when the map is larger and more complex, such as in Env-3, as shown in Figure 11, our proposed method enables the robot to cover a distance of only 111.8 m during the exploration phase, achieving a grid completeness that is 11.1% higher than that of the DDS method. Grid completeness was further improved during the exploitation phase. The cost value in Table 4 compares the energy consumption of a robot exploring unknown areas using various algorithms. The results show that our proposed algorithm effectively reduces the energy consumption of the robot. For example, the robot only consumes 15.2 J of energy per square meter of the explored area in Env-3. In Env-1 and Env-2, energy consumption is also notably lower compared to other algorithms.






5. Conclusions


This study proposes a novel solution for Active Simultaneous Localization and Mapping (Active SLAM) that allows robots to effectively navigate and map unknown indoor environments. This solution utilizes a combination of Deep Deterministic Policy Gradient (DDPG) path planning and the Cartographer algorithm. The key to this method is a unique reward function, which integrates exploration and exploitation strategies to accelerate network convergence and minimize collisions with obstacles. The experimental results demonstrate that this innovative methodology surpasses other Active SLAM methods in exploring and mapping unknown environments, achieving an impressive grid completion rate of 98.7%. These outcomes validate the effectiveness of the novel approach, highlighting its advantages in improving map accuracy and traversal efficiency. In future work, we will continue to improve the reinforcement learning network strategy and apply the mapping results to autonomous navigation.
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Figure 1. Flow chart of the Cartographer method. 
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Figure 2. Algorithm flow chart of the DDPG-based Active SLAM framework. 
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Figure 3. Example of SLAM results: occupancy grid map and composition. 
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Figure 4. Example of robot LiDAR scanning. (a) Laser point cloud and angle. (b) Robot’s LiDAR scanned results at the last moment and with a changed heading angle. 
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Figure 5. Example of different trajectories during robot exploration and exploitation process. (a) Robot exploration trajectory. (b) Robot exploitation trajectory. 
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Figure 6. The environment is simulated in Gazebo, and the initial map is produced in Rviz. A TurtleBot3 robot is used as the platform. 
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Figure 7. Evolution of the collision ratio with the number of training episodes. 
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Figure 8. SLAM maps were built for three environments by manually controlling and using different Active SLAM methods using Rviz software. (a) Manually controlled (MC). (b) Frontier detection-based exploration (FD). (c) D3Qn- and D-opt-based SLAM (DDS). (d) The proposed method. 
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Figure 9. Comparison of movement trajectories (blue line) during robot mapping for different methods in Env-1 using Rviz software. (a) Manually controlled (MC). (b) Frontier detection-based exploration (FD). (c) D3Qn- and D-opt-based SLAM (DDS). (d) The proposed method. 
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Figure 10. Comparison of movement trajectories (blue line) during robot mapping for different methods in Env-2 using Rviz software. (a) Manually controlled (MC). (b) Frontier detection-based exploration (FD). (c) D3Qn-and D-opt-based SLAM (DDS). (d) The proposed method. 
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Figure 11. Comparison of movement trajectories (blue line) during robot mapping for different methods in Env-3 using Rviz software. (a) Manually controlled (MC). (b) Frontier detection-based exploration (FD). (c) D3Qn- and D-opt-based SLAM (DDS). (d) The proposed method. 
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Table 1. Comparison between our approach and other Active SLAM methods.
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Reference

	
Active SLAM

	
Reward

Design

	
Focus on

Exploration

	
Focus on

Exploitation




	
SLAM Method

	
Path Planning Method






	
Carlone et al. [19]

	
Particle filter

	
Frontier-based

exploration

	
-

	
√

	
-




	
Trivun et al. [20]

	
Fast SLAM

	
A*,     D W A   1    

	
-

	
√

	
-




	
Michal et al. [21]

	
EKF SLAM

	
A*

	
-

	
√

	
-




	
Placed et al. [22]

	
Open Karto

	
Dijkstra

	
-

	
√

	
-




	
Suresh et al. [23]

	
Graph SLAM

	
     R R T     2     

	
-

	
√

	
-




	
Chen et al. [27]

	
-

	
    D Q N     3    ,    G N N     4    

	
T-opt

	
√

	
-




	
Juna et al. [28]

	
Graph SLAM

	
DQN

	
D-opt

	
√

	
-




	
Castellanos et al. [29]

	
Gmapping

	
     D 3 Q N     5     

	
D-opt

	
√

	
-




	
Ours

	
Cartographer

	
     D D P G     6     

	
     E E     7       

	
√

	
√








1 Dynamic window approach.1 Dynamic window approach. 2 Rapidly exploring random tree. 3 Deep Q-Networks. 4 Graph Neural Network. 5 Dueling Double Deep Q-Networks. 6 Deep Deterministic Policy Gradient. 7 Exploration and Exploitation.













 





Table 2. Hyperparameters of the DDPG.
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	Parameter
	Description
	Value





	   O p t   
	Adam optimizer
	ADAM



	     L r   a c t o r     
	Learning rate for actor network
	     10   − 3     



	     L r   c r i t i c     
	Learning rate for critic network
	     10   − 4     



	     L 2   r e     
	L2 regularization coefficient
	     10   − 2     



	   γ   
	Discount factor
	0.99



	   τ   
	Target network update
	0.001



	   σ   
	OU random noise
	0.15



	     B   s i z e     
	Batch size
	64



	   Τ   
	Total time steps
	   6 ×   10   6     



	C
	Collision threshold (m)
	1000



	     S t e p   m a x     
	Maximum steps per episode
	2000










 





Table 3. The quality comparison of SLAM map in three environments. The reference image is generated by manually controlling the robot.
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Scenarios

	
Methods

	
MSE

	
PSNR (dB)

	
SSIM






	
Env-1

	
     M C     1     

	
0

	
Inf

	
1




	
     F D     2     

	
0.55

	
25

	
0.63




	
     D D S     3     

	
0.51

	
26

	
0.72




	
Ours

	
0.30

	
37

	
0.88




	
Env-2

	
     M C     1     

	
0

	
Inf

	
1




	
     F D     2       

	
0.61

	
20

	
0.59




	
     D D S     3     

	
0.59

	
27

	
0.61




	
Ours

	
0.41

	
35

	
0.74




	
Env-3

	
     M C     1     

	
0

	
Inf

	
1




	
     F D     2       

	
0.81

	
25

	
0.43




	
     D D S     3     

	
0.71

	
21

	
0.37




	
Ours

	
0.54

	
30

	
0.64








1 Manually controlled. 2 Frontier detection-based exploration [19]. 3 D3Qn- and D-opt-based SLAM [29].













 





Table 4. Quality comparison of the SLAM map.
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Scenarios

	
Methods

	
Path

Length (m)

	
Time (s)

	
Grid

Completeness (%)

	
Cost Value

(J/m2)






	
Env-1
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     M C     1     

	
25.02

	
230

	
99.2

	
22.2




	
     F D     2     

	
22.1

	
215

	
97.9

	
20.9




	
     D D S     3     

	
23.3

	
195

	
97.7

	
19.2




	
     O u r s     4     

	
     E x p l o r     5     

	
24.3

	
184

	
98.0

	
18.1




	
     E x p l o i t     6     

	
35.7

	
254

	
98.7

	
-




	
Env-2
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     M C     1     

	
36.8

	
378

	
98.7

	
10.9




	
     F D     2     

	
39.7

	
346

	
95.4

	
10.4




	
     D D S     3     

	
42.6

	
354

	
95.1

	
10.7




	
     O u r s     4     

	
     E x p l o r     5     
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1 Manually controlled. 2 Frontier detection-based exploration [19]. 3 D3Qn- and D-opt-based SLAM [29]. 4 Our proposed approach, which focuses on two phases: exploration and exploitation. 5 Exploration process. 6 Exploitation process.
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