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Abstract: This paper deals with the containment control problem for multi-agent systems. The
objective is to develop a distributed control scheme that leads a sub-group of the agents, called
followers, within the convex hull that is formed by the leaders, which operate autonomously. Towards
this direction, we propose a twofold approach comprising the following: (i) a cyber layer, where the
agents establish, through the communication network, a consensus on a reference trajectory that
converges exponentially fast within the convex hull of the leaders and (ii) a physical layer, where each
agent tracks the aforementioned trajectory while avoiding collisions with other members of the multi-
agent team. The main contributions of this work lie in the robustness of the proposed framework
in both the trajectory estimation and the tracking control tasks, as well as the guaranteed collision
avoidance, despite the presence of dynamic leaders and bounded but unstructured disturbances. A
simulation study of a multi-agent system composed of five followers and four leaders demonstrates
the applicability of the proposed scheme and verifies its robustness against both external disturbances
that act on the follower model and the dynamic motion of the leaders. A comparison with a related
work is also included to outline the strong properties of the proposed approach.

Keywords: containment control; collision avoidance; transient and steady-state performance

1. Introduction

During the last two decades, the field of multi-agent systems has witnessed a surge in
interest and innovation, driven by the pursuit of intelligent, cooperative behavior among
autonomous entities. Within this realm, the containment control problem has emerged as a
pivotal challenge, captivating researchers across various disciplines due to its broad appli-
cability in real-world scenarios. The multi-agent containment control problem addresses
the coordination of autonomous agents with the goal of constraining a subset of agents,
called followers, within predefined regions. On the other hand, the leaders are assigned
the responsibility of guiding and containing the followers. This problem encapsulates a
diverse array of applications, spanning from robotic swarms and environmental monitor-
ing to surveillance missions, where the effective coordination and confinement of agents
are paramount.

In particular, research on the containment control of multi-agent systems shows great
promise in advancing the concepts of urban air mobility (UAM) in the coming years [1].
Drawing upon principles from this domain, UAM systems can improve their capacity
to coordinate and oversee the movement of numerous airborne vehicles within densely
populated urban areas and highly cluttered environments, thereby ensuring operational
efficiency and safety [2–4]. Containment control algorithms play a pivotal role in enabling
optimal routing, collision avoidance, and airspace management, facilitating the seamless
integration of aerial mobility services into established urban infrastructures. Moreover,
these research endeavors can contribute to the development of resilient and scalable control
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methodologies capable of accommodating the expected surge in air traffic volume accom-
panying the expansion of UAM services [5,6], ultimately fostering the realization of more
sustainable and inclusive urban transportation solutions.

1.1. Related Works

The containment control problem for multi-agent systems has been studied exten-
sively in the past, particularly during the last 10 years. A recent comprehensive review
paper [7] provides an in-depth examination of containment control strategies in multi-agent
systems. It covers various aspects including the fundamental concepts, communication
requirements, and dynamics modeling, as well as the control methodologies associated
with the containment control problem, and summarizes existing research, highlights key
findings, and identifies challenges and future directions in the field of containment control
within multi-agent systems. Within the vast containment control literature, in this work,
we focus particularly on three main aspects: (a) predefined performance, (b) robustness
against exogenous disturbances and dynamic leaders, and (c) inter-agent collision avoid-
ance. In this light, we present, in the following, an in-depth examination of the relevant
literature and discuss the open issues that the proposed work aims to address.

The work in [8] addresses distributed fixed-time consensus tracking and containment
control for second-order multi-agent systems with a directed topology. It introduces a novel
non-singular sliding-mode control method incorporating a time-varying scaling function.
Sufficient conditions for fixed-time consensus tracking and containment control are derived
and the results demonstrate the independence of the convergence time regarding the initial
values. Similarly, the authors in [9] explore fixed-time consensus tracking and containment
control for second-order heterogeneous nonlinear multi-agent systems with and without ve-
locity measurements under directed communication topologies. In particular, a distributed
protocol is proposed that employs time-varying scaling functions and radial basis function
neural networks to approximate unknown dynamics to facilitate fixed-time convergence.
Alternatively, the paper [10] explores prescribed-time containment control for multi-agent
systems with high-order nonlinear dynamics and directed communication. It introduces a
distributed observer to estimate the leaders’ states, enabling a novel control method for
followers to converge to the leaders’ convex hull with a preassigned convergence time.
The work in [11] introduces a robust prescribed-time containment controller and an ex-
tended state observer for high-order multi-agent systems, addressing model uncertainties
and external disturbances. It develops distributed observers for the followers to estimate the
leaders’ states, generates reference tracking signals, and employs extended state observers
to mitigate disturbances. The authors in [12] address the distributed containment control
problem for non-strict-feedback switched nonlinear multi-agent systems with time-varying
parameters. They employ a novel variable merging scheme, Gaussian basis function neural
networks, and a common Lyapunov function for the switched dynamics. The work in [13]
addresses the adaptive containment control problem for nonlinear multi-agent systems
with unknown disturbances and full-state constraints. It utilizes radial basis function neural
networks to approximate the unknown dynamics and dynamic surface control to manage
the complexity. Nonlinear disturbance observers estimate the disturbances, while barrier
Lyapunov functions and prescribed performance control guarantee the objectives. The
theoretical analysis establishes bounded signals and predetermined convergence properties.
The prescribed-time containment control problem for second-order multi-agent systems
with multiple leaders is also addressed in [14]. It aims to ensure that the followers enter
the convex hull formed by the leaders at a specified time. Using distributed observers,
it estimates the leader state to enable the design of a containment controller. The results
demonstrate the convergence of the tracking error close to zero within a predetermined
time frame.

In the same direction, the paper [15] introduces a novel prescribed-time distributed
control approach for the consensus and containment of networked multiple systems and
offers a pre-specified convergence time, independent of the initial conditions. Specifically,
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it guarantees prescribed-time consensus and extends the theoretical findings to the con-
tainment control problem with multiple leaders. In [16], the limitations of the current
prescribed-time control studies are discussed, especially in the presence of nonlinear func-
tions lacking Lipschitz growth conditions, and a novel method using fuzzy logic systems
to handle unknown nonlinear functions is proposed to ensure containment control with
the prescribed performance. The approach employs appropriate Lyapunov functions to
establish convergence within predefined regions for a predetermined transient period.
The authors in [17] tackle the containment control of nonlinear multi-agent systems under
unknown disturbances and dead-zone nonlinearities. They employ fuzzy logic systems to
approximate uncertainties, as well as a nonlinear disturbance observer and a distributed
containment control scheme with adaptive compensation to ensure bounded signals and
the convergence of the containment errors in a small region of the origin. The work in [18]
discusses the challenges of containment control for uncertain nonlinear multi-agent sys-
tems with unknown hysteresis. It introduces a novel approach involving prescribed-time
convergence techniques, Nussbaum functions, fuzzy logic systems, and backstepping to
reduce the containment error so that it converges within a predefined zone. The paper [19]
explores adaptive containment funnel control with predefined-time convergence for un-
certain nonlinear heterogeneous multi-agent systems with multiple leaders. Addressing
simultaneous sensor and actuator failures without imposing any hard assumptions on the
system dynamics, it introduces adaptive laws to mitigate faults. The nonlinear filtering of
the intermediate control signals prevents the complexity explosion and achieves conver-
gence within a predefined time period. Alternatively, the work in [20] proposes a novel
containment control scheme for multi-agent systems using reinforcement learning and
neural networks. It addresses unmeasurable states with an adaptive observer and filtered
signals. An actor–critic reinforcement learning architecture optimizes the control protocol
via a gradient descent policy, whereas appropriately selected prescribed performance func-
tions ensure the predetermined evolution of the containment errors. Finally, the authors
in [21] introduce a fixed-time containment control protocol for uncertain nonlinear multi-
agent systems (MASs) with unknown leader dynamics under switching communication
topologies. They utilize a Markov jumping process and a fixed-time extended state observer
(FTESO) to achieve uniform fast estimation without broadcasting the velocity states, thus
ensuring robust containment with a reduced communication burden. Nevertheless, none
of the aforementioned works has considered the inter-agent collision avoidance issue in the
containment control problem, which is of paramount importance for practical applications,
since it is in direct conflict with the enforced performance specifications. Only the article [22]
has explored a time-varying version of the containment problem with collision avoidance
for multi-agent systems. Specifically, it introduces a decentralized control strategy where
agents lack global knowledge of the goals but track the prescribed trajectories and achieve
formations. Collision avoidance is secured by repulsive vector fields, without, however,
dealing with any performance specifications or robustness issues.

On the other hand, there exist other works that deal with the robustness as well as the
intermittent communication issues under the containment control framework for multi-
agent systems. Specifically, the paper [23] introduces a distributed adaptive fault-tolerant
formation-containment controller for heterogeneous multi-agent systems involving un-
manned aerial vehicles and unmanned ground vehicles. It develops strategies for trajectory
tracking and containment control, compensating for actuator faults and unknown param-
eters. The authors in [24] address the formation-containment tracking control problem
for heterogeneous linear multi-agent systems with unbounded distributed transmission
delays. They introduce a novel distributed control protocol for both the leaders and the
followers, thus achieving the desired trajectory tracking and formation maintenance. Simi-
larly, the work in [25] addresses event-triggered adaptive containment control for nonlinear
multi-agent systems with partially measurable states. It employs radial basis function
neural networks to approximate uncertain functions and neural-network-based observers
for state estimation. It also introduces a switching-threshold-based control strategy to
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optimize the resource consumption and system performance. The authors in [26] focus
on adaptive tracking containment control for nonlinear multi-agent systems with unmod-
eled dynamics. They employ Gaussian functions and novel dynamic signals to address
design challenges, as well as an event-triggered mechanism to reduce the communication
burden. The proposed protocol ensures the convergence of the containment errors and
avoids Zeno behavior. Furthermore, the work in [27] explores the control of second-order
multi-agent systems with intermittent communication. It proposes distributed coordination
algorithms for aperiodic communication, achieving formation tracking for the leaders and
the convergence of the followers to the convex hull. Convergence conditions are derived
using Lyapunov functions, addressing simultaneously time-varying delays. Finally, robust
containment control for diverse linear multi-agent systems under structured uncertainties
and external disturbances is addressed in [28]. Introducing a novel neighborhood error
concept, this work transforms the containment control problem into an output regulation
problem, and, via distributed compensator and robust control strategies, it establishes
conditions that ensure that the followers converge to the leaders’ convex hull with the
specified performance.

1.2. Contributions

In this work, we consider the containment control problem for multiple followers
obeying the double integrator model perturbed by bounded, piece-wise continuous but
completely unknown external disturbances. The goal of each follower is to converge within
a dynamic region that is formed by the convex hull of the leading agents, which operate
autonomously, while avoiding imminent collisions with other nearby agents. Each follower
tracks at least one of the leaders and cooperates with the other followers via an underlying
fixed communication network. In particular, we propose a two-layer approach that enables
(a) the high-level distributed estimation of a reference trajectory that converges within the
convex hull of the leaders and (b) multiple safety and performance specifications at the low
level by employing the notion of adaptive performance control. The contributions of this
work are summarized as follows.

• We propose a novel distributed estimation algorithm for a reference trajectory that
converges within the convex hull of the leaders with the prescribed transient and
steady-state performance, even though the leaders may be dynamic. To the best of the
authors’ knowledge, this is the first time that a distributed dynamic average consensus
algorithm is adopted to calculate a reference trajectory that enters the convex hull of
the leaders and remains there, despite the state evolution of the leaders, thus yielding
a rather robust trajectory estimation scheme.

• We enforce robust trajectory tracking with adaptive performance despite the presence
of bounded, piece-wise continuous but unmodeled disturbances. Notice that since the
control action of each follower is rendered local, owing to the distributed estimation of
a reference trajectory that lies within the convex hull of the leaders, the application of
the adaptive performance tracking control technique reinforces the robustness against
model uncertainties.

• Imminent collisions among the agents are avoided by adopting a novel adaptation
of the performance specifications when agents approach each other. As collision
avoidance among the agents and the trajectory tracking of a common trajectory become
eventually conflicting, we introduce, for the first time, a relaxation of the performance
envelope based on the distances of closely related agents.

The rest of the paper is organized as follows. Section 2 formulates the problem
and Section 3 presents the distributed reference trajectory estimator and the local trajec-
tory tracking controller with collision avoidance. The simulation results are provided in
Section 4, while we conclude in Section 5 along with future research directions.
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2. Problem Formulation

Consider a multi-agent system that comprises N followers and M leaders with ra-
dius R (see Figure 1). The dynamics of the following agents follow a perturbed double
integrator model:

ṗ f
i = v f

i

v̇ f
i = u f

i + di(t), i = 1, . . . , N (1)

where p f
i ∈ ℜ3 and v f

i ∈ ℜ3, i = 1, . . . , N denote the position and the velocity of each

agent and are measurable, whereas u f
i ∈ ℜ3, i = 1, . . . , N denote the acceleration of the

agents, which are the control signals to be designed, and di : ℜ+ → ℜ3, i = 1, . . . , N is an
external bounded and piece-wise continuous disturbance. An undirected fixed graph G f =
{V f , E f } is used to model the communication network established among the followers,
where V f = {v f

1 , . . . , v f
N} denotes the set of vertices that correspond to each follower and

E f ⊆ V f ×V f denotes the set of edges that correspond to the available communication links
between pairs of connected agents, i.e., if (v f

i , v f
j ) ∈ E f , then the agents i and j exchange

information among each other via the underlying communication network. Finally, let us
define the neighboring set of each follower as N f

i = {v f
j : (v f

i , v f
j ) ∈ E f }, i = 1, . . . , N.

In our work, the group of the leaders acts as an exosystem that generates a dynamic
reference area within which the following agents have to converge and remain. The time-
varying position and velocity of the leaders are denoted by pl

i : ℜ+ → ℜ3, vl
i : ℜ+ →

ℜ3, i = 1, . . . , M and the access of the followers to the state of the leaders is modeled by
a directed fixed graph G l = {[V f ,V l ], E l}, where V l = {vl

1, . . . , vl
M} denotes the set of

vertices that correspond to each leader and E l ⊆ V f × V l denotes the set of edges that
correspond to the access of the followers to the state of the leaders. Finally, we define the
corresponding neighboring sets as N l

i = {vl
j : (v f

i , vl
j) ∈ E f }, i = 1, . . . , N.

Figure 1. The blue nodes correspond to the followers and the red nodes to the leaders. The blue
bidirectional arrows correspond to E f and the red unidirectional arrows to E l . The followers should
converge and remain within the grey shaded area.

The goal of this work is to design a distributed control protocol for the followers,
based on the information acquired by their neighbors (either followers or leaders), such
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that they converge within a predetermined transient period and remain in the convex hull
that is formed by the leaders’ position, while avoiding inter-agent collisions. It should be
noted that the followers exchange information among them based only on the underlying
communication network that is described by the graph G f . On the other hand, they detect
imminent collisions by employing appropriate onboard sensors (e.g., lidar, proximity)
and they obtain the positions of their neighboring leaders, as dictated by the graph G l ,
by observing them via a dedicated target tracking system (e.g., vision).

To solve the aforementioned containment control problem, the following assumptions
regarding the motion of the leaders and the underlying graph topologies are required.

Assumption 1. The fixed undirected graph G f is connected.

Assumption 2. For each follower, there exists at least one leader with a directed edge to it in the
graph G l .

Assumption 3. The position of the leaders pl
i(t), i = 1, . . . , M is bounded with bounded derivatives.

Remark 1. Assumption 1 concerns the fact that the followers have a connected communication
network through which a consensus may be achieved by the underlying information flow and
appropriately designed collaborating protocols. Assumption 2 is very common in the related
literature and dictates that every follower tracks the position of at least one leader. Finally, it should
be noted that the double integrator dynamics considered for the followers is a common model to study
the dynamics of multirotor UAVs. Owing to the fact that the trajectory dynamics have much larger
time constants than the attitude dynamics, the control of multirotor UAVs can be implemented
with an inner-loop/outer-loop structure [29], i.e., the outer-loop drives the UAV toward the desired
position, while the inner-loop tracks the attitude. The containment control problem concerns only
position trajectories and thus the dynamics of the followers can be approximately modeled by (1).

3. Control Design

The proposed approach comprises two layers: (i) a cyber layer, where the followers
communicate among each other explicitly, through the established network that is modeled
by the graph G f , to estimate a reference trajectory that evolves within the convex hull of the
leaders, employing a dynamic average consensus protocol, and (ii) a physical layer, where
a local motion controller aims at tracking the aforementioned reference trajectory within
the convex hull of the leaders while avoiding imminent collisions with other agents based
on the information acquired by the onboard sensors (proximity sensors and localization);
see Figure 2.

Figure 2. The control architecture of agent i.
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3.1. Distributed Reference Trajectory Estimation

To estimate a reference trajectory that evolves within the convex hull of the leaders,
each follower implements a nonlinear dynamic average consensus estimator,

ṗd
i =− kr

pd
i −

1
|N l

i |
∑

j∈N l
i

pl
j(t)

+
1

|N l
i |

∑
j∈N l

i

vl
j(t)

− k ∑
j∈N f

i

ρ−1
ij (t)JT

(
ρ−1

ij (t)
(

pd
i − pd

j

))
T
(

ρ−1
ij (t)

(
pd

i − pd
j

))
, i = 1, . . . , N (2)

with positive gains kr, k, where pd
i ∈ ℜ3 denotes the local estimate of the average of

1
|N l

i |
∑j∈N l

i
pl

j(t), i = 1, . . . , N, which lies strictly within the leaders’ convex hull as a convex

combination of their positions, i.e., 1
N ∑N

i=1

(
1

|N l
i |

∑j∈N l
i

pl
j(t)
)

. Moreover, T : (−1, 1)3 →

ℜ3 is an element-wise smooth bijective mapping, e.g., T([ξ1, ξ2, ξ3]) =
[

1
2 ln
(

1+ξ1
1−ξ1

)
,

1
2 ln
(

1+ξ2
1−ξ2

)
, 1

2 ln
(

1+ξ3
1−ξ3

)]T
, with JT : (−1, 1)3 → ℜ3×3 denoting its Jacobian (derivative),

e.g., JT([ξ1, ξ2, ξ3]) = diag
([

1
1−ξ2

1
, 1

1−ξ2
2
, 1

1−ξ2
3

])
, and ρij(t) = diag

([
ρ1

ij(t), ρ2
ij(t), ρ3

ij(t)
])

are element-wise exponential performance functions (e.g., ρm
ij =

(
ρ0,m

ij − ρ∞
)

exp(−λt) +
ρ∞, m = 1, 2, 3) that incorporate transient and steady-state performance specifications
on the evolution of the consensus errors pd

i − pd
j , j ∈ N f

i and i = 1, . . . , N, via the ap-

propriate selection of λ, ρ∞, and satisfy ρ0,m
ij >

∣∣∣pd,m
i (0)− pd,m

j (0)
∣∣∣ for m = 1, 2, 3 and

j ∈ N f
i , i = 1, . . . , N.

Theorem 1. The proposed distributed reference trajectory estimator (2) with kr > λ establishes,
under Assumptions 1–3, an average consensus with exponential rate λ and steady-state error

lim
t→∞

∥∥∥∥∥∥pd
i (t)−

1
N

N

∑
i=1

 1
|N l

i |
∑

j∈N l
i

pl
j(t)

∥∥∥∥∥∥ ≤
√

3
2

ρ∞Diam(G f ), i = 1, . . . , N

where Diam(G f ) denotes the diameter of the graph G f .

Proof. The proof proceeds in two steps. First, we establish a consensus with a predefined
transient and steady-state response for the reference estimations pd

i (t) =
[

pd,1
i (t), pd,2

i (t),

pd,3
i (t)

]T
, i = 1, . . . , N and then we prove that they all converge arbitrarily fast and

close to the point 1
N ∑N

i=1

(
1

|N l
i |

∑j∈N l
i

pl
j(t)
)
∈ ℜ3 that lies within the leaders’ convex hull.

Moreover, the proof of the aforementioned properties for each element pd,m
i (t), m = 1, 2, 3

is identical; hence, we present it only once.
Consequently, let us first denote by Q the overall number of distinct edges of the

undirected graph G f , i.e., E f =
{

ϵ
f
1 , . . . , ϵ

f
Q

}
, as well as assigning arbitrarily a tail and a

head for every edge. Let us also define the N × Q incidence matrix B
(
G f
)
=
[
biq
]
, where

biq =


−1, if v f

i is the tail of ϵ
f
q

1, if v f
i is the head of ϵ

f
q

0, otherwise
, ∀i = 1, . . . , N & q = 1, . . . , Q
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We now define the stack vector δ̄m =
[
δm

q

]
∈ ℜQ of the consensus errors, with δm

q =

pd,m
i − pd,m

j , ∀q = 1, . . . , Q and m = 1, 2, 3, for all distinct pairs of neighboring agents(
v f

i , v f
j

)
, associated with the corresponding performance functions ρq(t) = ρm

ij (t), ∀q =

1, . . . , Q and m = 1, 2, 3. Let us also formulate the normalized error vector

ξ̄m
δ =

[
ξm

δ1
, . . . , ξm

δQ

]T
=

[
δm

1
ρ1(t)

, . . . ,
δm

Q

ρQ(t)

]T

= P−1(t)δ̄m

where P(t) = diag
([

ρ1(t), . . . , ρQ(t)
])

∈ ℜQ×Q. Employing the error mapping T(·) and its
Jacobian JT(·), we also define the transformed error vector

ε̄m
δ = [εm

δ1
, ..., εm

δQ
]T =

[
T(ξm

δ1
), ..., T(ξm

δQ
)
]T

(3)

as well as the diagonal matrix

Jm
Tδ

= diag
(
[JT(ξ

m
δ1
), ..., JT(ξ

m
δQ
)]
)

. (4)

In this way, the dynamics (2) of the overall estimate vector p̄d,m ≜ [pd,m
1 , ..., pd,m

N ]T ∈ RN

are written as
˙̄pd,m = −kr( p̄d,m − z̄m(t)) + ˙̄zm(t)− kBP−1(t)Jm

Tδ
εm

δ , (5)

where z̄m(t) ≜ [zm
1 (t), ..., zm

N(t)]
T ∈ RN denotes the average of the positions of the lead-

ers that are tracked by each follower based on the directed graph G l , with zm
i (t) =

1
|N l

i |
∑j∈N l

i
pl,m

j (t), i = 1, . . . , N. Hence, differentiating ξ̄m
δ with respect to time, employing

δ̄m = BT p̄d,m with B denoting the incidence matrix of the underlying graph G f , and substi-
tuting (5), we obtain

˙̄ξm
δ = P−1(t)

(
BT
(
−kr

(
p̄d,m − z̄m(t)

)
+ ˙̄zm(t)− kBP−1(t)Jm

Tδ
ε̄m

δ

)
− Ṗ(t)ξ̄m

δ

)
. (6)

To study the stability properties of the proposed distributed reference trajectory esti-
mator, let us select the following candidate Lyapunov function of the transformed consen-
sus errors:

Vε =
1
2
(ε̄m

δ )
T ε̄m

δ .

Hence, differentiating with respect to time, invoking ˙̄εm
δ = Jm

Tδ

˙̄ξm
δ , and substituting (6),

we obtain

V̇ =(ε̄m
δ )

T Jm
Tδ

P−1(t)
(

BT
(
−kr( p̄d,m − z̄m(t)) + ˙̄zm(t)− kBP−1(t)Jm

Tδ
ε̄m

δ

)
− Ṗ(t)ξ̄m

δ

)
=− kr(ε̄

m
δ )

T Jm
Tδ

P−1(t)BT p̄d,m − (ε̄m
δ )

T Jm
Tδ

P−1(t)Ṗ(t)ξ̄m
δ

− k(ε̄m
δ )

T Jm
Tδ

P−1(t)BT BP−1(t)Jm
Tδ

ε̄m
δ + (ε̄m

δ )
T Jm

Tδ
P−1(t)BT(kr z̄m(t) + ˙̄zm(t)).

Furthermore, substituting P−1(t)BT p̄d,m = ξ̄m
δ and employing the boundedness of

the leaders’ position and velocity in z̄m(t) and ˙̄zm(t), the sign-preserving property of the
mapping T(·) in (3) along with the strict positiveness of its Jacobian JT(·) in (4), as well as
the fact that, for exponential performance functions, it holds that P−1(t)Ṗ(t) > −λIQ×Q,
we obtain

V̇ ≤− kr(ε̄
m
δ )

T Jm
Tδ

ξ̄m
δ + λ(ε̄m

δ )
T Jm

Tδ
ξ̄m

δ

− k
∥∥∥(ε̄m

δ )
T Jm

Tδ
P−1(t)BT

∥∥∥2
+
∥∥∥(ε̄m

δ )
T Jm

Tδ
P−1(t)BT

∥∥∥ sup
t≥0

(∥kr z̄m(t) + ˙̄zm(t)∥).
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Thus, applying Young’s inequality, we arrive at

V̇ ≤ −(kr − λ)(ε̄m
δ )

T Jm
Tδ

ξ̄m
δ +

supt≥0(∥kr z̄m(t) + ˙̄zm(t)∥)2

4k
,

from which, owing to kr > λ, we conclude on the boundedness of ε̄m
δ (t). Finally, invoking

the inverse of the error transformation (3) (i.e., the hyperbolic tangent function), we obtain
|ξm

δq
(t)| < 1, ∀q = 1, . . . , Q, which, by multiplication by ρq(t), leads to

|δm
q (t)| < ρq(t), ∀q = 1, . . . , Q,

which indicates that all consensus errors δm
q (t), ∀q = 1, . . . , Q meet the transient and steady-

state performance specifications that are encapsulated by the corresponding performance
functions ρq(t), ∀q = 1, . . . , Q, thus concluding the first part of the proof.

To prove that all estimates pd,m
i with i = 1, . . . , N and m = 1, 2, 3 converge arbitrarily

closely to a point within the convex hull of the leaders’ position, we multiply from the left
both sides of (5) by 1T

N ∈ RN . Invoking the property 1T B = 0 ∈ RQ and subtracting ˙̃zm(t),
where z̃m(t) = 1

N ∑N
i=1 zm

i (t), we have ˙̃pd,m = −kr p̃d,m, where p̃d,m = 1
N ∑N

i=1 pd,m
i − z̃m(t),

from which we conclude on the exponential convergence of the average tracking error p̃d,m

to zero with rate kr. Moreover, since the underlying graph G f is connected, the ultimate
bound ρ∞ of all consensus errors dictates that

lim
t→∞

∣∣∣pd,m
i (t)− p̃d,m(t)− z̃m(t)

∣∣∣ ≤ ρ∞Diam(G f )

2
, i = 1, . . . , N and m = 1, 2, 3

with exponential convergence rate λ. Finally, owing to the exponential convergence of
p̃d,m(t) to zero with rate kr and the relationship between the 2-norm and the ∞-norm,
a steady-state average consensus ultimate bound,

lim
t→∞

∥∥∥∥∥∥pd
i (t)−

1
N

N

∑
i=1

 1
|N l

i |
∑

j∈N l
i

pl
j(t)

∥∥∥∥∥∥ ≤
√

3
2

ρ∞Diam(G f ), i = 1, . . . , N

with an exponential convergence rate equal to λ is concluded, which completes the
proof.

Remark 2. It should be noted that the suggested reference trajectory estimator operates in a
distributed manner, relying solely on information from nearby agents (followers as well as leaders),
as outlined in (2), whereas only the average estimate needs to be transmitted through the underlying
communication network. Moreover, its transient and steady-state performance can be independently
and a priori adjusted (without relying on discontinuous laws, which inherently exhibit chattering)
by selecting appropriately the design parameters ρ∞, λ, kr, and k. In particular, increasing λ
and decreasing ρ∞ leads to faster convergence and a more accurate consensus, regardless of how
large the leaders’ velocity is. Additionally, the gain k plays a role in the consensus performance,
as increasing it results in faster convergence. On the other hand, the quality of the average tracking
can be improved by increasing kr, without, however, compromising the consensus performance.
Finally, in the event that the velocity of the leaders is not available (notice that the dynamic average
consensus estimator (2) employs vl

j, j = 1, . . . , M), a tracking differentiator [30] may be employed
to reconstruct it.

3.2. Local Motion Control

Based on the previous subsection, a reference trajectory pd
i (t), i = 1, . . . , N that lies

within the convex hull of the leaders is available for each follower. Therefore, the goal of this
subsection is to propose a local motion controller that tracks the aforementioned reference
trajectory and simultaneously avoids collisions with other nearby agents. The design of the
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local motion controller is divided into two steps: first, a reference velocity profile is derived
at the kinematic level assuming that the control signals are the linear body velocities;
subsequently, the kinematic controller is extended to the dynamic model, considering the
actual control signals, which are the accelerations. In particular, the control design will rely
on the prescribed performance control technique, which will be equipped with an adaptive
mechanism that adjusts the underlying distance performance functions based on Khatib’s
repulsive field [31] in order to avoid imminent collisions with nearby agents.

Step 1. Let us denote the distance performance functions ρd
i (t), i = 1, . . . , N that

encapsulate the transient and steady-state performance specifications on the local tracking
error ed

i (t) = ∥pd
i (t)− p f

i (t)∥ of each follower i = 1, . . . , N. Moreover, let us define the

set of nearby followers as N d, f
i and the set of nearby leaders as N d,l

i , which are detected
by the onboard sensors. We assume that a nearby agent is detected if it is located within
dr > 2R distance from the robot, where R denotes the radius of the agents, i.e., j ∈ N d, f

i if

∥p f
i − p f

j ∥ ≤ dr or j ∈ N d,l
i if ∥p f

i − pl
j∥ ≤ dr.

Step 2. Design the reference velocity profile for each follower as

vr
i = kd ln

 1

1 − ed
i

ρd
i

ed
i + ṗd

i + λ
(

ρd
i − ρd

∞

) ed
i

ρd
i

ed
i + ηvcol

i , with kd, λ, ρd
∞, η > 0 (7)

where ed
i ≜

pd
i −p f

i

∥pd
i −p f

i ∥
denotes the unit vector pointing towards the reference trajectory pd

i and

vcol
i ≜ ∑

j∈N d, f
i

 1

∥p f
i − p f

j ∥ − 2R
− 1

dr − 2R

(p f
i − p f

j

)

+ ∑
j∈N d,l

i

 1

∥p f
i − pl

j∥ − 2R
− 1

dr − 2R

(p f
i − pl

j

)
(8)

denotes the repulsive velocity that keeps nearby agents away, thus avoiding imminent
collisions. Moreover, let us equip each follower with the following adaptive law that
dictates the evolution of the distance performance function:

ρ̇d
i =− λ

(
ρd

i − ρd
∞

)
− γ min

0, ln

 1

1 − ed
i

ρd
i

(ed
i

)T
vcol

i

 (9)

where λ, ρd
∞ denote the parameters that encapsulate the transient and steady-state perfor-

mance specifications and γ > 0.
Step 3. Define the velocity errors

ev
i (t) = ∥vr

i (t)− v f
i (t)∥, i = 1, . . . , N

and select the corresponding velocity performance functions ρv
i (t) =

(
ρv,0

i − ρv
∞

)
exp(−λt)

+ρv
∞, i = 1, . . . , N such that ev

i (0) < ρv
i (0) = ρv,0

i and limt→∞ ρv
i (t) = ρv

∞ > 0 for i =
1, . . . , N.

Step 4. Finally, design the control input as

u f
i = kv ln

 1

1 − ev
i

ρv
i

ev
i , with kv > 0 (10)
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where ev
i ≜

vr
i −v f

i

∥vr
i −v f

i ∥
denotes the unit vector pointing towards the reference velocity vr

i .

Remark 3. Initializing from a collision-free configuration, the proposed scheme guarantees that the
distance and velocity errors evolve within the corresponding performance functions ρd

i (t) and ρv
i (t),

i = 1, . . . , N and avoid inter-agent collisions by relaxing online the distance performance functions
according to (9) so that safety is guaranteed for all time. More specifically, notice that when the
reference tracking task leads to collisions, i.e., when the vectors ed

i and vcol
i do not point towards

the same direction, namely
(

ed
i

)T
vcol

i < 0, the second term in (9) relaxes the distance performance

function ρd
i (t), allowing the distance error to increase so that a collision is avoided, until both

goals become compatible (i.e.,
(

ed
i

)T
vcol

i > 0), which nullifies the second term and restores the
exponential convergence exhibited by the first term in (9).

Remark 4. The proposed local motion controller is fully distributed since it requires only the
position and the velocity of each follower, as well as the positions of the nearby agents, to avoid
collisions. Moreover, although the performance specifications on the velocity errors are not dictated
by the problem formulation, we enforce them so that we can compensate for the disturbances acting on
model (1) and achieve appropriate velocities to avoid imminent collisions with nearby agents. Finally,
although the selection of the control gains/parameters does not affect the achieved performance of
the closed-loop system, it should be noted that their actual values affect the evolution of the control
signals. Thus, they should be cautiously determined via a trial-and-error procedure to avoid high
peaks in the control signals and oscillatory behavior within the prescribed performance functions.

The following theorem summarizes the main results of this subsection.

Theorem 2. Consider the perturbed double integrator model (1) of each following agent, along with
the results of Theorem 1 on the corresponding reference trajectories (2). The proposed distributed
control scheme (7)–(10) guarantees that ∥pd

i (t) − p f
i (t)∥ < ρd

i (t), i = 1, . . . , N, as well as

that ∥p f
i (t)− p f

j (t)∥ > 2R, ∀i, j = 1, . . . , N and ∥p f
i (t)− pl

j(t)∥ > 2R, ∀i = 1, . . . , N and
j = 1, . . . , M for all t ≥ 0.

Proof. The proof proceeds identically for every agent. Hence, let us define the trans-

formed distance error εd
i = ln

 1

1−
ed
i

ρd
i

, as well as the corresponding candidate Lya-

punov function Vd
i = 1

2

(
εd

i

)2
. Differentiating Vd

i with respect to time and substituting

ėd
i ≜

(
ed

i

)T(
ṗd

i − v f
i

)
and v f

i = vr
i − ρv

i
(
1 − exp

(
−εv

i
))

ev
i , where εv

i = ln

 1

1−
ev
i

ρv
i

 denotes

the transformed velocity error, we obtain

V̇d
i =

εd
i exp

(
εd

i

)
ρd

i

((
ed

i

)T(
ṗd

i − vr
i + ρv

i (1 − exp(−εv
i ))e

v
i

)
−

ed
i

ρd
i

ρ̇d
i

)
.

Furthermore, substituting (7) and (9), we obtain

V̇d
i =

εd
i exp

(
εd

i

)
ρd

i

(
−kdεd

i − η
(

ed
i

)T
vcol

i + γ
(

1 − exp
(
−εd

i

))
min

(
0, εd

i

(
ed

i

)T
vcol

i

)
+ρv

i (1 − exp(−εv
i ))
(

ed
i

)T
ev

i

)
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Subsequently, it should be noted that the last term is bounded by construction. More-

over, when
(

ed
i

)T
vcol

i > 0 (i.e., the trajectory tracking and collision avoidance goals are
compatible), the second term is negative, whereas the third term becomes null. On the other

hand, when
(

ed
i

)T
vcol

i < 0, the third term that becomes negative dominates the second

one for large εd
i . Thus, V̇d

i is rendered negative for large εd
i , which establishes the ultimate

boundedness property of εd
i .

Moreover, employing a similar candidate Lyapunov function Vv
i = 1

2
(
εv

i
)2 for the

velocity-transformed error εv
i = ln

 1

1−
ev
i

ρv
i

, differentiating with respect to time, and

substituting (10), we obtain

V̇v
i =

εv
i exp

(
εv

i
)

ρv
i

(
−kvεv

i + (ev
i )

T(v̇r
i − di(t)) + λ(1 − exp(−εv

i ))
(

ρv,0
i − ρv

∞

)
exp(−λt)

)
.

Notice that the second and third terms are bounded either by construction or by
assumption; thus, V̇v

i is rendered negative for large εv
i , which establishes the ultimate

boundedness property of εv
i and consequently of the control signal (10).

Finally, notice that the boundedness of εd
i , invoking the inverse of the transformed

distance error εd
i = ln

 1

1−
ed
i

ρd
i

, leads to ed
i (t) < ρd

i (t), ∀t ≥ 0. Additionally, from the

boundedness of εd
i , it should be noted that the collision avoidance term vcol

i dominates in (7)

when a collision is imminent (i.e., ∥p f
i (t)− p f

j (t)∥ → 2R or ∥p f
i (t)− pl

j(t)∥ → 2R), thus

moving them away. Consequently, we deduce that ∥p f
i (t)− p f

j (t)∥ > 2R, ∀i, j = 1, . . . , N

and ∥p f
i (t)− pl

j(t)∥ > 2R, ∀i = 1, . . . , N and j = 1, . . . , M for all t ≥ 0, which concludes
the proof.

4. Simulation Results

Consider a multi-agent system comprising M = 4 leaders and N = 5 followers moving
in 3D space. The radius of the agents is R = 0.2 m. The leaders maintain a regular triangular
pyramid formation of edge 3.6 m, with its center following a periodic spline trajectory
interpolating 10 points within the set [−4, 4]× [−4, 4]× [−4, 4] (see Figure 3). The followers
start randomly within the set [−4, 4] × [−4, 4] × [−4, 4] and aim at converging within
the dynamically moving pyramid with rate exp(−2t). The underlying communication
graphs G f and G l are defined by N f

1 = {2, 3, 5}, N f
2 = {1, 5}, N f

3 = {1, 4}, N f
4 = {3, 5},

N f
5 = {1, 2, 4}, N l

1 = {1}, N l
2 = {1, 3}, N l

3 = {2}, N l
4 = {4} and N l

5 = {2, 3, 4}. Moreover,
sinusoidal disturbances with a randomly selected amplitude, frequency, and phase within
[0.1, 0.5] m/sec2, [0.1, 1] rad/sec, and [0, 2π] rad, respectively, affect the dynamics of the
followers, whereas uniform pseudo-random noise within [−0.1, 0.1] is injected in the
measurement of the leaders’ position. Finally, the control gains/parameters are given in
the Table 1.

Table 1. The values of the control gains/parameters.

k kr kd η γ kv

4 2 4 1 2 4

λ ρ0,m
ij ρ∞ ρd,0

i ρd
∞ ρv,0

i ρv
∞

2 1.5|pd,m
i (0)− pd,m

j (0)|+ 0.1 0.01 1.5ed
i (0) + 0.1 0.01 1.5ev

i (0) + 0.1 0.1
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Figure 3. The initial configuration of the multi-agent system. The leaders are depicted with black
squares and their convex hull is indicated by black solid lines. The followers are depicted with
colored circles. The center of the pyramid is depicted with a blue dot that moves along the trajectory
illustrated in blue.

The simulation results are illustrated in Figures 4–7. More specifically, snapshots of
six consecutive time instants are provided in Figure 4. Apparently, the followers, which
initially start outside the convex hull of the leaders, converge within it with exponential
rate exp(−2t) and remain there despite the external disturbances that perturb the agents’
dynamics (see Figure 5). In particular, the evolution of the distance errors is illustrated
in Figure 6, where it is verified that the performance specifications that are encapsulated
in the performance functions ρd

i (t), i = 1, . . . , 5 are relaxed so that safety is guaranteed,
especially during the steady state. Moreover, no inter-agent collision occurs, as depicted
in Figure 7. Finally, the performance of the distributed estimator is illustrated in Figure 8.
Notice that all agents eventually establish a consensus towards a reference trajectory that
lies within the convex hull of the leaders.
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Figure 4. The evolution of the proposed containment control scheme for six consecutive instants.
The leaders are depicted with black squares and their convex hull is indicated by black solid lines.
The followers are depicted with colored circles. The center of the pyramid is depicted with a blue dot
that moves along the trajectory illustrated in blue.
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Figure 5. The maximum distance from the center of the convex hull is depicted with the black solid
line. The black dashed line illustrates a threshold below which the follower lies within the convex
hull. Apparently, the agents converge exponentially within the convex hull and remain within it for
all time.

Figure 6. The performance functions ρd
i (t), i = 1, . . . , 5 and the corresponding distance errors

ed
i (t), i = 1, . . . , 5 are depicted in red and blue solid lines, respectively, for each agent.
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Figure 7. The minimum inter-agent distance is depicted with the black solid line. The black dashed
line illustrates the ultimate distance 2R, when two agents meet each other. Apparently, the agents
move safely without colliding with each other.

Figure 8. The performance of the distributed estimation Algorithm (2). The distance of the reference
trajectory estimate from the center of the convex hull is depicted with the colored solid lines. The black
dashed line illustrates a threshold below which the the reference trajectory lies within the convex
hull. Apparently, the agents establish a consensus exponentially fast to a reference trajectory that lies
within the convex hull of the leaders.
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Comparative Simulation Study

To the best of the authors’ knowledge, there do not exist related papers that achieve
similar results as in our work in terms of collision avoidance, robustness against external
disturbances and dynamic leaders, and adaptive performance (the authors in [22] consider
a unicycle kinematic robot model for 2D motion and not a dynamic model, as we do
in this work, without also studying any external disturbances affecting it). Hence, we
shall compare the proposed approach with one of the most cited prescribed performance
containment controllers [15] that poses similar assumptions, for which, however, collision
avoidance is not guaranteed. It should be noted that neither drift nonlinearities nor
Nussbaum functions will be considered; thus, the fuzzy logic approximation structures
are not required, rendering the complexity comparable to that of the proposed scheme.
Afterwards, safety will be enforced by adopting identical repulsive vector fields as in our
work but without employing the adaptation mechanism on the evolution of the prescribed
performance function to verify its critical role in the whole process.

The simulation scenario is identical to the one reported in the previous subsection,
with the same performance specifications imposed by the parameters given in Table 1.
The results are illustrated in Figures 9–11. More specifically, the followers, which initially
start outside the convex hull of the leaders, converge within it with exponential rate
exp(−2t) and remain there, owing to the prescribed performance controller, despite the
external disturbances that perturb the agents’ dynamics (see Figure 9). Additionally,
the evolution of the errors along the x-coordinate is illustrated in Figure 10, where it is
verified that the performance specifications that are encapsulated in the corresponding
performance functions are guaranteed. It should be noted that the agents remain closer to
the center of the convex hull with significantly smaller errors during the steady state than
in our case. However, such a property is attributed to the absence of collision avoidance.
Notice particularly that the agents coincide, ultimately leading to inevitable collisions,
as depicted in Figure 11. Finally, to verify that the proposed adaptation of the performance
functions, as introduced in (9), is critical for the viability of the whole scheme, since the
containment control action and the collision avoidance are conflicting when the agents
move towards the convex hull of the leaders, we augment the control scheme of [15] with
an identical repulsive potential field to the proposed one. As expected (see Figure 12),
owing to the conflicting nature of these two control goals, the aforementioned scheme fails
as the control signal becomes singular when two agents approach each other, and, at the
same time, the error approaches the corresponding performance function.

Figure 9. Comparison with [15]. The maximum distance from the center of the convex hull is depicted
with the black solid line. The black dashed line illustrates a threshold below which the follower lies
within the convex hull. Apparently, the agents converge exponentially within the convex hull and
remain within it for all time.
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Figure 10. Comparison with [15]. The performance functions and the corresponding errors in the
x-coordinate are depicted in red and blue solid lines, respectively, for each agent.

Figure 11. Comparison with [15]. The minimum inter-agent distance is depicted with the black solid
line. The black dashed line illustrates the ultimate distance 2R, when two agents meet each other.
Apparently, the agents collide with each other.
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Figure 12. Comparison with [15]. When the repulsive potential field is incorporated into the design
of [15] without the adaptation scheme proposed in (9), the closed-loop system is rendered singular as
two agents approach each other and the corresponding error approaches the performance function.

5. Conclusions and Future Directions

We present a containment control scheme for multi-agent systems, composed of a
distributed reference trajectory estimator and a local trajectory tracking controller with
guaranteed collision avoidance. The proposed framework was tested on a multi-agent
scenario and exhibited high robustness against bounded external disturbances and dynam-
ically moving leaders. Future research efforts will be devoted towards handling complex
and unknown system dynamics, as well as input saturation constraints. Additionally,
studying intermittent communication among the followers within the cyber-layer would
increase the applicability of the proposed scheme. Finally, another direction that would
increase the potential of the proposed framework is to study the design of the control
scheme of the leaders as they collaboratively execute a specific task (e.g., motion planning
within an obstacle-cluttered environment).
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