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Abstract

:

Understanding pedestrians’ cognitive processes in traffic environments is crucial for developing strategies to enhance safety and reduce accidents. This study assesses the efficacy of virtual reality (VR) in evaluating pedestrian behavior in simulated road-crossing scenarios. It investigates VR’s capability to realistically mimic the cognitive load experienced in real-world settings. It examines the technical integration of VR with psychophysiological recording to capture cognitive demand indicators accurately. Utilizing a dedicated VR application and electroencephalogram (EEG) measurements, this research aims to elicit significant Event-Related Potentials (ERP), like P3 and Contingent Negative Variation (CNV), associated with decision-making processes. The initial results demonstrate VR’s effectiveness in creating realistic environments for investigating cognitive mechanisms and the balance between induced immersion and experienced discomfort. Additionally, the tasks involving time-to-arrival estimations and oddball scenarios elicited the anticipated components related to attentional and decision-making processes. Despite increased discomfort with extended VR exposure, our results show that it did not negatively impact the cognitive workload. These outcomes highlight VR’s efficacy in replicating the cognitive demands of real-world settings and provide evidence to understand the neurophysiological and behavioral dynamics of vulnerable road users (VRUs) in traffic scenarios. Furthermore, these findings support VR’s role in behavioral and neurophysiological research to design specific safety interventions for VRUs.
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1. Introduction


Road traffic accidents represent a complex problem, typically arising from elements related to infrastructure, vehicle functionality, and human errors involving drivers and pedestrians. As the most vulnerable road users (VRUs), pedestrians face significant risks, particularly in urban areas where most of the population lives. Recent 2021 statistics reveal that about 70% of all road fatalities in these regions involve them [1]. A key objective within the Sustainable Development Goals (SDGs) established in 2015 is Goal 3.6, which focuses on reducing deaths and injuries from road accidents. This goal was further reinforced by the 2020 Stockholm Declaration at the Third Global Ministerial Conference on Road Safety. This declaration calls for a 50% reduction in road traffic deaths by 2030, extending the objectives of Goal 3.6 beyond 2020. This declaration also encourages setting specific targets to decrease fatalities and severe injuries for all road users, with particular attention to vulnerable road users (VRUs), in adherence to these commitments. Although there has been a gradual decline, the current number of road casualties remains alarmingly high, presenting significant human, social, and economic challenges. Furthermore, these statistics are markedly far from the ambitious goal of achieving zero deaths by 2050, as outlined by initiatives such as Europe’s “Vision Zero” [2].



It is essential to understand the cognitive processes that govern pedestrians’ risk perception in traffic environments and the factors influencing their decision making to devise successful strategies to improve pedestrian safety and lower accident rates. For instance, it is well-known that walking or street-crossing involves more than processing sensory information: it requires estimating time and speed, with behaviors adjusted according to personal goals [3]. This is a complex behavior demanding significant cognitive resources. Any additional activity or distraction, such as using a mobile phone while walking (a common interference for up to 20% of pedestrians [4]), can pose a safety risk by diverting these resources and reducing one’s risk-detection capacity. Such tasks where cognitive capacity is diverted are referred to as dual tasks.



Neuroscientific insights reveal that performing dual tasks can strain cognitive resources. While individuals with a healthy cognitive system may manage this effectively, impairment in the central nervous system can lead to task performance issues, evident in disrupted gait. Dual tasks impose an increased mental workload, defined as the resources dedicated to correctly executing an activity. In situations requiring cognitive effort, such as pedestrian decision making, excessive mental workload may heighten the likelihood of errors. Neurophysiological techniques can assess the impact of cognitively demanding situations on the brain mechanisms involved in task execution [5,6].



1.1. Virtual Reality for Pedestrian Safety


Real-world traffic studies focusing on pedestrian behavior are fraught with challenges, including the difficulty of creating and replicating specific traffic scenarios and the ethical issues associated with exposing participants to potentially hazardous situations. Virtual reality (VR) presents a compelling alternative to address these challenges in traffic safety research. Authors have already successfully developed and tested a VR simulator to study VRU reactions when facing potential collision situations [7,8]. VR enables the creation of realistic pedestrian simulators, allowing for the meticulous design of environments reflecting real-world conditions. One of the primary goals is to induce a sense of presence in users, making them experience both place and plausibility illusion [9]. These simulators ensure uniformity and repeatability in experimental setups across various sessions and enable precise monitoring and recording of participants’ movements and reactions for comprehensive data analysis. Additionally, virtual environment applications may foster the inclusion and recruitment of larger participant populations. For all these reasons, VR-based simulators have become an invaluable resource for studying and understanding the behaviors of VRUs in diverse traffic contexts by providing safe and immersive environments from the pedestrian’s perspective (e.g., see [10,11,12,13,14] for more detailed reviews).



A key challenge in virtual environment studies is assessing how well virtual observations of human behavior, physiological reactions, and psychological conditions mirror real-world experiences. Evidence indicates that VR simulation data may only partially generalize to real-life behaviors, with potential discrepancies in the magnitude and sensitivity of observed effects [14]. This raises important considerations for the validity of VR in pedestrian safety research, including research objectives, methodologies, and technical setups. One study comparing pedestrian behavior in real and virtual settings found minimal differences except in vehicle speed estimation and user presence measurement, suggesting VR’s potential accuracy in replicating real-world tasks [15]. Similarly, research on pedestrian route choice showed consistent preferences for less crowded paths in both environments, further validating VR’s applicability in behavioral studies [16]. Another study aligned VR-crossing speeds with real-world standards (~1.07 m/s, as suggested in [17]) while noting demographic variations in crossing speed, mirroring findings from observational research [18]. Lastly, comparing pedestrian reactions to vehicles in VR and reality revealed similar perceptions of danger and distance. However, VR participants showed less concern for lateral space around vehicles and pedestrians, highlighting nuances in spatial awareness in VR [19].



Additionally, some physical and technological limitations can limit VR settings. For example, restrictions on the field of view and peripherical vision when wearing Head-Mounted Displays (HMD) [20], the underestimation of egocentric depth perception [21], and some sensitivity to cybersickness for certain individuals [22] may affect the behavioral validity of the simulations.



Integrating Electroencephalogram (EEG) technologies with VR simulations can significantly enrich the analysis of pedestrian behavior research. While VR and EEG have been independently applied to study pedestrian behaviors and cognitive states, there is limited evidence of their combined use in this field. For example, EEG signals have been analyzed to understand pedestrian cognitive reactions to oncoming vehicles at crosswalks, revealing that active vehicle lighting reduces confusion and enhances safety during crossings, especially in poorly lit areas [23]. VR environments have also been instrumental in investigating how pedestrians respond to their surroundings, including other pedestrians and vehicles [19]. EEG measurements within these VR studies have provided nuanced insights into pedestrian reactions. Another study utilized EEG to assess behavioral and physiological responses in an immersive wayfinding context, demonstrating EEG’s effectiveness in revealing pedestrian navigation behavior in various urban environments [24]. The scarcity of research combining VR and EEG might be attributed to challenges in reconciling the differences in perception and behavior between real and virtual settings and understanding the effects of multitasking on situational awareness. Addressing these challenges would significantly contribute to advancements in psychophysiological experimentation.




1.2. Neurophysiology Approaches for Pedestrian Safety


Dual tasks involving motor and attentional activities with high cognitive demand induce cognitive–motor interference (CMI), thereby impairing behavioral performance (the number of errors, walking speed, or response times) and altering neural activity patterns associated with attention and perception [24,25] One of the most employed paradigms to create situations of high dual demand combine walking with a cognitive task of visual Oddball or target stimulus detection. In these paradigms, subjects are required to identify the appearance of a target stimulus (the oddball) while inhibiting their response to a distractor or irrelevant stimulus [24,25,26,27,28,29]. During this attentional activity, a P3 Event-Related Potential (ERP) component is obtained, which can be observed as a positive deflection in the EEG signal occurring in medial areas of the cerebral cortex approximately 300 ms after the onset of a relevant event. Given the distributed nature of neural events underlying P3 generation across callosal fiber tracts from the frontal to the parietal lobes [30], attention-related electrical activity within these cortical regions is typically assessed using electrodes positioned at FZ, CZ, and PZ sites on the midline scalp. Therefore, the observation of the P3 component during oddball tasks is associated with effective attentional processing toward a relevant event [27,28]. In dual tasks (oddball and walking), CMI has been observed, correlating with a reduction in the amplitude of P3 (in terms of μV) during tasks performed in motion compared to the same task in a static condition. This decrease in amplitude may be interpreted as an indication of the heightened utilization of cognitive resources required for the efficient execution of the attentional task [25,28].



Concerning attentional efficiency, high cognitive demand tasks have been observed to modulate the response anticipation process [31]. The ability to anticipate relevant stimuli, such as cars, pedestrians, or potential road safety hazards, is linked to the Contingent Negative Variation (CNV) component. The CNV ERP component is elicited following the presentation of a signal stimulus, indicating the proximity of another event requiring participant response [32,33]. This component is associated with decision-making and cognitive–motor preparation for response execution. Neural activity associated with this component is mainly observed in the frontal cortex, spanning the supplementary motor and cingulate cortex [34]. Therefore, electrical activity captured by electrodes situated in adjacent mid-frontal areas is typically selected for CNV amplitude analysis. Theoretically, CNVcomprises two elements: an Early-CNV (raging approximately from around 400 to 2000 ms after signal stimulus onset), associated with the characteristics of the cue stimulus, attentional orientation, and the onset of temporal encoding, and a Late-CNV (from around 1500 ms after signal stimulus onset until the behavioral response), which is linked to decision-making and preparatory processes in anticipation of the stimulus arrival [33,34,35,36]. Examined through time-to-arrival (TTA) tasks, where a moving object disappears, and the observer must respond when estimating its arrival at a specific position, this ERP type has been studied in VR safe driving paradigms. The reduction in CNV amplitude in these studies correlates with poorer anticipatory behavior, suggesting its potential as a predictive marker for risky driving behaviors [32,34].




1.3. Integrating VR and EEG for Pedestrian Safety


In conclusion, the suitability of VR to increase cognitive demand in safe pedestrian conditions could be substantial. However, psychophysiological recording poses technical conditions that need to be considered to ensure that both VR and EEG recording methodologies meet technical standards and can reflect the increased cognitive load (resulting in CMI). This would substantiate their efficacy for psychophysiological study paradigms examining pedestrian behavior in motion. Therefore, the main goal of this study is to verify the utility of VR pedestrian scenarios within the psychophysiological and behavioral assessment framework. In this context, the adopted procedural methodology is expected to elicit the relevant evoked potentials within the EEG recordings. Furthermore, it is expected that both objective and subjective measures associated with VR, such as presence and cognitive load, will demonstrate levels of immersion in the VR trials that are as realistic as possible. In this case, the levels of cognitive demand anticipated in VR would be akin to those experienced in actual environments.



There is limited evidence to date regarding investigating this factor concerning pedestrians’ behavioral changes in various potentially hazardous traffic situations. Therefore, the neurophysiological and behavioral explorations of VRUs in VR during diverse pedestrian behavior scenarios constitute a primary novelty in this proposal.



This paper is structured as follows: Section 2 offers an in-depth overview of the experimental protocol used to examine pedestrian behavior, including a detailed account of the custom VR application created for this purpose and the technological setup used in volunteer experiments. Section 3 focuses on the analytical methods applied to EEG data and the subjective questionnaires used to evaluate both objective and subjective aspects of behavioral responses. Section 4 delves into interpreting the study’s preliminary findings, highlighting potential enhancements to the methodological protocol for future research. Finally, Section 5 discusses the proposed methodology’s main limitations and shortcomings, along with some critical issues from a technological and development standpoint.



The reader is referred to the table of acronyms in Appendix A (Table A1) for a detailed explanation of the acronyms used throughout this document.





2. Materials and Methods


2.1. Study Design and Experimental Protocol


The experimental process was conducted in two distinct phases.



Figure 1 presents a graphical representation of the protocol followed. The study utilized a within-subject repeated measures design across four experimental tasks unfolded within a simulated urban setting in a virtual reality environment.



In the initial phase, participants completed an online form to provide sociodemographic and psychological information before they visited the laboratory. An in-person session at the Universidad Camilo José Cela campus in Madrid followed this phase. During this session, the research staff verified the information previously submitted online. Before participating in the trial, each volunteer signed their informed consent.



The pedestrian tasks within the virtual environment were executed in a fixed sequence, consisting of (1) an initial familiarization and resting task, (2) a time-to-arrival task, (3) a bi-modal Oddball task with both visual and auditory stimuli, and (4) a Dual task that combined the bi-modal Oddball task with the action of crossing a pedestrian crosswalk. These tasks and the related VR-based scenarios are thoroughly described in Section 2.3 and Section 2.4. A spacious and unobstructed area measuring 8 m in length and 3.4 m in width was prepared for the experiments.



This study utilized the NASA Task Load Index (NASA-TLX, ref. [37]) and the Simulator Sickness Questionnaire (SSQ, ref. [38]) to assess mental workload and cybersickness, respectively. These assessments were conducted at the beginning of the virtual reality environment activities and immediately after completing each task mentioned above. Additionally, the sense of presence within the VR environment was evaluated using the Presence Questionnaire (PQ, ref. [39]), with assessments following the completion of the second task (TTA) and at the end of the entire experimental procedure. More details on how these assessments were performed are outlined in Section 2.5.



The experimental phase was expected to last around three hours for each volunteer. Initially, 20 min was dedicated to explaining the experiment, obtaining informed consent, and administering the SSQ and NASA-TLX questionnaires to gather baseline measures. The following 30 to 60 min involved the experimenter fitting the EEG cap onto the participant’s head. This process included accurately placing electrodes at specific sites, ensuring their impedance was correctly measured and adjusted, and fitting the VR headset over the EEG cap (please refer to Figure A1 in Appendix B for a visual guide and Section 2.2 for technical equipment details). Following this setup, participants engaged in VR-based behavioural tasks for approximately 90 to 120 min, including 10 min breaks after each task to allow rest; removal of the HMD; and completion of the PQ, SSQ, and NASA-TLX questionnaires as required.



A key consideration in designing this experimental methodology was to mitigate potential fatigue effects across tasks. Fatigue, characterized as a temporary decrease in functional efficiency due to mental exertion from a task, can adversely affect performance and increase the likelihood of errors. It poses a significant concern in experiments demanding consecutive trial repetitions, which is essential for accurate EEG signal interpretation. Although traditional fatigue-reduction strategies were not employed in this pilot study, tasks were deliberately ordered from those with lower to higher cognitive demands to manage fatigue. Additionally, the study’s design enables the assessment of potential fatigue effects through the mentioned questionnaires.




2.2. EEG and VR Equipment


The electroencephalogram data were collected using the equipment and software provided by Brain Products GmbH, Munich, Germany. The EEG cap, equipped with 32 wireless active electrodes, was carefully positioned on the participant’s head following the international 10/20 system layout (FP1, FZ, F3, F7, FT9, FC5, FC1, C3, T7, TP9, CP5, CP1, PZ, P3, P7, O1, OZ, O2, P4, P8, TP10, CP6, CP2, CZ, C4, T8, FT10, FC6, FC2, F4, F8, and FP2) and manually fine-tuned to ensure the EEG displayed accurate signals (see Figure A1 in Appendix B). The LiveAmp compact wireless EEG amplifier facilitated wireless signal transmission. Electrode impedances were consistently maintained below 10 kΩ to ensure signal quality. The online reference channel was positioned on the left mastoid, and the ground channel was placed at FPZ. Ocular movements were tracked horizontally and vertically with dedicated active electrodes (FT9 and FT10 for horizontal and vertical movements, respectively), which were strategically repositioned closer to the eyes. The brain electrical activity was recorded using Vision Recorder software at a 500 Hz sampling rate with a 50 Hz notch filter to reduce electrical noise. This setup enabled continuous monitoring of neural responses during tasks.



Participants also wore the Oculus Quest 2 wireless headset atop the EEG cap. This lightweight and portable HMD provides an optimal balance of visual quality, tracking accuracy, and ergonomic design, enhancing the immersive VR experience. The experimental protocol runs on a VR-ready workstation. Communication between the HMD and the PC was established via the Meta Quest Air Link over a dedicated Wi-Fi network, leveraging the total bandwidth and speed available for seamless data transfer. Furthermore, this setup allowed external supervision and monitoring during simulation sessions. The VR laptop also facilitated transmitting stimuli triggers to the EEG recording software, enabling precise signaling of specific events throughout the experiment. This integration enhanced the experimental protocol by ensuring accurate synchronization between the VR experiences and EEG data collection. A summary of the leading technical features of each piece of equipment can be seen in Figure 2 and outlined in Table 1.




2.3. Virtual Reality Application


The VR application provides a flexible and rigorous environment to assist the behavioral study protocol outlined in Section 2.1, which has been developed using Unity’s latest LTS (Long-Term Support) version, specifically v2022.3.18.f1. Unity stands out as a robust and adaptable game development tool, empowering creators to design immersive and interactive experiences across various platforms, from mobile devices and consoles to PCs and VR environments. Notably, our implementation adheres to the OpenXR open API standard (https://registry.khronos.org/OpenXR/specs/1.0/html/xrspec.html (Last access: 5 April 2024)), designed to facilitate the seamless operation of applications across different VR platforms, eliminating the need for code rewriting for each specific device.



Before starting any experiment in one of the available virtual environments, an interface allows for registering a new user or loading one previously created for experiment resumption (see Figure 3). User profiles include data such as gender, creation date, and trial completion. Additionally, writing relevant notes about the ongoing experiment can prove helpful during analysis.



Through the same interface, it is possible to configure specific audio settings to limit the maximum intensity level of the sounds and ambient noise in the VR scenarios (see Figure 3). This limitation is crucial in EEG recordings to avoid potential distraction effects while capturing brain signals. The scenarios incorporate six unique audio sources. One captures environmental background noise at 35 dB, representing a city ambiance stripped of sharp sounds such as car horns or bird chirps. The remaining five have different car engine sounds, peaking at 80 dB. Of these, two engine sounds correspond to the various speeds analyzed in the time-to-arrival estimation task, and three are linked to the vehicles featured in the Oddball tasks. It is worth noting that the sound level at the output depends not solely on the sound source but also on the possible variations that may occur due to software limitations or headset headphones. To set a specific value, one would need to use a decibel meter at the headset’s output while adjusting the linear value set in the configuration panel. In our case, the experimental protocol anticipated a prior control before each trial, where we ensured that both the computer’s volume and that of the headsets were maintained at fixed and predetermined values.



Throughout the configuration steps, users wear their HMD and experience a virtual, blank scenario depicting the center and dimensions of the calibrated, obstacle-free play area (see Figure 4). They are allowed to move across this space to get acquainted with the virtual world. Should users approach any of the boundaries, a blue grid wall appears, visually signaling their proximity to the calibrated area’s limits. Moreover, a virtual bench occupies one corner, precisely mirroring the position of a physical chair within the room. This chair serves as a resting spot during a designated task within the experiment (see Section 2.4.1).



Upon completion of the configuration phase, the experimenter can initiate any of the four planned trials: familiarization and resting, time-to-arrival estimation, Oddball task, and dual task (see Section 2.4.1, Section 2.4.2, Section 2.4.3 and Section 2.4.4, respectively). By default, tasks are designed to be executed in any sequence and cannot be repeated upon completion. Upon finishing a task, its corresponding button becomes grayed out and not selectable. Nevertheless, a specific configuration file has been created to set up custom task sequencing or repeat specific tasks as needed. For this study, participants completed the tasks following the order specified in Section 2.1.



The developed scenario realistically portrays a typical urban crossroad in Madrid. It features a two-lane road accommodating bidirectional traffic flanked by pedestrian sidewalks, as shown in Figure 5. The scenario is composed only of static elements such as buildings, trees, parked vehicles, and benches (for use during rest periods), deliberately excluding dynamic components like moving pedestrians or vehicles to minimize distractions. Moving vehicles were introduced when the protocol for a correct task execution was required. The scene is set under sunny weather conditions to minimize the shadows cast by any urban elements on the asphalt. The light’s color temperature is set at 4500 K, slightly warmer than Unity’s default temperature of 6570 K, to achieve a better sense of dominance of the virtual environment [40].



The realism of the scenario is enhanced by employing textures from actual urban elements, with all components rendered without elaborate visual effects (e.g., reflections, wind effects, and animations) to mitigate extraneous visual stimuli that could interfere with EEG signal integrity.



Participants experienced this scenario through HMDs. Additionally, a remote controller was supplied to facilitate their interaction within the virtual environment. Experimenters monitored the virtual environment in real time via a laptop/PC, which displayed a specific user interface (see Figure 6). This interface enables researchers to oversee participant activities, offering updates on trial progress, including tracking progress, the count of remaining trials, participant response times (where relevant), and notifications of significant events like the appearance or disappearance of elements within the scene.



During these sessions, the application triggered specific signals in the USB port of the VR laptop, which is connected to the EEG laptop tasked with recording brain signals. In neurophysiology, a trigger refers to an external stimulus or event that initiates a specific physiological response or neural activity in the nervous system. The triggers sent by the application mark significant moments within the virtual environment, such as the beginning or conclusion of trials, changes in stimuli, or participant interactions via the controller. Each significant event was identified by a unique trigger label, playing a pivotal role in experimental protocols by facilitating precise control over the presentation and timing of stimuli. During each participant’s session, a dedicated log file captured precise information about the headset’s position and orientation. Data collection occurred at a frequency of 0.1 milliseconds, with timestamps recorded in the POSIX milliseconds format for accurate time referencing. Furthermore, trigger events were carefully documented in conjunction with the positional data. This comprehensive dataset facilitates the analysis of neural responses, allowing for a detailed investigation of brain activity under controlled experimental conditions. It also ensures the synchronization of brain activity data with the user’s positional information.




2.4. Pedestrian Performance Assessment Based on Behavioral Response


2.4.1. Familiarization and Resting


In this introductory task, users familiarized themselves with the 3D environment that is consistent across all experimental tasks. The task comprised three distinct stages: an initial familiarization phase, a resting phase with eyes closed, and a resting phase with eyes open. At the beginning of each stage, an information panel provided concise instructions pertinent to the upcoming phase to participants. Similar panels have been shown to users at the very beginning of each task.



The familiarization period with the virtual environment lasted for 3 min. As a preliminary step, each participant was invited to explore the virtual urban setting. This exploration aimed to facilitate familiarity with the environment and build confidence in navigating it freely. Participants were encouraged to move throughout the space, even to the extent of approaching the physical and virtual boundaries of the simulated environment.



Following this initial exploration, participants were instructed to locate and sit on a bench placed in a corner of both the virtual and physical environments. This step aimed to record their resting electrical brain activity. The procedure lasted for 4 min with eyes closed and 3 min with eyes open, during which participants were asked to focus on a specific point. The data collected during this phase served as a baseline, providing a reference point against which the data from subsequent tasks could be compared and analysed.




2.4.2. Time-to-Arrival (TTA) Estimation


The task required participants to predict the time-to-arrival of a car approaching from the left and vanishing at a predetermined location. The aim was to induce the participant to start the process of temporal encoding and cognitive and motor preparation to provide a correct response. At the beginning of each trial, participants stood at the edge of the roadway of a virtual pedestrian crosswalk. Using an interactive controller, participants registered their estimation of the vehicle’s arrival time (i.e., the moment when the front part of the car passed in front of them) by pressing a response trigger, thereby making their TTA guess. Following methodologies employing multimodal stimuli within VR environments to augment behavioral and brain responses [6,36,41,42,43,44], this task incorporated a vehicle as the primary bimodal stimulus, combining visual (a blue car whose RGB components are 0, 164, and 255) and auditory (engine sound at 35 dB) elements. At the moment the car disappeared, the corresponding stimuli also disappeared to allow users to make a “blind” estimation.



The experiment manipulates four distinct conditions by varying the vehicle’s speed and the timing of its disappearance (i.e., for how many seconds it remains invisible until it reaches the user), following previous studies [3,32,34,45,46]. Therefore, each of the two variables presents two discrete levels: speed at 30 km/h and 50 km/h and disappearance time of 3 s and 5 s. The levels of each variable have an equal probability (50%) of being drawn. Trials are configured to display one of the potential combinations of these variables, arranged in a randomized sequence. The duration of each trial ranged from 10 to 15 s, depending on the assigned speed condition. Notably, the vehicle did not become visible immediately upon reaching the participant’s position but reappeared 2 s later. The reason for this delay was to ensure that the psychophysiological measurement corresponds to the anticipation of the vehicle’s arrival rather than its reappearance. Furthermore, it allowed the recording of longer-duration evoked potentials without potential interference.



The cars generated for these trials appeared at a defined distance from the user (    d   u   )   and approached from the left at a constant speed (    v   0   ) .   Assuming no drag from the asphalt, the total time (    t   t    ) for a car to reach the user was calculated using the following well-known motion equation:


    t   t   =     d   u       v   0      



(1)







The distance that the car covered during its disappearance time     t   w     is


    l   w   =   t   w   ×   v   0    



(2)







Figure 7 depicts an actual example. A car created at 120 m, with an initial speed of 30 km/h (8.333 m/s), took 14.4 s to reach the user. Considering a disappearance time of 5 s, the distance that the car remained hidden was approximately 41.66 m. This distance is represented in the figure with the green transparent box. For this specific case, users had around 9.4 s before seeing the vehicle disappear.



Time-to-arrival estimation was determined by the time difference between the moment the now-obscured vehicle is believed to have passed the participant and the moment the participant presses the response button (    t   u   )  , which is


  T T A =   t   u   −   t   w    



(3)







According to the equation mentioned, positive TTA values suggest an overestimation of the arrival time, meaning the user pressed the trigger after the car reached their location. On the other hand, negative TTA values signify that the user anticipated the car’s arrival. For behavioral analysis, TTA estimates are recorded in a designated log file and categorized as Correct (if the user’s response falls within a +/− 1-s margin of the actual car’s arrival at the participant’s location) or Missed (if the response is delayed or not given by the end of the trial).



The TTA task started with an introductory practice block consisting of six trials (i.e., TTA estimations) to familiarize participants with the experimental procedure [3]. Upon completing this practice block, participants engaged in 2 experimental blocks, each comprising 30 trials (60 trials).



In this task, a total of nine triggers were transmitted to the EEG recording software: two triggers denoted the commencement and conclusion of each trial block; four triggers corresponded to the moments a car appeared or disappeared, differentiating each speed condition and disappearance time; one trigger captured the moment the user estimated the car’s arrival at their position; and the final two triggers were designated for the instances when the car reappeared post-crosswalk for each speed condition.




2.4.3. Oddball Task


In this experimental paradigm, participants were asked to press the controller button at the precise moment they perceived the onset of a target stimulus by differentiating it from both distractor and frequent stimuli. This approach was consistent with established bimodal Oddball paradigms [32,36,42]. Each trial exposed participants to a stimulus, specifically a car, distinguished by a unique combination of color and engine sound. The target vehicle featured a blue color (the same as the previous task), the distractor vehicle was green (RGB components: 0, 160, and 0), and the frequent vehicle was white (RGB components: 255, 255, and 255). Furthermore, a V6 gasoline engine sound was linked to the target vehicle; a sport engine (V8 gasoline engine) sound was associated with frequent stimulus, and the diesel engine sound was designated for the distractor vehicle. All these sounds were recorded at medium revolutions. These engine sounds were uniformly presented at a consistent volume level of 80 dB to ensure clear differentiation among the stimuli. Furthermore, these sounds were subjected to logarithmic attenuation for a more realistic sensation based on the distance between the user and the emission source.



The experimental structure included an initial practice block of 6 trials, followed by 2 experimental blocks, each comprising 80 trials. Within each block, the presentation of stimuli was randomized, featuring a distribution of 60% for the frequent stimulus, 20% for the distractor, and 20% for the target [42]. Each trial lasted up to 6 s (corresponding to the maximum time it took for the car to reach the user) with inter-trial intervals set to 3 s to mitigate the potential for anticipatory responses. A trial was considered complete once the inter-trial interval elapsed following the user’s response to optimize the experiment’s duration. Should there be no response from the participant, the simulation waited for the specified inter-trial period after the car had reached the user’s position. Participants were standing in the same position as in the previous task. The stimuli appeared on their left side at a fixed distance of 50 m and approached at 40 km/h.



Behavioral metrics were evaluated using measuring reaction times (RT), which span from the stimulus onset to 1 s afterward. Reaction time is defined as the duration between the appearance of a stimulus and the individual’s response to it. These responses were classified into three categories: Correct (where the user either responds to the target stimulus within ≤1 s or refrains from responding to a distractor or frequent stimulus), Incorrect (where the response is made to either a distractor or a frequent stimulus),or Missed (where there is no response to a target stimulus within ≤1 s). Additionally, broader results were obtained by calculating the Correct/Incorrect/Missed percentages for each participant and then determining the average of these percentages across the entire participant group (see Section 3.2.4).



For this task, a total of 10 distinct types of triggers were implemented: 2 were utilized to determine the start and end of each trial block, 3 were employed to identify the appearance of the stimulus car, 2 were dedicated to determining if the user’s response is correct or incorrect within one second following the stimulus appearance, 2 further triggers were used to assess the accuracy of the participants’ responses after one second following the stimulus appearance, and 1 trigger was designated to indicate the precise moment when the car arrived at the user’s position.




2.4.4. Dual Task


In this dual-task paradigm, participants positioned themselves at the pedestrian crosswalk, maintaining the same stance as in the prior tasks. Their task required identifying the target car, akin to the procedure in the Oddball task, while crossing the road without running or stopping midway [47,48,49]. This experimental setup preserved all characteristics of the preceding Oddball task, except the initial appearance distance and the stimulus speed, which were fixed at 100 m and 30 km/h, respectively. These values were selected to enhance pedestrians’ ability to make precise estimations of safe crossing intervals while ensuring sufficient time to traverse the street without risk. This task introduced the challenge of determining the ideal timing for introducing the stimulus car (consistently from the users’ left side to mimic traffic flow directions) to guarantee that participants could reliably detect each occurrence without disrupting the flow of the trials. The employed strategy involved determining when the participant started moving, with each road-crossing attempt treated as an individual trial. Accurately identifying this initiation moment was pivotal for analyzing EEG brain signals and assessing mental workload. To this end, the participant’s instantaneous speed perpendicular to the road’s direction was measured as they turned around following a successful crossing. Upon exceeding a pre-set threshold (i.e., 0.75 m/s), a specific trigger was dispatched to the EEG recorder, marking the start of the crossing action. Similarly, a trigger was generated once the participants completed the road-crossing action. The configuration of other triggers was consistent with those defined for the Oddball task (refer to Section 2.4.3).



In terms of behavioral analysis, reaction times in target detection were analyzed using the identical methodological approach utilized for the Oddball task.





2.5. Workload and Cybersickness


The subjective mental workload was evaluated utilizing the NASA Task Load Index (NASA-TLX) questionnaire [37] in its validated Spanish adaptation [50]. The implementation of this questionnaire necessitated an initial baseline measurement phase, during which the subject’s expected level of demand was established across the six evaluated dimensions: mental demand, physical demand, temporal demand, performance, effort, and frustration. Participants were asked to rate the perceived importance of each dimension on a scale from 0 to 20 immediately after completing their tasks. Detailed descriptions of each dimension were provided, guiding participants to compare them in pairs and identify which they perceived as contributing more significantly to their workload. In the original version, the mentioned dimensions and the overall scale exhibited an internal consistency level of 0.69, calculated with Cronbach’s alpha coefficient. The comprehensive mental workload score, calibrated on a scale up to 100, was derived by calculating the weighted mean of the aggregated scores across these six dimensions. Higher scores were interpreted as indicative of an elevated perception of mental workload.



Discomfort symptoms associated with VR, such as dizziness, nausea, and vertigo, were systematically assessed at designated intervals utilizing the Simulator Sickness Questionnaire (SSQ). This questionnaire gauges participant responses on a 4-point scale (0–3) for 16 symptoms of discomfort, which are organized into 3 categories: Oculomotor (O), Disorientation (D), and Nausea (N). In this case, Cronbach’s alpha score achieved a value of 0.87. Scores for each category were calculated by summing the responses for related symptoms, with elevated scores reflecting greater discomfort levels within each category. The questionnaire and formulas employed to assess participants’ discomfort are detailed in [38].



Moreover, the evaluation of presence, characterized by the level of immersion and engagement experienced within the VR environment, was conducted under the procedures outlined in the methods section. For this purpose, the Presence Questionnaire (PQ), consisting of 19 items, was deployed [39]. Each item is scored on a 7-point Likert scale (1 to 7), allowing the overall sense of presence to be determined by the cumulative score, where higher totals signify an enhanced sense of presence. Following the structure detailed in [51], the 19 items span 5 dimensions: Realism (7 items), Possibility to Act (4 items), Quality of Interface (3 items), Possibility to Examine (3 items), and Self-evaluation of Performance (2 items). When sound elements are integrated, as in our study, an additional dimension titled “Sounds” with 3 items is added. The PQ achieved a Cronbach’s alpha score of 0.84.





3. Results


3.1. Participants


Eligible participants included healthy adults of legal age without the presence of central nervous system pathologies and comorbidities with severe mental disorders, specifically excluding gait disorders.



Twelve healthy subjects with a mean age of 25 years (24.92 ± 6.91, 10 males and 2 females) were recruited. Recruitment was conducted through snowball sampling and advertisements posted on collaborating university campuses. All subjects gave informed consent for inclusion before participating in the study. The study was conducted following the Declaration of Helsinki. The project was submitted to and approved by the ethics committee of the University Camilo José Cela (22-CEI-VULNEREA).




3.2. Data Analysis


3.2.1. Software


The EEG data analysis was offline performed using BrainVision Analyzer Software (Brain Products, GmbH, München, Germany) and the EEGLAB Toolbox [52] running in MATLAB 2022a (Mathworks, Natick, MA, USA). Statistical analysis was performed using SPSS software version 24 (IBM Corp., Armonk, NY, USA).




3.2.2. Selection of Electrode Signals


Electrodes placed along the scalp’s midline were selected to evaluate attentional processes (in Oddball and dual task paradigms), focusing on the P3 event-related potential (ERP). This includes electrodes located in midline cortical regions: FZ, CZ, and PZ. Furthermore, to assess cognitive processes related to time-to-arrival estimation, the CNV ERP component was analyzed at electrodes in fronto-medial scalp areas, specifically FZ, FC1, FC2, and CZ (see Figure A1).




3.2.3. TTA Estimation


Initially, the EEG recordings were subjected to preprocessing to mitigate potential aliasing errors by applying a 60 Hz low-pass filter. Then, we downsampled the data to 256 Hz and employed a bandpass filter ranging from 0.1 to 30 Hz to retain the frequencies of interest selectively. To ensure a uniform reference across all recordings, we re-referenced the data to the expected average reference, standardizing the signal interpretation. Subsequent steps involved the utilization of Independent Component Analysis (ICA) to remove the ocular and cardiac components. The pivotal moment of cue onset was defined as the instance of the car’s disappearance, assigned as the 0 ms mark. Our experimental framework was structured around four distinct conditions, as defined in Section 2.4.2, based on a combination of speed (30 km/h vs. 50 km/h) and the timing of the car’s disappearance (at 3 s vs. 5 s after cue onset). The EEG signals were segmented into epochs extending from −500 to 5000 ms relative to the cue onset, incorporating a 500 ms pre-cue baseline for normalization. Trials exhibiting amplitude variations exceeding +/−100 μV were systematically rejected. Then, after averaging the EEG epochs, the EEG data from the four electrode sites mentioned before were extracted for in-depth analysis. Early-CNV was defined as the slow negative wave emerging between 400 and 2000 following the cue stimulus. To accurately quantify the Early-CNV, we calculated its mean amplitude across a specific time window from 800 ms to 1500 ms, ensuring the capture of the minimal features of this component.



To investigate the characteristics and differences of the Early-CNV component across various conditions, we employed a repeated-measures analysis of variance (RM-ANOVA). The analysis focused on two primary factors: the electrode site (FZ, FC1, FC2, and CZ) and the experimental conditions, whose resulting four distinct scenarios have been coded as 33 (speed at 30 km/h with the car disappearing at 3 s), 35 (speed at 30 km/h and 5 s of disappearance time), 53 (50 km/h and 3 s), and 55 (50 km/h and 5 s). Factors and factor interactions were accepted as statistically significant at p < 0.05. The effect size for the ANOVA was reported using partial eta squared (eta) to quantify the magnitude of observed phenomena. When the sphericity criteria were violated, Greenhouse–Geisser correction was applied. A Pearson correlation analysis was subsequently applied to explore the statistical relationship between EEG data and behavioral outcomes.



The RM-ANOVA did not show any significant difference between factors. On the other hand, an interaction was identified following the Pearson correlation involving Early-CNV and the correctness of users’ responses. In Condition 33, a significant positive correlation was observed between the amplitude of Early-CNV at the CZ electrode site (r = 0.85, p = 0.033), reflecting a reduction in CNV negativity when TTA estimations were more extended.



Figure 8 shows the grand-average Early-CNV at the FZ, FC1, FC2, and CZ electrodes. Table 2 indicates the mean amplitude and standard error (SE) of the Early-CNV for the four conditions and electrodes on TTA estimations.




3.2.4. Oddball and Dual Tasks


We uniformly applied identical EEG and behavioral analysis protocols to investigate the same neural dynamics across both experimental paradigms. Initially, the EEG recordings were subjected to preprocessing to mitigate potential aliasing errors by applying a 60 Hz low-pass filter. Then, we downsampled the data to 256 Hz and employed a bandpass filter with a range of 0.1 to 30 Hz. All channels were re-referenced to the common average reference. The next step involved artifact subspace reconstruction (ASR), utilizing the open source “clean_rawdata” function within EEGLAB [52], specifically targeting the removal of muscle activity artifacts. A mild cutoff parameter (k = 20) was selected, grounded in findings from prior research [53]. Post-ASR, independent component analysis (ICA) was employed to remove ocular and cardiac components. The EEG signal was then segmented into epochs extending from −500 to 1000 ms relative to the onset of target (Tar), distractor (Dis), and frequent (Fre) stimuli, incorporating a 500 ms pre-cue period for baseline correction. As before, trials with an amplitude exceeding +/−100 μV were rejected. Subsequently, the EEG epochs were averaged, and the maximal peak values for all stimulus modalities (Tar, Dis, and Fre) within a 250–450 ms window were identified. These data served as the basis for defining and analyzing the P3 ERP component, focusing on midline electrodes (FZ, CZ, and PZ). Finally, two subjects with fewer than 50% of the total segments were omitted from the subsequent analyses.



An RM-ANOVA was utilized to assess the characteristics and variations of the mean P3 amplitude across different conditions. This analysis considered three primary factors: Paradigm (comprising Oddball and dual task conditions), Electrode (including FZ, CZ, and PZ), and Stimulus types (encompassing target, distractor, and frequent stimuli). Factors and factor interactions were accepted as statistically significant at p < 0.05. The effect size for the ANOVA was reported using partial eta squared (eta) to quantify the magnitude of observed phenomena. When the sphericity criteria were violated, Greenhouse–Geisser correction was applied. A Pearson correlation analysis was subsequently applied to highlight any statistical relationship between EEG data and the and the accuracy of RT for correct detections of target stimuli. Subsequently, a paired-sample t-test analysis was applied to assess the differences in RT between Oddball and dual task paradigms. The results were considered significant at p < 0.05.



A significant effect was found for the Paradigm factor [F(1, 9) = 32.729; p < 0.001; eta = 0.785] and for the Electrode factor [F(2, 18) = 26.578; p = 0.005; eta = 0.440]. Specifically, the mean P3 amplitude in the dual task paradigm was significantly higher than in the Oddball paradigm. Additionally, the mean P3 amplitude for the CZ electrode was higher compared to the FZ and PZ electrodes across both paradigms. There was no correlation in the Pearson correlations between EEG and RT. There was no correlation in the Pearson correlations between EEG and RT. Figure 9 shows the grand-average P3 amplitude at the FZ, CZ, and PZ electrodes. Table 3 presents the detailed examination of the behavioral and EEG measures for the Oddball and the Dual Task paradigms. There were no significant differences in the RT between paradigms.




3.2.5. Cybersickness


To evaluate cybersickness symptoms during the VR experience, an RM-ANOVA was performed on SSQ responses collected throughout the study. The factors examined included Condition (pre-resting, post-resting, post-TTA, post-Oddball, and post-dual task) and Symptom (Nausea, Oculomotor, and Disorientation), with significance accepted at p < 0.05. Bonferroni corrections were applied to post hoc analyses, maintaining significance at p < 0.05. The effect size for the ANOVA was reported as partial eta squared (eta), employing Greenhouse–Geisser correction for violations of sphericity. A Pearson correlation analysis was initially performed to examine potential statistical relationships between cybersickness and behavioral outcomes, such as TTA estimations and Oddball and dual task RT. A Spearman correlation was then utilized for non-normally distributed dimensions, as determined by the Shapiro–Wilk normality test at a significance level of p = 0.05.



Significant effects for the factors Condition [F(1.607, 14.459) = 5.576; p = 0.021; eta = 0.383], Symptom [F(1.256, 11.308) = 9.221; p = 0.008; eta = 0.506] and for the Condition*Symptom [F(2.750, 24.750 = 5.104; p = 0.008; eta = 0.362] interaction factor were found. Concerning the Condition factor, it was found that the cybersickness sensation was significantly higher after performing the Oddball task than the cybersickness after the Resting task (p = 0.014). For the Symptom factor, we found that the Oculomotor symptoms were significantly higher than the Nausea (p = 0.026) and Disorientation (p = 0.004) symptoms. After pairwise comparisons between conditions, the Oculomotor symptom after the Oddball task was significantly higher than the Oculomotor symptoms at the pre-resting stage (p = 0.043) and after performing the resting task (p = 0.001) and the TTA task (p = 0.032), as shown in Figure 10. No correlations were found between the SSQ and the behavioral results.




3.2.6. Immersion/Presence


To evaluate the sense of presence, we examined the total score on the PQ administered after the TTA paradigm (PQ_1) and following the dual task paradigm (PQ_2), extracting the mean values (PQ_1: M = 103.36, SE = 10.10; PQ_2: M = 113.45, SE = 9.29) for each application. Next, a paired-sample t-test analysis was applied to assess the differences between both PQ applications. The results were considered significant at p < 0.05. The analysis showed significant differences between conditions (t-value = −3.595, p = 0.005).



We also investigated the potential relationship between PQ scores and EEG and behavioral measures. To this end, we conducted a Pearson correlation analysis between PQ dimensions, neural activity, and behavioral outcomes for each paradigm.



In the TTA paradigm, a relationship was identified between the CNV ERP at the CZ electrode site and the PQ dimensions. In condition 55 (50 km/h, 5 s), the CNV exhibited higher negativity when the sense of “Possibility to Act” (p = 0.04) and “Self-evaluation of Performance” (p = 0.03) were higher. Additionally, in condition 35 (30 km/h, 5 s), the CNV displayed increased negativity with higher levels of “Self-evaluation of Performance” (p = 0.004).



In the Oddball paradigm, the P3 amplitude at the PZ electrode site for the target stimulus was lower in the presence of a higher sense of “Self-evaluation of Performance” (p = 0.02). Similarly, for the target, the P3 amplitude at the CZ electrode site was lower with a higher sense of “Realism” (p = 0.14).



In the dual task paradigm, the P3 amplitude for the target stimulus at the FZ electrode site was more positive when the sense of “Self-evaluation of Performance” was higher (p = 0.037). Furthermore, at the PZ electrode site, the P3 amplitude was lower for the distractor stimulus, with higher scores of “Quality of Interference” (p = 0.046), and for the target, with higher scores of “Self-evaluation of Performance” (p = 0.033).



No correlations were identified between PQ and behavioral measures.




3.2.7. Cognitive Workload


Responses from the NASA-TLX questionnaire were analyzed using an RM-ANOVA to evaluate cognitive workload throughout the VR experience. The factors under consideration included Condition (resting, TTA, Oddball, and dual task) and Dimension (mental demand, physical demand, temporal demand, performance, effort, and frustration), with a significance threshold set at p < 0.05 for both factors and their interactions. Bonferroni adjustments were made for post hoc analyses, with significance also pegged at p < 0.05. The effect size for the ANOVA was reported using partial eta squared (eta), with Greenhouse–Geisser corrections applied in cases of sphericity violations. A Pearson correlation analysis was conducted to investigate potential correlations between cognitive workload indicators, EEG metrics, and behavioral outcomes, such as TTA estimations and Oddball and dual task RT.



Significant effects for the factors Condition [F(3, 33) = 25.833; p < 0.001; eta = 0.701], Dimension [F(5, 55) = 4.061; p = 0.003; eta = 0.270], and the interaction Condition*Dimension [F(15, 165) = 2.043; p = 0.015; eta = 0.157] were found. Concerning the Condition factor, it was found that the cognitive workload was significantly lower at the resting task than in the TTA paradigm (p < 0.001), Oddball paradigm (p < 0.001), and dual task paradigm (p < 0.001). There were no significant differences in the dimension factor. After pairwise comparisons between conditions, the mental demand was significantly lower at the resting task than after the TTA paradigm (p = 0.011), Oddball paradigm (p = 0.026), and the dual task paradigm (p = 0.046). Additionally, the performance difficulty at the resting task was significantly lower than after the TTA paradigm (p = 0.004), Oddball paradigm (p = 0.002), and the dual task paradigm (p = 0.001). No correlations were found between the SSQ and the behavioral results. Finally, effort was significantly lower at resting compared to the TTA paradigm (p = 0.04). No correlations were identified between NASA-TLX and behavioral measures, except in the TTA paradigm.



Significant relationships were observed when analyzing the TTA estimation. Under higher mental demands, the CNV exhibited a significantly less negative amplitude at the CZ electrode site for the 55 condition (p = 0.042). Also, a more negative CNV was identified with higher scores of frustration at the FC2 electrode site for the 53 condition (p = 0.045). Moreover, a correlation was observed in condition 35, indicating that increased TTA estimation was associated with higher frustration scores.



In the Oddball, higher levels of workload were recorded in NASA’s total score when P3 amplitude exhibited higher amplitudes at the electrode sites FZ for the frequent (p = 0.001), distractor (p = 0.009), and target (p = 0.007) stimuli; at PZ for the frequent (p = 0.39) stimulus; and at CZ for the distractor (p = 0.016) stimulus. Additionally, higher P3 amplitude was found when higher scores of temporal demand at the electrode sites PZ for the frequent (p = 0.016) and target (p = 0.032) stimuli and at CZ for the frequent (p = 0.019) and distractor (p = 0.002) stimuli.



In the dual task, the higher scores of temporal demands were correlated with higher P3 amplitudes at electrode sites FZ for the frequent (p = 0.026) stimulus and at PZ for the frequent (p = 0.006), distractor (p = 0.026), and target (p = 0.001) stimuli. Furthermore, the P3 amplitude was higher at the PZ electrode site for the distractor stimulus with higher effort (p = 0.037) scores. Figure 11 provides a visual summary of these results.




3.2.8. Relations between Cybersickness, Presence, and Cognitive Workload


Finally, to assess the relationship between VR-related sensations (cybersickness, presence, and cognitive load), a Pearson correlation analysis was conducted between the dimensions of the SSQ and the overall indices of NASA and PQ across different paradigms. Spearman correlation analysis was employed in cases where the dimensions’ scores did not adhere to the assumptions of normality, as determined by the Shapiro–Wilk test, with a significance level set at p = 0.05.



Significant correlations were observed between NASA’s scores after the resting period and the nausea dimension of the SSQ. Specifically, a higher sense of cognitive workload was associated with a reduced sense of nausea before (p = 0.015) and following (p = 0.039) the resting paradigm. Furthermore, symptoms of nausea following the Oddball paradigm showed a reduction correlated with an increased sense of presence (p = 0.021) by the experiment’s conclusion.



Moreover, significant correlations have been identified between NASA’s dimensions and the PQ. Specifically, an increased sense of presence in the middle of the experiment was associated with higher scores in NASA’s effort dimension (p = 0.042), a decreased sense of mental demands (p = 0.027) after the TTA paradigm, and a reduced global sense of cognitive workload at the end of the experiment following the dual task (p = 0.009).






4. Discussion


This study introduces a virtual reality protocol to assess pedestrian behavior in simulated road-crossing scenarios, focusing on VR’s ability to evoke critical ERP like P3 and CNV, indicative of decision-making processes. An ad hoc VR application was developed to explore pedestrian behaviors from a neurophysiological point of view utilizing EEG measurements. Early findings from a preliminary user analysis highlight VR’s capacity to illuminate pedestrian cognitive mechanisms in realistic yet controlled environments.



When considering the subjective dimensions captured by the three questionnaires used for this study, the findings highlight the nuanced balance between immersion and discomfort in our VR application. Following the standardized scores reported in [39] to assess the sense of realistic immersion through the PQ questionnaire, our study achieved fundamental scores confirming the realism of the developed VR environments.



The increase observed across the scenarios confirms participants’ perception of satisfactory immersion, particularly during prolonged exposure to VR and engagement in realistic scenarios. Moreover, the sense of presence did not show significant associations with certain other VR sensations. However, some correlations were identified. Specifically, presence sense contributed to the perception of cognitive workload and influenced the perceived effort required for accurate task execution, potentially indicating a heightened engagement in the correct resolution of cognitive tasks. Additionally, the sense of presence was observed to alleviate nausea symptoms toward the experiment’s conclusion. The SSQ reveals an almost linear increase in discomfort with continued exposure to VR. This issue was expected as it has already been identified in previous research, posing some limitations in prolonged VR engagement. However, our study shows that the increase in discomfort does not adversely affect cognitive function or workload. The NASA TLX demonstrates that paradigms involving behavioral engagement tend to increase sensations of cognitive load, as would be anticipated under more naturalistic conditions. Additionally, cognitive workload increases the P3 amplitude across the conditions and electrodes over various stimuli. This observation suggests that an elevated sense of workload may enhance attentional processes for tasks of moderate demand, manifested by an increase in the P3 component.



Concerning the TTA task, we can conclude that a consistent negative neural wave (Early-CNV) is obtained in the mid-frontocentral scalp for each experimental condition. However, the results obtained in scenario 33 (car speed at 30 km/h and a disappearance time of 3 s) are particularly notable, since the participants show a better estimation of the arrival time. Indeed, the TTA estimation in this condition positively correlates with the Early-CNV amplitude at electrode CZ. This can be interpreted as an indication of the relationship between higher cognitive demand, a possible reduction in preparatory neural activity, and increased difficulty in accurately estimating the arrival time.



Similarly, the scenarios designed for oddball and dual-task paradigms allowed obtaining an appropriate measure of the evoked potential P3. In both paradigms, the amplitude obtained was higher at electrode CZ. This finding suggests that, under the conditions of our experiment, the neural activity associated with processing target stimuli, as reflected in the P3 amplitude, is more pronounced in the central region of the scalp.



Furthermore, we observed a higher amplitude of the P3 component during the dual task than in the Oddball Task. This finding seems to contradict previous studies suggesting that CMI would lead to the opposite effect: a disruption of neural dynamics, such as a reduction in P3 amplitude during the dual task (walking) than in the standard Oddball task (standing) [25,54,55]. However, this discrepancy may be attributed to the relative simplicity of both tasks and the overall health profile of the young participants. As indicated in recent studies, healthy young adults can adapt their gait and task-related behavior during walking to optimize their response to cognitive stimuli [49,55]. This interpretation finds additional support in the results of RT and NASA questionnaire scores, suggesting that the dual task does not impose a higher cognitive load compared to the Oddball task. This is supported by the similarity in reaction time in both paradigms. A plausible explanation could be that, in the case of healthy young adults facing two tasks with relatively simple cognitive demands, walking may increase participant engagement. As proposed in [49], this may prompt individuals to adopt a deliberate strategy to maintain task accuracy while walking, which could involve neural reconfigurations. Similarly, it could facilitate a more efficient use of cognitive resources in the dual task, as demonstrated by the increased average P3 amplitude.



In summary, our methodology, though still in development, has shown promising results. Our primary aim is to lay a foundation for future research that broadens participant diversity and enhances the generalizability of findings. It is essential to ensure our experimental setup is effective, yields consistent results, and prioritizes participant safety before wider implementation. The outcomes of our study demonstrate the value of using virtual environments to explore cognitive load, utilizing a VR application enriched with 3D realistic models and essential features aligned with our study’s protocol. This approach successfully integrates various scenario elements to precisely elicit cognitive processing signals, such as P3 and CNV components, crucial for studying attention and decision making.




5. Conclusions and Future Works


Our study underscores VR’s utility in exploring human behavior, cognitive processes, and neurological functions within psychological and behavioral research. However, this application of VR encounters several obstacles that must be overcome to enhance its research validity and future utility.



A critical limitation of our study is the small sample size of participants in our trials, which restricts the generalizability of our findings. Expanding the participant pool and including a more comprehensive array of demographic variables would enhance the representativeness of the results and allow for the identification of varied responses to VR experiments. This could lead to more tailored experimental designs for different user groups. Additionally, we aim to randomize test sequences in future trials to counteract potential biases from test order and participant fatigue.



Cybersickness presents another notable challenge since it might potentially reduce participant engagement and performance. Despite the minimal observed impact on workload, variability in cybersickness susceptibility and spatial awareness could introduce bias. Investigating participants’ technological familiarity could further illuminate their comfort with VR and its influence on their responses to simulations.



From a technical perspective, a significant challenge is the limitations posed by current HMD technology, especially the narrower field of view (FoV), which often constrains users’ perception, thus reducing the sense of presence and immersion. Additionally, the digital rendering of three-dimensional spaces poses challenges for users’ spatial awareness and depth cues. This may impact accurately estimating distances and speeds, which is crucial for pedestrian behavior studies. Addressing these issues requires innovative display technology and optical design developments to allow for a broader FoV. These advancements aim to project clear, undistorted images across a larger area and support higher-resolution displays that maintain the overall image quality. On the other hand, relying on either augmented or mixed reality elements is expected to introduce real-world visual cues that support an intuitive grasp of spatial relationships. Developing adaptive interfaces that respond in real-time to user interactions is another possible solution to mitigate depth perception issues by offering a way to adjust the virtual scene dynamically.



A significant challenge in VR research is the gap between the simplicity of simulated environments and the dynamic complexity of the real world. These simulated settings often need more unpredictability and diversity crucial for accurately modeling pedestrian behavior, which may lead to inaccuracies in assessing cognitive load and decision-making processes. Although our research demonstrates VR’s effectiveness in eliciting expected brain activity, bridging the gap between simulation and reality is essential for enhancing the ecological validity of VR findings. In this context, augmented or mixed reality techniques could offer a solution by incorporating real-world variability and challenges into virtual environments, thereby providing a more authentic experience that mirrors everyday scenarios’ sensory and cognitive demands. Similarly, simulating dynamic interactions like pedestrian traffic remains a significant hurdle, requiring sophisticated algorithms to mimic human navigation realistically. Achieving high simulation fidelity demands advanced computational models and substantial processing power.



In summary, while VR provides a valuable lens for examining pedestrian workload, its application is constrained by realism, technology, and participant experience challenges. Addressing these challenges is essential for deepening our understanding of cognitive load and decision making within simulated traffic environments, providing critical insights for developing safer urban landscapes and traffic systems. In this way, our research is expected to contribute to accomplishing the Sustainable Development Goals focused on improving road safety and reducing casualties.
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Below is a table of the acronyms used in the manuscript for easy reference. It lists each acronym alphabetically, along with its full form and a brief explanation, to improve text clarity.





 





Table A1. A summary of the principal acronyms utilized throughout the document, accompanied by their definitions within the context of this study.
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	Acronym
	Full Name
	Meaning





	ANOVA

RM-ANOVA
	(Repeated measures) Analysis of Variance
	Collection of statistical models used to evaluate differences between group means



	ASR
	Artifact Subspace Reconstruction
	Mathematical method used for removing high-amplitude artifacts from EEG



	C3, C4, CP1, CP2, CP5, CP6, CZ
	Name of the electrodes placed at the central (C) lobe
	Locations of the scalp electrodes as described by the International 10–20 system



	(Early-/Late-) CNV
	(Early-/Late-) Contingent Negative Variation
	Slow, negative potential observed on the surface during the interval between cerebral responses to two stimuli, particularly when the second stimulus necessitates a motor response or a decision from the subject



	CMI
	Cognitive–Motor Interference
	Decline in performance occurring during the concurrent execution of a cognitive and a motor task (dual task scenario)



	dB
	Decibel
	Unit of measurement used for sound power in acoustics. Used to determine the environmental levels of environmental sounds in VR scenarios



	DOF
	Degrees of Freedom
	Number of axes that a rigid body can freely move in 3D space



	EEG
	Electroencephalogram
	Method used to record an electrogram of the bio-signals generated by the electrical activity of the brain



	ERP
	Event-Related Potentials
	Electrophysiological response of the brain to an (internal or environmental) event



	HMD
	Head-Mounted Displays
	Helmet-like visualization devices that can project computer-generated images onto a display located very close to the user’s eyes



	F3, F4, F7, F8, FC1, FC2, FC5, FC6, FP1, FP2, FPZ, FT9, FT10, FZ
	Name of the electrodes placed at the frontal (F) lobe
	Locations of the scalp electrodes as described by the International 10–20 system



	K
	Kelvin degrees
	Unit of measurement of the color temperature of light sources. Used to set some specific color values in the VR scenarios



	ICA
	Independent Component Analysis
	Computational technique used to decompose a multivariate signal into its additive subcomponents



	ISM
	Industrial, Scientifical, Medical (bands)
	Portions of the radio spectrum globally designated for industrial, scientific, and medical (ISM) uses



	LAN/WAN
	Local/Wide Area Network
	Computer networks with different geographical coverage



	LCD
	Liquid-Crystal Display
	Type of flat panel display



	LED
	Light-Emitting Diode
	A device that produces light as electrical current passes through it



	LPDDR
	Low-Power Double Data Rate
	Type of synchronous dynamic random-access memory



	M
	Mean
	A statistical measure of central tendency



	MR
	Mixed Reality
	Combination of virtual and augmented reality where both real and virtual objects and/or people can interact



	NASA-TLX
	NASA Task Load Index
	A subjective, multidimensional tool commonly used to evaluate perceived workload



	O1, O2, OZ
	Name of the electrodes placed at the occipital (O) lobe
	Locations of the scalp electrodes as described by the International 10–20 system



	P3, P4, P7, P8, PZ
	Name of the electrodes placed at the parietal (P) lobe
	Locations of the scalp electrodes as described by the International 10–20 system



	PCIe
	Peripheral Component Interconnect Express
	Standard interface used for connecting high-speed components



	POSIX (time)
	Portable Operating System Interface for Unix (time)
	Date and time representation originally conceived for Unix operating systems



	PQ
	Presence Questionnaire
	Tool used to measure the personal, psychological state of “being there” experienced in immersive virtual environments



	RGB
	Red-Green-Blue
	Additive color model used to generate a wide range of colors for digital environments



	RT
	Reaction Time
	Amount of time taken for a person to respond to a given stimulus



	SE
	Standard Error
	Measure of the deviation of the sample mean from the population mean



	SSQ
	Simulation Sickness Questionnaire
	Tool used to measure users’ level of (cyber)sickness levels in VR environments



	T7, T8, TP9, TP10
	Name of the electrodes placed at the temporal (T) lobe
	Locations of the scalp electrodes as described by the International 10–20 system



	TTA
	Time-to-Arrival
	Time required for a moving object to reach a stationary target



	V6/V8
	
	Six- or eight-cylinder piston engines whose banks are arranged in a V configuration



	VR
	Virtual Reality
	Computer-generated environment whose simulated scenes and objects appear highly realistic



	VRU
	Vulnerable Road Users
	Non-motorized road users, such as pedestrians, (motor-)cyclists, and persons with reduced mobility









Appendix B


An illustrative figure is provided to complement the electrode list in Section 2.2, showing EEG electrode placement via the International 10/20 System for standardized positioning and consistent recordings across various settings.
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Figure A1. The electrode configuration of the 10/20 system presented alongside a legend used to elucidate the meaning of the electrode labels. 
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Figure 1. Schematic representation of the methodological approach followed in this work. The initial and experimental phases are detailed in Section 2. Data analysis is covered in Section 3. 
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Figure 2. The EEG and VR equipment: (a) Main components of the EEG recorder kit; (b) Main components of the VR equipment; (c) The final setup worn by participants during the experiments. Readers may refer to Table 1 for the description and numbering of components. 
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Figure 3. Interfaces within the VR application: (a) Main interface to create/load users and select a trial scenario; (b) Interface for customizing audio files (ambient and engines). 
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Figure 4. Sketch scenario with calibrated limits. The red circle represents the center of the playing area. 






Figure 4. Sketch scenario with calibrated limits. The red circle represents the center of the playing area.



[image: Electronics 13 01453 g004]







[image: Electronics 13 01453 g005] 





Figure 5. A view of the VR scenario, where the different tasks are executed. The avatar is placed in the typical starting position of each task. 
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Figure 6. The experimenter interface used to monitor participants’ activity in the VR environment. 
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Figure 7. Views of the user engaged in the TTA-estimation task: (a) Perspective view showing a green box to highlight the area within which the vehicle remains invisible to the participant. This box is not displayed to users; (b) The point of view of the user seeing the vehicle approaching him/her. 
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Figure 8. The ERP responses across four cueing conditions in the TTA paradigm. The shaded areas delineate the Early-CNV ERP component, spanning from 400 to 1500 milliseconds post-stimulus. On the (left), the grand average ERP responses, time-locked to the cue stimuli at electrodes FZ, FC1, CZ, and FC2, for conditions 33 (black line) and 53 (red line), are shown. On the (right), the figure similarly displays grand average ERP responses for conditions 55 (black line) and 35 (red line). 
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Figure 9. Comparison of the ERPs within the Oddball (left) and dual task (right) paradigms. The shaded regions highlight the P3 ERP component between 250 to 450 milliseconds. In both panels, the grand average ERP is shown with responses time-locked to electrodes FZ, CZ, and PZ for three distinct stimuli: the target (black line), distractor (in blue), and frequent (red line). Notably, the P3 mean amplitude is significantly higher (*) in the dual task scenario than in the Oddball task, with a statistical significance of p < 0.001. 
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Figure 10. The Simulator Sickness Questionnaire scores for each symptom category—Nausea (N), Oculomotor Discomfort (O), and Disorientation (D)—across various conditions: pre-resting, post-resting, TTA task, Oddball task, and Dual task. The SSQ scores are systematically presented to illustrate the differential impact of each task condition on participants’ reported symptoms. Comparisons between conditions that are statistically significant are denoted by an asterisk (*). 
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Figure 11. The NASA Task Load Index scores across various dimensions: mental demand, physical demand, temporal demand, performance, effort, and frustration, for each experimental condition—resting, TTA, Oddball, and dual task. The figure provides a comprehensive overview of the cognitive and physical workload experienced by participants under each condition. Differences between conditions that are statistically significant are indicated by an asterisk (*). 
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Table 1. Description of the EEG equipment used throughout this study. The index corresponds to the numbering in Figure 1 (blue refers to EEG equipment, green refers to VR equipment. See online copy of this article). The EEG equipment is a solution from Brain Products GmbH, Gilching, Germany.
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	Index
	EEG and VR Equipment
	Technical Details
	Functional Description





	[image: Electronics 13 01453 i001]
	ActiCAP snap electrodes cap
	32 channels cap with slide-in electrode holders
	Worn by participants during experiments for EEG recordings
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	ActiCap slim 32 electrodes set (100 cm flat ribbon)
	32 high-quality Ag/AgCl slim active electrodes with LED feedback
	Plugged into electrode cap for EEG recordings
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	Ground electrode
	High-quality Ag/AgCl slim active electrode with LED feedback
	Positioned at the frontopolar midline electrode site
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	Reference electrode
	High-quality Ag/AgCl slim active electrode with LED feedback
	Positioned at left mastoid
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	LiveAmp
	
	
Wireless data transmission: In 2.402 to 2.480 GHz ISM band



	
Sampling Rate: 500 Hz





	Compact wireless EEG amplifier for mobile EEG to send wirelessly recorded data to the recording laptop
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	BrainVision Recorder software (EEG recording laptop)
	
	To register the EEG signal of the sessions coming from LiveAmp and the triggers sent by the TriggerBox
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	Wireless USB Antenna
	Wireless data reception: In 2.402 to 2.480 GHz ISM band
	To receive the wireless data from LiveAmp
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	Wireless TriggerBox
	
	
Wireless data transmission: In the 2.4 GHz ISM band



	
Wireless transmission range: up to 10 m indoors



	
Minimum duration between two subsequent triggers: 50 ms





	Connected to Sensor & Trigger Extension for LiveAmp, carried by participants, and to the VR laptop with a USB cable
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	Meta Quest II Headset
	
	
Qualcomm Snapdragon XR2 chipset



	
6 GB LPDDR4X memory



	
Fast Switch LCD panel (1832 × 1932



per eye)



	
90 Hz refresh rate



	
6DOF inside-out tracking through 4 built-in cameras



	
2 built-in speakers for spatial sound





	To display the VR scenario to the user and track their positional data
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	Meta Quest II Touch

Controller
	
	
6DOF input controller with accelerometers and gyroscopes



	
1 trigger, 2 buttons, and an analog joystick





	To allow for user interaction in the different VR tasks
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	HP Omen 17 (cb1003ns)

VR laptop
	
	
Intel Core i7-10750H (2.6 GHz, 12 MB L3 cache, 6 cores)



	
16 GB DDR4-2933 SDRAM (2 × 8 GB)



	
NVIDIA GeForce RTX 2060 (6 GB GDDR6 dedicated)



	
512 GB PCIe NVMe M.2 SSD





	To run the VR application as well as conduct and manage the experiments. It also sends the triggers to the TriggerBox through a USB 2.0 cable
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	TP-Link Archer C80-AC1900 Wi-Fi Router
	
	
802.11ac Wave2 Wi-Fi—1300 Mbps on the 5 GHz



	
4 × LAN and 1 × WAN Gigabit Ethernet ports





	To receive the video and audio signal from the VR laptop through the LAN port and send them wirelessly to the Meta Quest II headset










 





Table 2. Mean (M) and standard error (SE) for the time-to-arrival (TTA) estimation and the amplitude registered for each electrode (FZ, FC1, FC2, and CZ) for the four TTA conditions (33, 35, 53, and 55).
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Condition

	
TTA (ms)

	
Electrode (μV)




	
FZ

	
FC1

	
FC2

	
CZ






	
30 km/h, 3 s (33)

	
M

	
583.16

	
−3.188

	
−3.293

	
−1.530

	
−3.185




	
SE

	
156.70

	
1.238

	
0.979

	
1.124

	
0.620




	
30 km/h, 5 s (35)

	
M

	
692.14

	
−2.516

	
−3.073

	
−3.756

	
−2.554




	
SE

	
171.82

	
0.688

	
0.441

	
0.587

	
1.340




	
50 km/h, 3 s (53)

	
M

	
831.15

	
−2.451

	
−4.659

	
−3.323

	
−4.187




	
SE

	
313.32

	
1.297

	
0.999

	
0.696

	
1.553




	
50 km/h, 5 s (55)

	
M

	
882.97

	
−3.827

	
−2.596

	
−4.159

	
−3.372




	
SE

	
378.99

	
0.862

	
0.588

	
0.661

	
1.505











 





Table 3. Behavioral and EEG measures in Oddball and dual task paradigms. Mean (M) and standard error (SE) for the RT and amplitude registered for each electrode (FZ, CZ, and PZ) at the target stimulus, and the mean percentage (%) of Correct, Incorrect, and Missed. The way these percentages are computed is described in Section 2.4.3.
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Paradigm

	
RT (ms)

	
Correct (%)

	
Incorrect (%)

	
Missed (%)

	
Electrode (μV)




	
FZ

	
CZ

	
PZ






	
Oddball

	
M

	
462.71

	
99.75

	
0.15

	
0.00

	
3.341

	
3.662

	
3.502




	
SE

	
43.95

	
2.157

	
1.591

	
1.633




	
Dual Task

	
M

	
460.88

	
99.31

	
0.78

	
0.83

	
6.004

	
6.181

	
4.406




	
SE

	
32.76

	
2.247

	
3.009

	
2.972
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