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Abstract

:

Driving a motorized wheelchair is not without risk and requires high cognitive effort to obtain good environmental perception. Therefore, people with severe disabilities are at risk, potentially lowering their social engagement, and thus, affecting their overall well-being. Therefore, we designed a cooperative driving system for obstacle avoidance based on a trained reinforcement learning (RL) algorithm. The system takes the desired direction and speed from the user via a joystick and the obstacle distribution from a LiDAR placed in front of the wheelchair. Considering both inputs, the system outputs a pair of forward and rotational speeds that ensure obstacle avoidance while being as close as possible to the user commands. We validated it through simulations and compared it with a vector field histogram (VFH). The preliminary results show that the RL algorithm does not disruptively alter the user intention, reduces the number of collisions, and provides better door passages than a VFH; furthermore, it can be integrated on an embedded device. However, it still suffers from higher jerkiness.
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1. Introduction


1.1. Motivation


The World Health Organization has calculated that approximately 1.3 billion people, constituting 16% of the world’s population, confront substantial disability [1]. Within this group, more than 200 million individuals encounter difficulties with mobility. The Convention for the Rights of Persons with Disabilities (CRPD) of 2007 fostered a greater appreciation for personal autonomy, as is evident in the evolving disability policies [2]. Numerous studies emphasized the influence of mobility on social interactions, emphasizing that limited mobility leads to a reduction in social engagement, subsequently adversely affecting overall well-being [3,4,5,6,7,8,9,10,11,12,13]. In this regard, people with motor skill impairments use wheelchairs for daily activities. Among them, some users are not able to self-propel a manual wheelchair. For this group, a power wheelchair is often the solution to increase their independence. However, driving a motorized wheelchair is not without risk and requires high cognitive effort to obtain a good environmental perception to complete tasks such as obstacle avoidance and path planning. A study reported that more than 54% of people with wheelchairs have had at least one accident in the previous 3 years [14,15,16,17,18,19,20]. Therefore, individuals experiencing low vision, visual field limitations, spasticity, tremors, or cognitive impairments encounter significant challenges when operating a power wheelchair. Consequently, they either face restrictions from operating the wheelchair, leading to a substantial reduction in mobility and social interactions, or they become more susceptible to accidents. Robotic assistive solutions have emerged as a promising avenue to enhance the safety of wheelchair navigation. Exploiting the significant advancements in autonomous vehicles, the adaptation of analogous techniques to treat wheelchairs as mobile robots enables the feasible development of fully autonomous or cooperative systems.



Nevertheless, electric-powered wheelchairs come with additional requisites, such as ensuring the safety and comfort of the users they carry. However, completely autonomous wheelchairs release the users from any cognitive and muscular effort, resulting in a progressive degradation of their residual capacities. Therefore, a cooperative system is introduced, wherein the system responds to user input, which is typically provided through a joystick (with potential extension to other input devices), unless a hazardous situation is detected. Upon identifying danger, the system activates a Deep Reinforcement Learning (DRL)-based motion policy. This policy guides the wheelchair to navigate away from the perceived danger while striving to align with the user’s input as much as possible. The rationale behind minimizing the disparity between user input and policy output is to create a system that encourages users to autonomously handle risky situations. Simultaneously, the system maintains a secure environment, allowing users to experiment and enhance their driving skills with a safety net in place.




1.2. Related Works


Numerous attempts have been made to devise shared driving systems for wheelchair navigation. Traditional approaches encompass both exclusively obstacle avoidance systems and hybrid variants.



Control systems based on fuzzy algorithms are widely used in a wide range of applications, including mobility assistive devices, such as electric wheelchairs for the disabled. These fuzzy algorithms offer an effective method for managing the complexity of dynamic and unpredictable systems, such as those encountered in assisted mobility. In the context of electrified wheelchairs for the disabled, the objective of the control system is to ensure safe and comfortable driving for the user. Fuzzy algorithms allow for the incorporation of expert knowledge and linguistic rules to flexibly interpret input variables, such as the wheelchair position, environmental conditions, and user preferences, to generate appropriate control outputs. An example of the application of fuzzy algorithms could be the control of the speed and direction of the wheelchair based on the presence of obstacles in the surrounding environment. Using sensors to detect obstacles, the fuzzy system can evaluate the degree of danger and adjust the speed and trajectory of the wheelchair to avoid collisions or dangerous situations. Furthermore, fuzzy algorithms allow for the easy integration of feedback from the user, for example, through intuitive interfaces, such as joysticks or voice commands. This allows for the customization of control based on user capabilities and preferences, further enhancing the driving experience [21,22,23,24,25].



In cases where a global navigation satellite system (GNSS) suffers a partial loss of information, such as during transit in densely wooded urban environments or inside buildings, active detection and localization using LiDAR sensors can become fundamental to ensure safe and effective navigation. LiDAR (light detection and ranging) sensors are devices that use laser pulses to precisely measure the distance between the sensor and surrounding objects. In the context of UAVs, LiDAR sensors can be mounted on the aircraft itself to map the surrounding environment and detect obstacles in real-time. The concept of “active depth cluster detection” refers to the LiDAR system’s ability to identify and distinguish between different objects in the environment, thus forming a “cluster” of data points associated with each object. This information is extremely valuable for the control of electric wheelchairs, as it allows the system to accurately perceive its surroundings and make informed navigation decisions. When a GNSS is available, data from this system can be integrated with that of LiDAR to further improve the accuracy and robustness of localization and navigation. However, in the case of partial information loss in a GNSS, the localization system must rely mainly on LiDAR data to determine the position and orientation of the UAV. Using advanced data fusion algorithms, such as extended Kalman filters or particle filters, information from different sensors (such as LiDAR and a GNSS) can be efficiently integrated to obtain accurate estimates of the position and orientation of the UAV despite the partial loss of information [26,27,28,29].



Regenerative braking control is an advanced technology used in electric wheelchairs to improve safety and efficiency when driving on downhill roads. This system uses the principle of energy regeneration, allowing the wheelchair to convert kinetic energy during braking into electrical energy that can be stored and reused to extend the battery life. When the electric wheelchair is on a downhill road, the regenerative braking control comes into action to regulate the speed and prevent excessive acceleration. This is particularly important to ensure user safety and prevent dangerous situations, such as tipping over or losing control of the wheelchair. The new regenerative braking control system is designed to be highly sensitive and responsive, dynamically adapting to changes in terrain and road conditions. Using advanced sensors to detect slopes, inclinations, and wheelchair speeds, the system can modulate braking in real time to maintain a safe and comfortable speed during descent. Furthermore, regenerative braking control can be integrated with other safety and driver assistance systems, such as rollover prevention systems or imminent collision warnings. This integration allows for coordinated and synergistic management of the various functions, guaranteeing an optimal level of safety and performance when driving on downhill roads. Finally, the new regenerative braking control system can be customized to the user’s specific preferences and needs, allowing for more intuitive and comfortable driving. This includes the ability to adjust the braking sensitivity, the maximum speed allowed when going downhill, and other custom settings [30,31,32,33].



In purely obstacle avoidance systems, the objective is for the system to navigate around obstacles while adhering to the user’s input according to a specified policy [34,35,36,37,38,39,40]. In hybrid systems, the primary goal of obstacle avoidance is combined with supplementary tasks, such as target tracking, wall following, door crossing, and reaching points of interest [41,42,43,44]. In principle, numerous algorithms designed for robot navigation can be adapted to wheelchair navigation by considering the wheelchair as a differential robot. However, the domain of wheelchairs inherently introduces additional factors that necessitate adjustments to these algorithms. Notably, one crucial factor is the user’s comfort, which must be taken into account. One widely employed approach is the dynamic windows approach [45,46,47,48,49,50]. This method addresses constraints arising from limited velocities and accelerations. Specifically, it periodically evaluates a short time interval during which the robot can move and calculates trajectory approximations within this interval by considering circular curvatures. This results in a two-dimensional search space comprising translational and rotational velocities. The search space is further refined by including only velocities that enable the robot to stop safely and be reachable in the next interval. The resultant velocities form a dynamic window centered around the current velocities of the robot in the velocity space. From the admissible velocities within this dynamic window, the combination of translational and rotational velocities is selected by maximizing an objective function. While there have been a few attempts to apply this approach to wheelchairs [51,52,53,54,55,56,57,58], notable drawbacks include increased computational costs and latency, particularly as the environment becomes more complex. Another widely employed approach for mobile robots is the potential fields method (PFM), with a prominent implementation known as the virtual force field (VFF). In this method, each obstacle generates a repulsive force directed toward the wheelchair. While this approach has demonstrated effective obstacle avoidance behavior in open spaces, challenges arise when dealing with close obstacles or navigating through narrow paths between walls. When the wheelchair moves precisely in the middle of an aisle, there are no issues. However, upon nearing one of the adjacent walls, it generates a repulsive force that pushes the wheelchair toward the opposite wall, which, in turn, produces a similar effect. Under specific conditions, these actions can initiate a vicious cycle, leading to system instability [59,60,61,62,63]. The vector field histogram (VFH) algorithm, which succeeded the VFF, gradually addresses some of its limitations in its original form and its evolution (VFH+ and VFH*). Thanks to its inherent representation of intermediate data in the polar histogram, the VFH allows the robot to navigate through narrow passages and doorways. Additionally, VFH+ introduces a safety distance, enabling the robot to maintain a secure distance from obstacles.



Furthermore, the VFH+ algorithm eliminates the fluctuations in the steering direction that affected the VFF, thanks to a smoothing approach applied to the polar histogram itself [64,65,66,67,68,69,70,71]. However, the VFH also has its drawbacks. The algorithm requires information about the robot’s footprint, which, in our case, is for a wheelchair. To guarantee user safety, the footprint must surpass the actual size. As the algorithm requires a circular shape and the wheelchair possesses a rectangular footprint, a circular footprint is adopted for the algorithm. The diameter of this circular footprint is set to be greater than the diagonal of the rectangle, with the specific ratio depending on the desired safety level to be ensured. This increased footprint poses challenges when navigating through narrow spaces, like doorways, as the wheelchair’s larger footprint may make it seem unable to pass through the gap. Moreover, a notable strength of the VFH method with autonomous and semi-autonomous mobile robots becomes a drawback when a user is onboard. The VFH enables fast traversal through cluttered environments by avoiding obstacles with minimal speed reduction. However, when a user is onboard, this behavior is perceived as a sudden and unpredictable change in direction, potentially leading to uncomfortable and even dangerous situations, such as overturning. Consequently, significant modifications are necessary for traditional algorithms to address these issues, adding complexity to the solution [72,73,74,75,76,77]. With the increasing popularity and capabilities of deep learning methods, there has been a development of robot navigation methods utilizing neural networks. Convolutional neural networks (CNNs) have been employed in various attempts, leveraging their effectiveness in image processing. Specifically, CNNs excel in visual obstacle detection, yielding successful outcomes in this context [78,79,80,81,82,83,84]. When integrated into a larger software ecosystem, their outputs can serve as inputs to traditional motion planners, enabling the computation of a path that avoids the detected obstacles. Despite the theoretical effectiveness of this approach, the adoption of a CNN-based wheelchair navigation system has not been widespread. This limitation derives from the inherent nature of CNNs, which require a large dataset of images for training. Given the scarcity of suitable datasets for wheelchair navigation, researchers often need to collect their samples before conducting training. While promising results have been demonstrated [85,86], the labor-intensive data collection process has impeded widespread adoption. Another approach involves the utilization of recurrent neural networks (RNNs). RNNs serve as optimization approximation solvers for complex constrained optimization problems [87] or can be combined with traditional methods, such as artificial potential fields (APFs) [88,89]. In the context of wheelchair navigation, a system with a discrete action space was implemented using RNNs [90].



The necessity for mathematical modeling of the environment, the limited real-time performance of algorithms, local locking issues, and other challenges associated with previous methods have prompted the exploration of new approaches. In 2013, the concept of DRL was introduced, demonstrating the capability of a system to learn to play Atari games by inputting the environment and training it with positive or negative rewards based on chosen actions [91,92,93,94]. Subsequently, numerous studies have utilized DRL approaches, with some successful attempts focusing on obstacle avoidance [95]. These attempts involved the application of Double Deep Q Learning (DDQN), which is the successor of Deep Q Learning (DQN), which addresses the issue of action value overestimation. However, due to DDQN’s limitation in handling discrete action spaces, other methods based on the the actor–critic paradigm have been proposed. In [96], the Deep Deterministic Policy Gradient (DDPG) was successfully applied to robot obstacle navigation. An improved version of DDPG, namely, twin delayed deep deterministic policy gradients (TD3), was applied in [97], while [98] presented an asynchronous advantage actor–critic (A3C), showcasing the possibility of training parallel agents with lower computational costs compared with traditional DQN methods. The strength of DRL approaches lies in not needing to create an accurate model because, under certain circumstances, after a large amount of training, the network will be able to map an input to the acceptable output. However, DRL techniques are not without drawbacks [99].



Issues such as sparse rewards, poor generalization, and the simulation-to-reality gap can impact the algorithms and necessitate specific countermeasures [100].



A common aspect across various techniques is the utilization of sensors to acquire information about the surrounding environment. This aspect becomes particularly crucial for DRL. Training agents in a physical environment is often time-consuming and poses risks. Consequently, researchers commonly opt to train agents in a simulation environment and subsequently transfer this learning to the physical realm. However, a substantial gap typically exists between the two domains. To mitigate this gap, various techniques can be employed [100]. Among these techniques, the use of sparse laser-ranging data was shown to minimize the disparity between simulations and reality [101]. Additionally, to broaden the distribution of the state space in the pool of samples and enhance the adaptability of the agent to new situations, one approach involves randomizing the starting point and the goal with an incremental variance at the onset of each episode [102]. Given the promising results demonstrated by DDPG in obstacle avoidance, our work was founded on TD3. TD3 builds upon DDPG but introduces enhancements to address certain drawbacks, such as potential instability and the significant reliance on identifying optimal hyper-parameters for a given task, which can be attributed to an overestimation of the Q-value. This improvement was achieved by incorporating a second critic network, delaying the update of the actor, and introducing action noise regularization. In terms of sensor selection, we opted for 2D LiDAR, striking a suitable balance between sensor reliability and cost.




1.3. Author Contributions


The primary contributions of this study are outlined as follows:




	
Formulated a cooperative system that prioritizes adhering to the user’s input while ensuring safety conditions and providing a way to escape from dangerous situations;



	
Developed a neural network architecture based on the twin delayed deep deterministic policy gradient (TD3) for wheelchair navigation in a continuous action space;



	
Established an infrastructure for hyper-parameter optimization and parallel agent training in deep reinforcement learning based on the Robotic Operating System (ROS) and Gazebo.








The rest of the article is organized into the following sections: Section 2, which describes the simulation environment; Section 3, in which the structure of the system based on the reinforcement learning paradigm is presented; Section 4 presents the simulation results in the various tested scenarios; Section 5 reports the discussion and critical review of the results obtained. At the end, Section 6 reports our conclusions and ideas for future developments.





2. Simulation Environment and Setup


2.1. Wheelchair


In previous research, we performed applied research to develop a plug-and-play kit for transforming a manual wheelchair into an automated one with the constraint of no irreversible modification on the chassis. Hence, we started with a physical wheelchair and we concentrated our efforts on designing and validating the mechanical and electronic model of the system in charge of electrifying it. On such occasions, we did not include any human driving safety mechanism. For this reason, in this work, we wanted to design a system that could be eventually placed on top of our previous system to cover the missing driving safety features.




2.2. System Definition


From a robotic point of view, a wheelchair can be thought of as a bicycle system if the effect of the motion of the pivoting front wheels is neglected. By assuming this, the wheelchair can be treated as a bicycle with two controlled drive wheels. Hence, the kinematic equations ruling the wheelchair movement are


   Ω o  =   w A  −  w B    R  2 d   ,  



(1)






   V o  =   w A  +  w B    R 2   



(2)




where   Ω o   and   V o   are, respectively, the rotational and linear speeds of the point O, which is assumed to be the barycenter of the wheelchair; R is the wheelchair driving wheel radius; and d is the distance between the driving wheels and the point O.



The geometrical representation of the wheelchair can be found in Figure 1.



In electrical wheelchairs, the user sets a target linear speed   V  r e f    and a target rotational speed   Ω  r e f    via a mapping between the user input, often expressed via a joystick and the controller. In our configuration, the agent, based on the perceived obstacle distribution and the user input, computes the forward   V  r e f    and angular   Ω  r e f    target speeds. At a lower level, the motors need a current to spin. To translate a reference value to an actual motor command, the controller performs a control loop by regulating the motor current until the actual value is not equal to the target one.



For the sake of simulation, we needed a 3D model that can be used in the simulation environment. For this reason, a 3D model was designed. Because there is no standard dimension of a wheelchair, we decided to model our wheelchair according to the dimensions in Table 1.



Thanks to our advanced implementation in the wheelchair model within the ROS/Gazebo environment (Figure 2), we could ensure an incredibly realistic and functional simulation. A crucial part of this implementation concerns the consideration of actuator dynamics and drive control. Regarding actuator dynamics, we integrated accurate models that take into account the intrinsic characteristics of electric motors and other components. Each actuator was precisely modeled to reflect its response to the applied voltage, maximum achievable speed, available torque, and inertia. Additionally, we considered phenomena such as energy loss due to friction and component inertia to ensure a faithful simulation [103,104,105,106,107].



In terms of the drive control, we implemented a sophisticated system that translates user commands, such as those from a joystick, into physical actions. Using advanced control algorithms, like PID control and model predictive control, we could ensure a quick and stable response of the model to user requests. This control not only handles acceleration, deceleration, and turning but also deals with trajectory maintenance and obstacle management to ensure safe and smooth driving [108,109,110,111,112,113]. All of this was seamlessly integrated into the ROS and Gazebo ecosystem, enabling efficient communication between the wheelchair model and other components of the robotic system. Thanks to this integration, we could simulate and evaluate the performance of the model under a wide range of environmental conditions and operational situations, ensuring that our virtual wheelchair is at the forefront in terms of realism and functionality [114,115]. Our advanced implementation of actuator dynamics and drive control within ROS/Gazebo allowed us to offer an exceptionally accurate and functional simulation of the wheelchair, furthering our commitment to creating innovative and cutting-edge solutions in the field of robotics and mobility assistance.




2.3. Setup


The navigation system logic was implemented by making use of the Robotic Operating System (ROS). The ROS is a well-established set of software libraries and tools for building robot applications. For simulation purposes, Gazebo was selected. Gazebo is an open-source, well-established simulator in the field of robotics that provides a robust physics engine, as well as convenient programmatic and graphical interfaces. The neural networks were implemented by making use of PyTorch, which is a machine learning framework used in applications that span from natural language processing to robotics. The joystick used during the simulation was a simple two-axis joystick. The learning of local navigation through DRL and some further tests were performed on a computer equipped with an NVIDIA GTX 2060 graphics card, 16 GB of RAM, and an Intel Core i7-9750 H CPU. For the sake of collecting the inference time of the actor network, an NVIDIA JetsonNano 2 GB Developer Kit was employed. For testing purposes, a single user without disabilities was selected as the driver. The testing phase was articulated in three experiments: the first and the second one, both comprising three tests, aimed to compare our algorithm with a well-known obstacle avoidance algorithm (Vector Field Histogram (VFH)); the third one aimed to evaluate its usability on embedded, namely, constrained, devices. Each test was executed at least three times and the shown values are the mean of the collected ones. When significant, the standard deviation is also shown. For the collection of the inference time, the test was executed 100 times.





3. Reinforcement Learning Algorithm Architecture


Considering the environment as the union of the wheelchair, the user, and the surrounding obstacles, we considered the system we wanted to design as the components in charge of yielding the correct physical commands to let the wheelchair follow the user input while avoiding the obstacles. Referencing Figure 3, conventional local robot navigation frameworks typically feature a local mapping component that takes sensor readings as the input and produces a local map. Another component, which is commonly known as local path planning, utilizes this local map to generate references guiding the robot to its destination while avoiding obstacles. Subsequently, these references are translated into low-level commands, such as phase current values, through an additional module often referred to as the controller. In our system, both the local mapping and local path planning were replaced by an agent utilizing a DRL method.



RL, which is inspired by animal learning in psychology, learns optimal decision-making strategies from experience. RL defines any decision maker as an agent and everything outside the agent as the environment. The agent aims to maximize the accumulated reward and obtains a reward value as a feedback signal for training through interaction with the environment. The interaction process between the agent and environment can be modeled as a Markov decision process comprising the essential elements S, A, R, and P; S is the state of the environment, A is the action taken by the agent, R is the reward value obtained, and P is the state transition probability. The agent’s policy  τ  is the mapping from the state space to the action space. When in the state    s t  ∈ S  , the agent takes action    a t  ∈ A  , and then transfers to the next state   s  t + 1    according to the state transition probability P while receiving reward value feedback    r t  ∈ R   from the environment. Although the agent receives instant reward feedback at every time step, the goal of RL is obtaining the largest long-term cumulative reward value   R t   rather than short-term rewards. By introducing the discount factor   γ ∈ [ 0 , 1 )  , we can express the return value as follows:


   R t  =  r  t + 1   + γ  r  t + 2   +  γ 2   r  t + 3   + … =  ∑  k = 0  ∞   γ k   r  t + k + 1     



(3)







In our scenario, the agent takes the form of a twin delayed deep deterministic policy gradient (TD3) architecture, which was trained within a simulated environment to execute user commands while navigating around obstacles. The TD3 operates as an actor–critic network, enabling actions in a continuous action space. An actor–critic model comprises two networks: the actor and the critic.



The actor determines the action to be taken, and the critic provides feedback to the actor regarding the quality of the action and suggestions for adjustment. The actor’s learning is based on a policy gradient approach. In contrast, the critic assesses the action’s quality by computing the value function. In the TD3 network, there are two critics to mitigate Q-value overestimation. In reinforcement learning terms, the critics evaluate the Q-value of the state–action pair Q(s, a). Both critic networks share the same structure, but their parameter updates are delayed, allowing for divergence in parameter values. According to the TD3 architecture, the final critic’s output selects the minimum Q-value from both critic networks to curb the overestimation of the state–action pair value. The local environment is described by a LiDAR placed in front of the wheelchair. Its 180° field-of-view range data are condensed into buckets to reduce the size for efficiency. This information, combined with the current forward and angular speed, as well as the user’s desired speeds, forms the state S. This state is then input to the actor, which aims to produce the actual forward and rotational speeds. To enable the critics to evaluate the actor’s performance, both the actor’s output and the locally collected information are provided as input to the critics. Detailed information about the neural networks can be found in Figure 4.



As a design choice, for optimization reasons, we opted to confine the actor’s output values   a 1   and   a 2   to the range of   [ − 1 , 1 ]  . These values are scaled within the range of forward and rotational speed values before being emitted by the agent. However, due to the LiDAR’s limited 180° field-of-view, as a safety precaution, we refrained from generating backward movements since we lack information about that specific area. Consequently, the ultimate output a from the actor is as follows:


  a = [   (  a 1  + 1 )  2  ,  a 2  ]  



(4)







To allow the evaluation of the actor’s performance by the critics, the policy is rewarded based on the following function:


  r  (  s t  ,  a t  )  =      −  K c      if  collision  happens        α  R s  + β  R v  + θ  R ω    α + β + θ     otherwise      



(5)




where


   R s  =  K s  ∗ t a n h  (  K  s s   ∗  ( d −  D s  )  )  ,  



(6)






   R v  =   K v    |   v u  −  v a   |     , i f  |  v u  −  v a  |  > = ϵ  e l s e    K v  ϵ  ,  



(7)






   R ω  = −  K ω  ∗  |  ω u  −  ω a  |   



(8)




with the convention that   K c   is the reward for a collision, d is the distance between the wheelchair and the closest obstacle,   D s   is a constant indicating the safety distance that the wheelchair should maintain to the closest obstacle,   K  s s    is a constant indicating the distance safety strictness,   K s   is a constant to adjust the scale value of the distant safety reward   R s  ,   v u   is the linear speed required by the user,   v a   is the linear speed outputted by the actor,   K v   is a constant to adjust the scale value of the forward speed reward   R v  ,  ϵ  is a small constant to limit the   R v   value,   ω u   is the angular speed required by the user,   ω a   is the angular speed outputted by the actor, and   K ω   is a constant to adjust the scale value of the angular speed reward   R ω  . The objective is to ensure that    R s  +  R v  +  R ω  ≪  K c   . This is crucial because if the penalty for collisions is not sufficiently substantial, there is a risk that the accumulated reward value in a single episode might surpass the penalty value. Such a scenario could lead to a positive total reward for the episode, which is undesirable. In this situation, the critic networks might incorrectly interpret that, despite a collision occurring, the overall action received a positive reward, potentially downplaying the significance of the collision.



This misinterpretation could cascade into subsequent decisions, prioritizing strict adherence to user commands at the expense of collision avoidance, which is a failure to meet one of the agent’s requirements. The reward   R ω   increases as the difference between the desired angular speed and the calculated one decreases. Similarly,   R v   increases with an asymptotic behavior at    K v  / ϵ   as the difference in forward linear speed diminishes. The behavior of   R s   was designed such that it yields a positive value as the wheelchair stays farther from obstacles than   D s  , and a negative value as the distance becomes smaller than   D s  . By adjusting the constant values   K s  ,   K  s s   , and   D s  , the value of   R s   can be tailored to specific needs. In particular, tuning the value of   K s   allows for the inflation or deflation of the reward value,   K  s s    regulates the “strictness” by controlling the gradient of the shape, and   D s   determines the distance at which the reward should discourage further approach to the obstacle. The impact of these constant values on the   t a n h   function can be observed visually in Figure 5. To regulate the relative importance of each reward component among the others, the parameters  α ,  β , and  θ  are used.



Software Infrastructure


The software infrastructure is composed of various components distributed across different layers of the technology stack. The DRL code was developed using PyTorch and consists of three primary classes. Specifically, one class encapsulates the actor network structure, the second encapsulates the critic network structure, and the third encapsulates the TD3 network structure. For the training of neural networks and initial testing in a secure environment, a simulator was employed. In particular, due to the utilization of the Robot Operating System (ROS) for tasks related to wheelchair navigation, Gazebo was selected as the simulator. For collecting samples of a policy execution in the environment and later using them for training purposes, the well-known replay buffer technique was employed. Following the TD3 architecture [116], a “soft update” is implemented. This implies that the actor and critic entities are characterized by a base network and a target network. During training, only a batch of sampled steps from various episodes is used to update the base critic networks. This update involves a gradient descent process, with the loss calculated between the target Q (which is computed through Bellman equations using the minimum Q-value from target critic networks) and the Q-values outputted by the base critic networks. The update for the target critic network occurs less frequently and involves infusing only a small portion of the updated base critic network parameters. This approach aims to stabilize the learning process toward the optimal policy.



Following the actor–critic paradigm, the base actor network is trained based on feedback from the base critic network. However, unlike the base critic networks, the base actor network is not trained at every step but at predefined intervals, justifying the “Delayed” term in the TD3 acronym. Similar to the critics, the target actor network receives only a portion of the updated base actor network. As shown in Figure 6, both actors and critics have a base and target networks. The target networks are updated using the so-called soft update strategy, namely, a small amount of parameters from the base networks is infused into the target ones. The target actor network receives   S t a t  e I   , which is the state recorded during the collection of training episodes and is the resulting state of the application of the action yielded by the base actor network. Hence, the target actor network computes the   A c t i o  n I   , which is evaluated by the target critic networks. The two results   Q  1 I    and   Q  2 I   , which are the expected cumulative rewards for taking that particular action in that particular state, are compared and the minimum is selected. This Q-value is then used as the ground truth for evaluating the goodness of the estimations done by the two base critic networks. By trying to minimize the error, the base networks are updated. According to the actor–critic paradigm, the actor networks are updated thanks to the feedback provided by the critic networks.



The hyper-parameter tuning phase stands out as one of the most time-consuming aspects in general for deep learning but especially for DRL algorithms. Experimenting with various hyper-parameter combinations in parallel accelerates this process. Due to the impracticality of manually running and tracking each combination, hyper-parameter tuning frameworks have been developed, and one such framework is Optuna. Optuna requires a range of values as input and an objective function to execute. It iteratively runs the objective function, exploring different combinations of input parameters each time. The objective function is expected to return a metric that allows for comparison, and thus, determining the ranking of the best combinations. In our context, the objective function should conduct training of our TD3 network with a specific set of hyper-parameters. Unfortunately, the combination of ROS and the Gazebo simulator does not provide native support for multiple instances running in parallel. To address this limitation, we decided to encapsulate them within containers. Each container is built on top of a base Ubuntu 20.04 image enhanced with virtual network computing (VNC) capabilities, enabling remote desktop connections to the instances for easy monitoring of the training phase. To minimize the memory footprint and required resources, a lightweight desktop environment (LXQt) was chosen. Consequently, the base image is extended with the installation of ROS Noetic, which already includes the standalone versions of Gazebo and Rviz. Additionally, PyTorch 1.2.1 with CUDA 12.1 was installed. As of the time of writing, Docker cannot execute a container by attaching an Nvidia GPU by default, which is recommended for expediting training. Therefore, the NVIDIA Container Toolkit must be installed in advance and utilized during the instantiating of a container [117].



With a container capable of receiving DRL input parameters, the adaptation of the Optuna objective function involves initiating a container with the specified hyper-parameters. The container then carries out the training phase and, upon reaching a termination condition (such as a maximum execution time, steps, or early stopping), provides the average reward value over the last 10 episodes. Optuna considers this value and continues the typical hyper-parameter tuning process.





4. Simulations


The TD3 network was trained in the Gazebo simulator for 700 episodes, which took approximately 4 h. Each training episode concluded when a collision was detected or 500 steps were taken.   V  m a x    and   ω  m a x    were set as 1 m per second and 1 rad per second, respectively. The delayed rewards were updated over the last n = 10 steps and the parameter update delay was set as two episodes. The training was carried out in the simulated 10 × 10 m-sized environment depicted in Figure 7.



For the network to work not only in a simulation but also in real life, it needs to learn generic obstacle avoidance behavior from laser data. The data from the LiDAR were bagged into 21 groups, where the minimum value of each group created the final laser input state of 21 values. To facilitate generalization and policy exploration, Gaussian noise was added to the sensor and action values. To help with sim2real transfer, the environment was varied in each episode by randomly changing the locations of the box-shaped obstacles. Examples of their changing locations are depicted in Figure 7a–c. The ROS Melodic version managed the packages and control commands. To validate the obtained agent, we decided to compare it against the vector field histogram plus because of its good reputation for cooperative obstacle avoidance and against bare metal usage (no obstacle avoidance system). The tests were decided by taking into consideration the pitfalls of the VFH, as stated in [72]. We refer to our proposed method as a Cooperative-DRL-Driving-System (CDDS), vector field histogram (VFH) system for VFH+ obstacle avoidance, and a Bare-Metal-System (BRS) for the absence of assistive methods. The parameters used for CDDS and VFH can be found in Appendix A. The system performance is a function of quantitative measures and subjective ratings of comfort and safety. We tried to grasp both with the following metrics:




	
Average forward speed.



	
Jerkiness, which measures how “smooth” the wheelchair handling is, as represented by the mean and standard deviation value of the gradient generated by subsequent motor command variations (the lower, the better).



	
Collision risk, which is the number of occurred collisions.








For each test, the metrics were calculated over three executions. According to our jerkiness definition, the mean value was calculated according to the following formula:


  Jerkiness =  1  2 N    (  ∑  i = 0  T     l  i + 1   −  l i     t  i + 1   −  t i    +  ∑  i = 0  T     r  i + 1   −  r i     t  i + 1   −  t i    )   



(9)




where i = T is the Nth concluding timestamp of the simulation, and   l i   and   r i   are, respectively, the commands given to the left and right motor at the ith timestamp.



The first experiment consisted of three tests executed in the environments depicted in Figure 8. For all of them, the aim was to commute from the starting point to the ending point while avoiding any collisions. The first test consisted of following the shape of an obstacle, trying to stay as close as possible without colliding, simulating the need to follow the shape of a wall or a piece of furniture to grasp objects on top of it. The second test consisted of traversing an environment disseminated with obstacles, following the path highlighted in Figure 8b by the orange arrows. The third test consisted of navigating in narrow corridors, simulating the daily challenges of living in a house. The results of the experiment are described in Table 2. Trajectory samples can be found in Figure A1.



The second experiment consisted of three tests executed in the environments depicted in Figure 9.



For all of them, as it happened for the first experiment, the aim was to commute from the starting point to the ending one, trying to avoid any collisions. However, this time the testing strategy aimed to compare CDDS and VFH in the traversing of a door opening by varying the door size. The width of the hallway and the standard door size were set, respectively, to 0.91 m and 0.81 m, according to the American Disability Act [118]. The relevant metric was the percentage of successful door traversing against the door width. The first test consisted of traversing the door starting in a obstacle-free condition. Thus, the wheelchair had to follow a straight line to cross it. The second test consisted of traversing the door starting in a corridor. Thus, the wheelchair had to go through the corridor and make a turn at a certain point. The third test consisted of entering a corridor through a door. Thus, the wheelchair had to go toward the door and make a turn to enter the corridor. The results of the experiment can be found in Figure 10.



Additionally, the CCDS was tested to retrieve the computational time for yielding a pair of control commands. It introduced a fixed delay in the joystick control loop. If this delay is longer than the users’ reaction time, they may feel out of control of the vehicle. Therefore, we empirically decided that the maximum possible delay introduced by the system was 100 ms. Having the final target in mind, namely, deploying the CDDS on an embedded system, we decided to collect the inference time running CDDS on a NVIDIA Jetson Nano 2 GB Developer Kit [119]. Because the execution time of the control unit and the joystick sampling were a few orders less than the actor network inference time, we decided to deploy only the actor network. The results of the tests can be found in Table 3.




5. Results and Discussion


The experiments investigated various aspects of the CDDS. A comparison between the VFH and the CDDS revealed that the latter achieved a higher success rate in the indoor passage, particularly in narrower openings. This advantage stemmed from the CDDS not mandating the wheelchair footprint to fit precisely within a safety circumference, unlike the VFH. While the VFH strictly adhered to a safety distance boundary, the CDDS offered a flexible boundary, occasionally permitting the wheelchair to exceed it. Consequently, the VFH registered zero success until the door accommodated the wheelchair’s footprint and safety distance, while the CDDS achieved roughly a   70 %   success rate at standard door widths, indicating room for improvement. Both systems excelled in obstacle avoidance, occasionally outperforming the BRS, as expert users may prioritize speed over obstacle vigilance. Additionally, jerkiness, which refers to non-smooth movements, warrants consideration. In electric wheelchair driving, jerkiness can affect maneuverability, which is influenced by factors like environment complexity and algorithm design. However, jerkiness does not necessarily correlate with low maneuverability, considering various controller attributes. To understand the relationship between jerkiness and maneuverability better, comprehensive analysis, including empirical evaluations and reinforcement learning algorithm assessments, is necessary. The CDDS exhibited poor jerkiness performance due to noise in the actor neural network output, suggesting potential solutions, such as implementing low-pass filters or introducing jerkiness penalties in the reward function. In terms of speed, the CDDS maintained a better average forward speed than the VFH by adjusting the speed based on user commands and obstacle detection, albeit lower than an expert using the BRS, which lacked speed regulation. Regarding the inference time, the CDDS met the maximum threshold, confirming its suitability for embedded devices. Overall, the CDDS effectively navigated diverse environments and avoided obstacles, leveraging a neural-network-based motion policy for rapid decision making. Although the CDDS showed promising performance compared with the VFH, it had limitations, particularly in jerkiness and sensor capabilities. Future research will explore additional components, sensors, diverse DRL architectures, and moving obstacles to effectively address these limitations.




6. Conclusions


Similar to many human–machine systems, the CDDS leverages the strengths of both users and machines by enabling shared control of the system output. Human users possess the adaptability to adjust control behavior based on environmental changes and functional needs. By facilitating user–machine collaboration, the system enhances adaptability, versatility, and robustness. Autonomous systems should complement human capabilities rather than replace them entirely, as humans possess untapped potential. The integration of DRL policies into cooperative driving systems for power wheelchairs has shown overall success, yielding improvements over traditional approaches, like the VFH. While DRL policies have provided basic mobility, unresolved issues remain. Jerkiness, which stem from noisy output in continuous DRL policies, poses a challenge. Additionally, limitations in obstacle detection arise from the use of 2D LiDAR, which fails to detect obstacles outside its plane. The selection of 2D LiDAR balances cost, robustness, and accuracy considerations. Future research will address these challenges by exploring diverse DRL architectures and sensor combinations. Integration into existing plug-and-play systems aims to furnish a comprehensive and safe electrification kit for wider application.
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Appendix A


List of parameters used for the CDDS and VFH during testing.





 





Table A1. Parameters of CDDS used for simulation.






Table A1. Parameters of CDDS used for simulation.










	
	Parameters
	Value





	Actor
	Layer 1
	25 × 800



	|
	Activation 1
	Relu



	|
	Layer 2
	800 × 600



	|
	Activation
	Relu



	|
	Layer 3
	600 × 400



	|
	Activation
	Relu



	|
	Layer 4
	400 × 400



	|
	Activation
	Relu



	|
	Layer 5
	400 × 2



	|
	Activation
	Tanh



	   Critic 1   
	Layer 1
	25 × 800



	|
	Activation 1
	Relu



	|
	Layer 2
	600 × 600, 600 × 600



	|
	Activation
	Matrix Mul



	|
	Layer 3
	600 × 600



	|
	Activation
	Relu



	|
	Layer 5
	600 × 1



	   Critic 2   
	Layer 1
	25 × 800



	|
	Activation 1
	Relu



	|
	Layer 2
	600 × 600, 600 × 600



	|
	Activation
	Matrix Mul



	|
	Layer 3
	600 × 600



	|
	Activation
	Relu



	|
	Layer 5
	600 × 1



	Critic
	Activation
	min



	-
	State
	[  l i d a  r 0   , …,   l i d a  r 20   ,  V  u s e r   ,   ω  u s e r   ,   V  w h e e l c h a i r   ,   ω  w h e e l c h a i r   ]



	-
	Action
	[  V  w h e e l c h a i r   ,   ω  w h e e l c h a i r   ]



	-
	  D s   (safety distance) *
	0.1 m







* Set during training.













 





Table A2. Parameters of VFH used for simulation.






Table A2. Parameters of VFH used for simulation.










	
	Parameters
	Value





	Wheelchair
	Footprint radius
	0.61 m



	|
	Safety distance
	0.1 m



	|
	Minimum turning radius
	0.61 m



	Cost function
	Target direction weight
	5



	|
	Current direction weight
	2



	|
	Previous direction weight
	2



	Histogram
	Number of angular sectors
	180



	|
	Range distance limits
	[0.05 m, 6 m]



	|
	Histogram thresholds
	[3, 10]









Appendix B


Additional material related to the execution of the first experiment.
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Figure A1. Trajectory samples during the first, second, and third experiments with the CDDS, VFH, and BRS driving systems. 






Figure A1. Trajectory samples during the first, second, and third experiments with the CDDS, VFH, and BRS driving systems.
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Figure 1. Geometrical representation of the wheelchair. 
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Figure 2. Wheelchair representation (a). In the mathematical representation (b), O is the origin of the system reference; L is the LiDAR source; and    X ¯  O  ,    Y ¯  O  , and    Z ¯  O   are the system axes. 
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Figure 3. Traditional and DRL wheelchair navigation frameworks. In DRL, the agent learns by experience how to generate the appropriate references depending on the received state. 
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Figure 4. Implementation details of TD3 neural networks. 
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Figure 5. Visual representation of the independent effect of constants   K  s s   ,   K s  , and   D s   on the reward function    R s  =  K s  ∗ t a n h  (  K  s s   ∗  ( d −  D s  )  )   . 
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Figure 6. Schematic representation of TD3 architecture. 
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Figure 7. The 10 × 10 maze used for the DRL training phase. Light blue obstacles were randomly placed at the beginning of each episode to help the generalization process. Different positions can be observed in (a–c). 
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Figure 8. Tests belonging to the first experiment. For all of them, point A is the starting point and point/line B is the ending. The aim was to commute from A to B without colliding. (a) First test: follow the shape of the obstacle as close as possible. (b) Second test: navigate through obstacles. (c) Third test: navigate through narrow corridors. 
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Figure 9. Tests belonging to the second experiment. For all of them, point A is the starting point and point/line B is the ending. The aim was to commute from A to B without colliding. (a) First test: go through the door opening. (b) Second test: drive out from a corridor through a door opening. (c) Third test: enter a corridor through a door opening. 
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Figure 10. Results related to the second experiment. For all three, on the Y-axes, there is the percentage of successful door passages, namely, those reaching the ending point without collisions, whereas on X-axes, there is the varying door opening sizes. 
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Table 1. Dimensions of the wheelchair components.
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	Parameter
	Value





	Width
	0.7 m



	Length
	1.1 m



	Drive wheel radius
	0.27 m



	Drive wheel width
	0.05 m



	Castor wheel radius
	0.17 m










 





Table 2. Results of first experiment.
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	CDDS
	VFH
	BRS





	First test
	Average forward speed [m/s]
	0.59
	0.35
	0.64



	
	Jerkiness
	8.3 ± 58.8
	3.6 ± 21.2
	6.5 ± 57.4



	
	Max collisions
	0
	0
	0



	Second test
	Average forward speed [m/s]
	0.29
	0.14
	0.37



	
	Jerkiness
	13.8 ± 71.1
	4.9 ± 24.7
	10.6 ± 69.2



	
	Max collisions
	0
	0
	1



	Third test
	Average forward speed [m/s]
	0.39
	0.31
	0.42



	
	Jerkiness
	12.1 ± 83.4
	5.7 ± 29.6
	11.8 ± 85.9



	
	Max collisions
	0
	0
	2










 





Table 3. Results of inference execution on different platforms using TFLite framework.
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	Platform
	Execution Time





	PC (only CPU)
	0.098 ± 0.038 ms



	Jetson Nano
	1.22 ± 0.73 ms
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