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Abstract: Using multiple channels in wireless sensor networks helps increase the overall
throughput and avoid interferences. In addition, introducing multi-interface nodes further
helps in increasing the packet delivery rate for those specific nodes. In this paper, we
evaluate a channel allocation method based on neighborhood discovery up to 3 hops and
a hybrid MAC protocol designed for high data rate wireless sensor networks. We propose
a network segmentation that takes into consideration the existence of multi-interface sink
in order to further increase to packet delivery ratio. Our protocol, called HMC-MAC,
uses Time Devision Multiple Access (TDMA) for sequencing nodes activity, and Carrier
Sense Multiple Access (CSMA)/CA with Frequency Devision Multiple Access (FDMA)
for simultaneous data exchange. We evaluated our method using NS2 simulator and results
show that HMC-MAC protocol improves the overall network performance compared to other
protocols especially with high data rate and burst traffic.
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1. Introduction

Multi-channel MAC protocols have recently obtained considerable attention in wireless sensor
networks (WSNs) because they help increase the network performance. Operating on multiple
channels can ensure robustness against internal and external interference and allow collision free
parallel communications.
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Most existing MAC protocols proposed for WSNs use a single channel for data transmission. This is
essentially due to the fact that energy efficiency is considered to be the most important issue in WSNs.
On the other hand, in dense deployment of sensor networks, a single channel utilization generates a high
level of interference and limit the use of the bandwidth. This is especially the case when a large burst
of packets is generated simultaneously in different nodes due to a change in the monitored conditions,
or when running multiple applications and accumulating the traffic of each application leads to higher
packet density in the network. In these cases, the use of multiple channel can help optimize the bandwidth
usage as it has been shown in the literature.

The hardware of most popular platforms and those compliant with the IEEE 802.15.4 and Zigbee
standards provides a radio chip capable of switching its communication channel, and is therefore not
limited to a single channel operation. In the literature, several surveys on multi-channel MAC protocols
with different objectives have been proposed for WSNs [1–3]. These surveys classify multi-channel
MAC protocols according to several criteria: periodicity of channel assignment, centralized or distributed
manner for channel assignment, schedule-based or contention based MAC protocols.

In a multi-hop topology, packets must be transmitted several times in order to reach the final
destination. This overloads the radio channel and induces interference. It also increases the risk of
collision due to the hidden terminal problem for example [4], which results in degrading the medium
access protocol performance. The use of multiple channels helps mitigate the effect of interference
and enhances the network performance under high traffic load. The availability of multiple channels
increases the number of simultaneous transmissions between nodes which leads to an increase in the
global network throughput.

HMC-MAC was first proposed in [5], a Hybrid Multi-Channel MAC protocol that uses a combination
between TDMA (Time Division Multiple Access), CSMA (Carrier Sense Multiple Access) and FDMA
(Frequency Division Multiple Access) techniques. It is based on CSMA/CA which has the advantage of
being a distributed and a lightweight algorithm that does not require a strict synchronization to exchange
data frames and which enables the network to be easily scalable. Simulation results using NS2 simulator
showed that HMC-MAC provides a smaller interference level compared to other allocation methods
based on random choice and 2-hop neighborhood information.

In this paper, we extend the state of the art, we give more details about the algorithms of our
contribution and we evaluate additional network metrics. We consider high data rates and burst traffic
in multi-hop WSNs where a large burst of packets needs to be transported to the final destination. We
consider one single destination also known as sink. We are interested in evaluating the performance
of HMC-MAC and compare it to other channel allocation schemes and MAC protocols. We introduce
a multi-interface sink in order to further enhance the network throughput when all the traffic is destined
to the sink. In order to optimize the reception of the sink, we modified the channel allocation method
in order to keep the interfaces of the sink in reception mode and at least one neighbor of each interface
in transmission mode. Thus, the channel allocation scheme allows the sink to continuously receive
data frames.

The paper is organized as follows. In Section 2, we give a quick survey of the different techniques
used in multi-channel MAC protocols for WSNs. In Section 3, we describe how HMC-MAC works and
explain the neighbor discovery process, the new channel allocation method and data exchange method
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that take into account the multi-interface sink. Section 4 is dedicated to the performance evaluation
of HMC-MAC using the NS-2 simulator. Finally, we conclude the paper and we discuss perspectives
in Section 5.

2. State of the Art

In [6] authors propose MASN, a new multi-channel allocation protocol for hierarchical ZigBee/IEEE
802.15.4 networks corresponding to realistic situations where the number of nodes is less than 50 with
a hierarchical routing and many-to-one transmissions. The main goal is to improve the bandwidth.
The unslotted CSMA/CA access method is used. In MASN, assignment of the different channels is
centralized and distributed by the coordinator by using a function designed to calculate the channel
offset between two successive children. The proposed channel assignment algorithm is inspired by
the hierarchical address assignment process used in ZigBee. The performance of MASN is evaluated
through simulations using NS2 simulator. MASN is compared with mono-channel, random allocation,
and subtree allocation. Results show that the proposed protocol improves the global throughput by
a factor between 2 and 5 compared to the single channel, and by an average factor of 2 compared to
a random channel allocation or to a simple subtree distribution. The main advantage of this solution is
its simplicity of integration in IEEE 802.15.4 devices with light modifications on the MAC layer. On
the other hand, authors used a single topology for the simulations which might be the most convenient
topology for MASN. Also if a node is performing transmission and reception simultaneously, then it
leads to conflict. This case is not studied in MASN.

In [7] authors proposed EE-MAC (Energy Efficient hybrid MAC for WSN), a hybrid of TDMA and
FDMA MAC protocol with priority technique. It is a centralized protocol that uses a semi-dynamic
channel assignment approach for channel allocation. The goal of this protocol is to improve energy
efficiency, delay and packet delivery ratio. EE-MAC operates in two phases, a setup phase and
a transmission phase. During the first phase, the following operations take place: neighbor discovery,
TDMA slot assignment, FDMA slot assignment, local framing, and global synchronization. These
operations run only during the set-up phase and every time a change in the topology occurs. During the
transmission phase, the period is divided into time intervals. Each frame is equally divided into several
fixed time slots. Each slot is divided into schedule subslots and contention subslots. Each cycle starts
with scheduled slots followed by contention slots. Nodes use LPL (Low Power Listening) [8] during
contention slots and send HELLO messages to the base station. When a node hears a HELLO message
sent to the base station by one of its neighbors, it adds that nodes to its neighbor list. The updated
neighbor list is included in the next Hello message and sent by that node. Based on Hello messages
received from all nodes, the base station performs a breadth first search algorithm in order to assign
for each node an appropriate channel as well as a specific time slot. Scheduled node can communicate
in a collision free manner. EE-MAC introduces an adaptive priority scheme for channel access. The
priority scheme is inspired from IEEE 802.11e [9]. The priority is based on some statistics collected
by these nodes during their lifetime which includes forwarding loads, the distance to the base station,
and the remaining battery charge. Authors compared the protocol to HyMAC [10] protocol in terms of
energy efficiency, packet delivery ratio and end to end delay. The simulation is carried out by varying the
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number of packets, the number of nodes and by changing the packet size. Simulation results using NS2
simulator showed that EE-MAC provides a significant improvement compared to HyMAC, in energy
efficiency, packet delivery ratio, and delay. On the other hand, EE-MAC suffers from the overhead of
Hello messages that are exchanged and sent to the base station.

In [11], authors proposed MMSN protocol which is a distributed protocol that combines FDMA
and CSMA mechanisms. It uses a semi-dynamic channel assignment approach for channel allocation.
MMSN uses different strategies for channel assignment. Strategies differ according to the level of
overhead and the effectiveness of the channel allocation. These strategies are the following:

(i) The exclusive frequency assignment strategy, the number of frequencies should be equal to or
greater than the number of nodes within two hops. Nodes exchange their identities (IDs) in their
2-hop neighborhood. Nodes choose frequencies according to the increasing order of their ID values.
If a node presents the smallest ID in its 2-hop neighborhood, it chooses the smallest frequency among
those available and then it sends the chosen frequency to its 2-hop neighbors. This strategy ensures that
nodes in any 2-hop neighborhood are assigned different frequencies, but it induces high communication
overhead due to the ID and frequency exchange between 2-hop neighbors using CSMA/CA.

(ii) The even-selection strategy which is more suitable for dense WSNs where the number of
frequencies is smaller than the number of nodes within two hops. It is similar to exclusive frequency
strategy, but when all frequencies are already chosen in a 2-hop neighborhood, a node randomly chooses
one of the least chosen frequencies.

(iii) The eavesdropping strategy where each node takes a random backoff during which it waits for
its 1-hop neighbors to choose their frequencies. When its backoff expires, it randomly chooses one of
the least chosen frequencies within one hop. This strategy has less communication overhead compared
to the first two strategies, but it only collects frequencies information within one hop neighborhood and
during a limited random time interval which results in more interference.

(iv) The implicit-consensus strategy where each node calculates a random number for itself and
a random number for each node in its 2-hop neighborhood using the same pseudo-random number
generator. A node wins current frequency if its random number is the highest among all the other
random numbers. It then broadcasts its frequency to the 2-hop neighbors. This strategy guarantees
smaller overhead but assumes a high number of available frequencies.

At the beginning of each time slot, nodes contend for the medium to broadcast control traffic on
a common broadcast channel. When a node transmits a packet, it switches between its own channel
and the destination channel during the preamble sending time, which results in increasing the protocol
overhead and the number of repetitions due to frequent channel switching. The performance of MMSN
is evaluated through simulations using GloMoSim simulator and compared with CSMA/CA.

In [12], authors propose MC-LMAC (Multi-Channel Lightweight MAC) protocol which is
a distributed schedule-based multi-channel MAC protocol based on the single channel energy-efficient
MAC protocol LMAC [13]. MC-LMAC guarantees that the same slot/channel pair is not simultaneously
used within a two-hop neighborhood. Each node manages an “occupied slots” vector per channel with
a length equal to the number of time slots. This vector is used for storing the information about the
slots occupied by the neighbors. Each bit in the “occupied slots” vector is set if the time slot at the same
position is occupied. This vector is then sent to 1-hop neighbors. In order for a node to choose a channel,
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it executes an OR operation over all the “occupied slots” vectors received on a certain channel in order
to find a free time slot. The authors claim that there are no collision and no interference in a 2-hop
neighboring allocation, but we will show this is not the right strategy when data frame acknowledgments
are used. On the other hand, MC-LMAC suffers from the overhead of the control messages that are
exchanged in order to discover the channels used in the different TMDA slots in 2-hop neighborhood.
The problem increases as the network density increases.

In [14], authors propose MuChMAC (Multi-Channel MAC) protocol, a distributed low-overhead
Multi-Channel MAC protocol. It uses a dynamic channel assignment approach. It combines TDMA
and asynchronous MAC techniques. Time is divided into slots. A node is able to independently
choose its receiving channel switching sequences based on its ID and the current slot number using
a pseudo-random generator. A broadcast slot is inserted every n slots. These common broadcast slots
also follow a pseudo-random channel hopping sequence. A sender is thus able to calculate the channel
of the receiver. Each node switches its radio transceiver to the receiver channel and starts to send small
preamble messages. When the receiver wakes up, it hears a preamble and it acknowledges the sender
that it is awake in order to start sending data frames. MuChMAC ensures waking up the receiver and the
sender within the same slot using loose global time synchronization and a fixed upper bound on clock
drift. MuChMAC is tested using Sentilla JCreate motes in order to evaluate its performance. Authors
compare the protocol with X-MAC [15]. Results show that the protocol is energy efficient and improves
reliability. On the other hand, the channel allocation is based on a random mechanism that does not take
into consideration the channel usage in the neighborhood which might lead to a high collision rate.

In [16], authors describe TMCP a centralized Tree-based Multi-Channel Protocol for data collection
applications based on CSMA/CA. It uses a fixed channel assignment approach for channel allocation.
The whole network is partitioned into multiple sub-trees having the base station (BS) as a common root
where each sub-tree is allocated a different channel. TMCP can work with a small number of channels
and without the need for time synchronization. It uses a greedy algorithm which decreases the radio
interference. TMCP has three components, Channel Detection (CD), Channel Assignment (CA), and
Data Communication (DC). CD finds available orthogonal channels. CA partitions the whole network
into sub-trees and allocates a different channel to each sub-tree. DC manages the data collection through
each sub-tree. TMCP is tested using MicaZ motes and simulated using GloMoSim in order to evaluate
its performance. Results show that TMCP improves the throughput while keeping high packet delivery
ratio and low latency. On the other hand, TMCP blocks the direct communications between nodes
belonging to different sub-trees which is an inconvenient restriction. In addition, communications inside
the sub-tree are contention based and use CSMA/CA algorithm.

Y-MAC [17] is a TDMA-based multi-channel MAC protocol that aims at reducing latency. Authors
adapted a distributed method based on algorithms proposed in LMAC and MMSN. Time slots are
assigned to the receivers. Y-MAC uses a slot allocation vector in order to achieve time slot assignment.
It allows new nodes to join the network and to assign time slots in a dynamic way. This vector is used
for storing information about the slots occupied by the neighbors. This vector is then broadcast to 1-hop
neighbors. In order for a node to allocate a free time slot in its 2-hop neighborhood, it executes an OR

operation over all the slot allocation vectors received from its neighbors. If there are many available time
slots, one of them is randomly selected; otherwise several nodes should share the same time slot. At the
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beginning of each time slot, potential senders to the same receiver compete in order to access the medium
using a CSMA/CA algorithm. Multiple packets are sent successively on different channels, the receiver
and the sender hop to a new channel according to a predetermined sequence. Y-MAC reduces latency
by offering the possibility for nodes that were not able to send their traffic to compete in a consecutive
slot. All potential senders that have pending frames destined to the same receiver also hop to the same
channel and compete again.

Y-MAC was implemented using the RTOS operating system on TmoteSky motes. Authors compared
Y-MAC with Crankshaft in multi-hop environments. Results show that the duty cycle of Y-MAC is
slightly higher than Crankshaft. Also the average per hop delivery latency of Crankshaft rises faster than
that of Y-MAC as the traffic load increases and Y-MAC outperforms Crankshaft in terms of data reception
rates. Y-MAC exploits multiple channels in order to handle burst messages. Authors proved that Y-MAC
achieves effective transmission of burst messages under high traffic conditions (1 frame/node/sec). On
the other hand, the channel allocation method is not detailed in the paper, authors only insist on not
using the same channel in 1-hop neighborhood which leads in high interference due to 2-hop interference
(interference caused by transmissions received from nodes that are 2-hop away from the receiver).

We argue that 2-hop neighborhood is not enough to avoid collisions and interference, and that 3-hop
neighborhood should be considered when allocating channels. In addition, neighborhood discovery
causes traffic congestion when the network is dense, and thus exchanging control traffic results in
a lot of collisions using CSMA/CA. In order to avoid this, we propose to use bitmaps and TDMA for
representing and exchanging neighboring information. Very few protocols use multi-interface nodes and
thus most protocols reach network saturation very fast. In our protocol we propose to use multi-interface
nodes for the sink and show how our protocol copes better with high data rates. This paper is an extension
to the short paper presented in [18]. In the short paper, the state of the art was very brief and did
not exceed one column in double column format. In this paper, we extended the state of the art and
discussed the performance results of cited papers. We also explained in more details the HMC protocol.
In addition, only aggregate throughput and packet loss were evaluated in the short paper. In this paper,
more significant results are discussed such as packet delivery ratio and number of frame repetitions.

3. HMC-MAC Protocol

In this section, we explain how the network is created and neighbor discovery is done according
to HMC-MAC. A time segmentation approach is used by HMC-MAC and is decided by a special
multi-interface node, the Network Coordinator (NC). We explain how TDMA is used to ensure
a multi-hop beacon propagation for synchronization and neighbor discovery. Then, we explain how
the neighborhood information is used to allocate channels.

3.1. Network Creation and Beacon Propagation

The first node to be activated in the network is the node that will create the network and start
broadcasting periodical beacons. When a new node is activated and wants to join the network, it starts
by scanning for beacons. If no beacon is detected, the node will consider that it is the first node in the
network and create a new network. This node is known as the Network Coordinator (NC) and is on
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depth 0. In case the new node receives at least one beacon, it chooses the most suitable one and sends
an association request to the node that is broadcasting it. The choice of the beacon can be based on
different criteria such as the RSSI and the LQI for robust links, or the number of hops separating the
source of the beacon from the destination node for minimum end-to-end delay, or a combination of both
depending on the application needs. In our case we consider the current number of children of the source
in order to achieve load balancing at the association phase.

In the case where two nodes create new networks at the same time and are able to detect each other,
the NC with a bigger ID quits its own network and joins the network of the NC with the smaller ID. The
case where the NCs are not in range is out of the scope of this paper and will be studied in future works.

Time is divided into cycles (Figure 1). Each cycle is divided into intervals during which
communications are organized in a specific manner. Each cycle begins with a TDMA beacon propagation
period [T0;T1] that is followed by a data exchange period [T1;T2] and an inactive period [T2;T0].
Depending on the application needs, the duration of these intervals can be adjusted to absorb the
generated traffic.
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Figure 1. Global cycle. [T0;T1] is a synchronization period, [T1;T2] is dedicated for
data exchange.

During [T0;T1] the NC broadcasts a beacon that is propagated in a multi-hop manner to reach all the
nodes of the network based on the MaCARI protocol [19]. Each node in the network has a unique beacon
transmission slot during which it broadcasts its beacon. The beacon contains information that enables
each node to know in which slot it should propagate its beacon. When a new node joins the network, its
address is sent to the NC in order to update the propagation order. The NC will then include this address
in the beacon for m consecutive cycles. Similarly, in case of a node departure, a leave request is sent to
the NC (it can be sent by the node that is willing to leave the network, or sent by neighboring nodes that
detected that a node has failed. The latter aspect is out of the scope of this paper). This allows nodes to
update their local propagation order. The propagation order is maintained in each node and updated using
the beacon. The order of the addresses defines the order in which the beacon is propagated: if the address
of a node has the index 3 in the propagation order, it means that it is the third node to send the beacon
during [T0;T1] (more details on this aspect can be found in [5,20]). This guarantees that beacons are
not sent at the same time and thus avoids collisions. The beacon is propagated using a known common
channel. This way new nodes scan only one channel to discover the network.
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3.2. Neighbor discovery

Neighbor discovery enables us to know which nodes are prone to interfere and which nodes are
authorized to transmit simultaneously. In order to avoid overloading the network with long control
messages to exchange neighborhood information, we use bitmaps to represent neighbors. Using the
local propagation order (which is a list of all the node addresses of the network), every node is able
to build and manage a bitmap that represents all the nodes in the network. Each index of the bitmap
corresponds to the node address with the same index in the propagation order. This way, any node
is able to represent its neighbors using one bit for each neighbor. Thus, when the network is dense,
neighborhood information will not overload the nodes with control traffic and neighbor list tables using
addresses or identifications.

In order to avoid interference when acknowledgments are used, 3-hop neighborhood needs to be
discovered. In [20], we discussed why that the reuse of channels should be considered up to 3-hop
neighborhood to avoid collisions and interference when immediate MAC layer acknowledgments are
used. Figure 2 shows an example of how the use of the same frequency channel by a 3-hop neighbor
might cause a collision. Nodes A and D are 3-hop neighbors using the same channel. A collision can
occur on C when B is sending data to A and D is sending an acknowledgment to C. Thus, the same
channel cannot be used in a 3-hop neighborhood.

A B C D

Data Data

ACKData

Figure 2. 3-hop neighborhood interference in channel allocation with acknowledgments.
A and D are 3-hop away nodes, if they are allowed to receive data during the same time
slots, the ACK sent from D to C will collide with the data sent from B to A.

One hop neighbor list is built using the source address of received beacons. When a node receives
a beacon from another node, it considers that this node is a neighbor. This does not guarantee that the
link is bi-directional, but we assume that it is an interfering node. In order to build 2-hop neighbor lists,
each node includes the bitmap of its 1-hop neighbors in the beacon. Hence, when a node receives all the
beacons from its neighbors, it is then able to build the list of its 2-hop neighbors. When a node figures
in the bitmap of a neighbor, it can consider that a bi-directional link exists with that neighbor. In order
to build 3-hop neighbor lists, each node should include the bitmap of its 1-hop neighbors and the bitmap
of its 2-hop neighbors in the beacon it sends.

By using the beacon and the propagation order to build 1-hop, 2-hop and 3-hop interference
neighborhood, we avoid using additional control traffic such as HELLO messages that are traditionally
used by the routing protocols. By using bitmap codification and sending beacons in a TDMA manner,
neighboring information are exchanged efficiently between nodes without collision and with light



Electronics 2015, 4 367

overhead. It should be noted that only new arriving nodes are included in the propagation order to
avoid sending the complete list in the beacon and overload the frame payload.

3.3. Channel Allocation Scheme and Node Activity

The role of the NC is to divide time into intervals and inform all nodes of this time segmentation using
the beacon frame. In this paper, we assume that each node has only one radio interface (nodes should
be low cost and use energy efficient hardware components), the sink can have several radio interfaces.
We consider the availability of 16 orthogonal communication channels as allowed by the IEEE 802.15.4
standard [21].

All nodes willing to communicate with the same node compete on the same channel in order to access
the medium and send information using CSMA/CA algorithm. Topology is organized into several depths
based on the ZigBee Custer-Tree topology [22]. We consider that all the traffic is destined to the NC,
for that, exchanges can be sequenced according to the depth of the nodes in the topology and channels
can be allocated taking into account the traffic orientation.

In order to increase the throughput, the NC should remain in reception mode and the nodes in
depth 1 should should alternate between sending mode and reception mode in order to keep part of
them in transmission mode. Thus, we divided the network into two groups (Figure 3), Group 1 includes
odd depth nodes that are descendants of an even child of an interface (B, D, F are even children of
an interface), and also includes even depth nodes that are descendants of an odd child of an interface. All
other nodes are included in Group 2. For example, in Figure 3 Group 1 includes nodes G, H , B, M , D,
O, P , F . All the other nodes are part of the second group. When nodes of Group 1 are in transmission
mode, nodes of Group 2 are in reception mode, and vice versa. This insures that interfaces of the NC

always have nodes in transmission mode forwarding them traffic (this can be ensured using methods of
topology control, but it is out of the scope of this paper).

Figure 4 depicts the algorithm that is executed by each node in order to calculate the index of the
branch to which it is affiliated. The index of the branch will allow the node to which group it belongs.
We use the hierarchical addresses of ZigBee based on the Cskip formula as explained in the standard [22].

For channel allocation, each node has a 3-hop neighborhood bitmap which enables it to choose
dynamically its own channel. The node with the highest priority in the 3-hop neighborhood chooses
its channel first. Priorities are assigned according to the network addresses. The node with the smallest
network address has the highest priority. A node proceeds to its channel allocation as soon as it becomes
the node with the smallest address among its 3 hop-neighborhood that is not yet assigned a channel.
A bitmap that represents all the nodes is also used to announce which nodes have completed the channel
allocation process in order for each node to know if it is its turn to choose a channel. When a node
chooses its channel, it broadcasts it in the beacon frame.

Each node then builds a 16-bit bitmap for nodes that belong to Group 1. It also builds 16-bit bitmap
for nodes that belong to group Group 2. Where each bit in the bitmaps indicates the occupancy of the
equivalent channel in 1-hop neighborhood. These bitmaps are then included to the beacon which allows
nodes to build a 2-hop channel allocation bitmaps. All four bitmaps are then included in the beacon to
build a 3-hop channel allocation view for each group of nodes.
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Figure 3. Network segmentation. Each interface divides its descendants into two branches.
In the first branch, even depth nodes belongs to Group 1, odd depth nodes belongs to
Group 2. In the second branch, odd depth nodes belongs to Group 1, even depth nodes
belongs to Group 2.

interface_found = true

interface_found = false

interface_addr = 1

yes no

noyes

is interface_addr < node_addr < interface_addr + Cskip(0)?

is branch_root_addr < node_addr < branch_root_addr + Cskip(1)?

      branch_found = true
      branch_index = branch_index + 1

      branch_root_addr = branch_root_addr + Cskip(1)

branch_index = 1

branch_found = false

branch_root_addr = interface_addr + 1

       interface_addr = interface_addr + Cskip(0)

Figure 4. Algorithm for calculating the index of the branch to which a node is affiliated.
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16 channels are not sufficient in order to allow all nodes to communicate at the same time without
interference when the network is dense. Hence, the channel allocation process should exploit spatial
reuse or allow interfering nodes to use same channels using CSMA/CA. In our channel allocation
process, we will try to decrease the interference as much as possible. A node first tries to find a free
channel in its 3-hop neighborhood of its group, it it does not find one, it tries to find a free channel in
its 2-hop neighborhood of its group. In case there are no available channels in its 2-hop neighborhood,
the node tries to find a free channel in its 1-hop neighborhood of its group. Finally, if it does not find
a free channel, it randomly takes a channel among the least used channels in its 1-hop neighborhood
that are part of its group. Indeed, because each node signals its channel in the beacon it broadcasts, each
node can manage the number of neighboring nodes using the same channel. Note that whenever multiple
channels are available, nodes randomly choose one of the available channels. Figure 5 depicts the steps
executed by each node before choosing a channel.

in the 2−hop neighborhood?

is there an available channel

channels randomly

choose one the available

is there an available channel in the 3−hop neighborhood?

in the 1−hop neighborhood?

is there an available channel choose one the availbe

channels randomly

choose the least used channel

in 1−hop neighborhoodchannels randomly

choose one the available

yes no

yesno

noyes

Figure 5. Algorithm for choosing the a channel.

These operations run only during the setup phase or if changes in the topology occur. The setup
phase ends when all nodes have chosen frequencies. Then, data exchange phase can start. [T1;T2] is
divided into intervals, each interval is divided into two time slots. During the first time slot, Group 1

are senders and Group 2 are receivers. During the following time slot nodes exchange roles, receivers
become senders and senders become receivers. Each node knows its own depth. Thus, it is able to
alternate between sending and receiving states. Nodes receive data frames from lower depth neighbors
and transmit frames to one of their higher depth neighbors using slotted CSMA/CA algorithm.
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4. Performance Evaluation

In this section, we evaluate the overall performance of HMC-MAC and we compare it to other
methods. The metrics used for the evaluation is the aggregate throughput (which is the number of
received packets per seconds at the sink), packet delivery ratio, number of frame repetitions and number
of dropped packets. We used NS-2 simulator. We implemented the beacon propagation process where
nodes send beacons in a TDMA fashion as explained in part 3. Each node includes its 1-hop and 2-hop
neighbors in the beacon frame enabling a 3-hop neighborhood discovery. The network dimensions
are 100 × 100 m2 with a communication range of 20 m. Our topologies correspond to hierarchical
topologies of 50 nodes with a maximum depth of 7 (Lm = 7), and 3 children by coordinator (Cm = 3),
there are no end-devices in the network. We used the ZigBee hierarchical routing protocol in all
simulations [22]. We also assumed that number of available channels is 16. We fixed the packet queue
size to 200. Each point in the graph is the mean over 50 iterations. These parameters are the same for all
the evaluated methods.

In this paper, we do not study the effect of the overhead of the synchronization period nor the build-up
phase of the network. Moreover, all the presented results are obtained from a 20 s observation window
during [T1;T2] activity period. During this window, we have 80 alternations between group intervals
(each interval being 125 ms long). This evaluation is done after the network has reached a stable state
and all nodes have joined in. In this paper we do not study the impact of the duration of group intervals
on the network performance.

In this version of HMC-MAC, we considered only 3 interfaces for the sink and two children for each
interface. There is no rational for the number of interfaces, 3 is just a case study. It is clear that with more
interfaces we can achieve better throughput. We limited the number of children per interface to 2 in order
to avoid competition between these nodes and thus avoid collisions on the sink on each interface. The
simulation is carried out by varying the number of packets generated by each node, the topologies and the
type of traffic production. Also note that we do not do any packet or frame aggregation in the network.

4.1. Traffic Production

We defined two types of traffic generation profiles: periodic generation and burst generation. In the
periodic traffic generation, nodes generate data in a periodic manner similar to a CBR (Constant Bit Rate)
traffic. In the burst traffic generation, nodes generate packets by doubling the rate of periodic generation
in the first second and then refrain from generating traffic in the following second. This type of traffic
generation emulates sudden data bursts. With both traffic generation profiles we reach the same number
of generated packets. But, in the burst generation, nodes compete much more to access to the medium
for 50% of the time compared to the periodic generation and spend the other 50% to forward packets
accumulated in the packet queue. This results in higher offered load during the first 50% compared with
the periodic traffic. Indeed, the same number of packets is generated in 50% of the time. Figure 6 shows
how traffic is generated in both modes.
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Figure 6. Traffic generation in periodic and burst modes.

4.2. Comparison with other Methods

Most protocols in the literature use 2-hop information to allocate channels and some of them use
random allocation. Others divide the network into clusters. Accordingly, we chose to compare our
protocol with four different allocation methods: HMC without segmentation method, 2-hop method,
random method and cluster method. These are variants of HMC-MAC but inspired by protocols from
the literature.

In the HMC without segmentation method, a node applies the same channel allocation scheme as
HMC-MAC but without taking into account the even or odd depths nor the even or odd branches. This
method is evaluated in order to show this importance of network segmentation. In the 2-hop method,
a node chooses an available channel in its 2-hop neighborhood. In case all channels are used, it randomly
chooses a channel. This method is used to evaluate the effect of doing an allocation based on 3-hop
information and not only 2-hop information. In the random method, a node randomly chooses a channel
from the list of authorized channels without checking the availability of this channel. This method is
simply a default method used for comparison sake only. In the cluster method, the network is divided
into 3 clusters. Each interface with its descendants represents a cluster. We allocate a different channel
for each cluster. All nodes belonging to the same cluster use CSMA/CA to compete for channel access
on the same channel. This method is the equivalent of 3 sub-networks using CSMA/CA without FDMA
each sub-network using an orthogonal channel.

4.3. Aggregate Throughput

Figures 7 and 8 present the results in terms of aggregate throughput. For HMC-MAC protocol, it is
clear that when the number of generated packets increases the aggregate throughput increases. All other
protocols reach saturation (Figure 7) or rise slowly (Figure 8) when the number of generated packets
becomes greater than 8 pkts/sec/node due to the high number of collisions and frame repetitions. For the
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cluster method, the number of packets collected by the NC does not exceed 100 packets/sec and reaches
saturation when the number of generated packets exceeds 4 pkts/sec/node.
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Figure 7. Aggregate throughput for periodic traffic.
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Figure 8. Aggregate throughput for burst traffic.

The performances of our proposition are close to those obtained with HMC without segmentation,
for low traffic rates (under 6 pkts/sec/node for periodic traffic scenario and under 3 pkts/sec/node for
burst traffic scenario). On the other hand, for higher traffic rates HMC-MAC copes much better than
the other protocols. This is due to the fact that HMC-MAC divides the network into two groups. It
always takes into consideration the channel usage in the groups before choosing a channel. This means,
with HMC-MAC we have 16 channels for each group, whereas in HMC without segmentation and the
other methods we have 16 channels for all the nodes. In addition, segmenting the network and defining
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the receivers during each interval helps HMC-MAC to avoid sending frames for nodes that are not in
reception mode on the right channel. This leads to higher packet delivery rate with HMC-MAC.

By comparing the periodic and the burst traffic generations, we note that HMC-MAC outperforms
other protocols even more in burst traffic generation. For example, with 12 pkts/sec/node, when we use
a periodic traffic generation, HMC-MAC increases the received packets at the sink by around 76.8%,
34.7%, 20% and 10.4% compared to cluster method, random method, 2-hop method and HMC without
segmentation method, respectively. When we use a burst traffic generation, the number of packets
received by the sink is increased by almost 77%, 45.7%, 39.4% and 32.5% respectively. This is due
to the same reasons stated earlier and shows that HMC-MAC is able to better manage the access to the
medium under high burst traffic than other protocols that suffer more from packet loss due to lack of
rendez-vous between senders and receivers.

We can also notice that HMC without segmentation outperforms the 2-hop method and that 2-hop
method is more efficient than the random method. This is due to the fact that 2-hop does not take
into consideration the channel usage in its 3-hop neighborhood and suffer form the type of collisions
explained in 3.2. It is also important to note that we are using a slotted CSMA/CA algorithm in all the
evaluated methods. Slotted CSMA/CA is a variant of non-persistent CSMA/CA, and this is why we
reach a saturation point and not a decrease point.

4.4. Packet Delivery Ratio

Figures 9 and 10 show the results in terms of delivery ratios at the sink node. Similarly, HMC-MAC
achieves better delivery ratios than other protocols during high data rate and burst traffic.
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Figure 9. Delivery ratio at the sink for periodic traffic.
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Figure 10. Delivery ratio at the sink for burst traffic.

4.5. Queue Overflow

Figures 11 and 12 show the results in terms of packet loss due to the queue overflow. We observe
high rate of queue overflow in HMC-MAC protocol because of the limited capacity of the packet queues
especially on the nodes situated near the sink. Indeed, HMC-MAC is able to route packets with much
less loss on the medium than the other protocols. This leads to accumulation of packets in the nodes that
are situated near the sink and that have a high number of descendants. These nodes are thus unable to
transmit these accumulated traffic and suffer from high rates of queue overflow. This phenomena is also
known as the funneling effect.
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Figure 11. Packet loss due to queue overflow for periodic traffic.
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Figure 12. Packet loss due to queue overflow for burst traffic.

4.6. Number of Repetitions

Figures 13 and 14 show the results in terms of number of repetitions (including collisions and
packet loss). Results show that when the number of generated packets increases the number of collisions
increases as well.

These results show, as stated earlier, high repetition rate for the protocols that do not apply
a rendez-vous mechanism. Indeed, when a node sends a packet to a node which is trying to send a packet
to another node on a different channel, this packet will be lost because the receiver is currently busy
on a different channel. HMC-MAC protocol does not suffer from that problem, and thus, reduces the
number of frame repetitions compared to the other methods. Consequently, HMC-MAC avoids wasting
energy by reducing the number of repetitions.
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Figure 13. Number of repetitions for periodic traffic.
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Figure 14. Number of repetitions for burst traffic.

4.7. Number of Dropped Packets

Figures 15 and 16 present the results in terms of number of dropped packets. According to the
CSMA/CA algorithm of the IEEE 802.15.4 standard [21], the frame is repeated four times and is dropped
if it is not acknowledged or not sent after the fourth repetition.

For higher traffic rates, we obtain a higher dropped packet rates as we have more packet loss and more
repetitions. For periodic traffic generation, we note that HMC-MAC reduces the number of dropped
packets compared to other protocols. For example, for 16 pkts/sec/node, when we use a periodic traffic
generation, HMC-MAC reduces the number of dropped packets by around 77%, 68%, 64% and 60%

of that of cluster method, random method, 2-hop method and HMC without segmentation method,
respectively. Results are substantially similar in case of burst traffic.
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Figure 15. Number of dropped packets for periodic traffic.
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Figure 16. Number of dropped packets for burst traffic.

5. Conclusion and Perspectives

In this paper, we evaluated under high data rates the performance of HMC-MAC, a hybrid
multi-channel MAC protocol for WSNs. It is based on 3-hop neighborhood channel allocation to avoid
interference when data frame acknowledgements are used. We evaluated by simulation the efficiency
of HMC-MAC and compared it to other MAC protocols. We considered the packet delivery rate,
the number of collisions, frame repetitions, and dropped packets ratio as the main metrics. Results
showed how HMC-MAC considerably reduces the number of collisions and frame repetitions compared
to the other methods, and this in two different traffic scenarios and different random network topologies.
HMC-MAC copes much better than the other protocols when we increase the offered load, this is even
more obvious when we use a burst traffic generation.

In the current version of HMC-MAC, the beacon propagation period is done in a pure TDMA fashion
where each node has its own slot for broadcasting the beacon frame. In our future work, we plan on
optimizing this period by reducing it using a mix of TDMA and FDMA based on the neighborhood
discovery information. Also, we plan on optimizing the frequency of this period in order to limit
the control traffic overhead. A trade-off should be found between the clock drift for maintaining
synchronization between nodes, the dynamic aspect of the network in order to take into account new
nodes joining the network and nodes leaving the network, and the control traffic overhead.

Managing node failure in the current version of the protocol is not yet considered. One of the
enhancements for HMC-MAC would be to consider redundant links to maintain connectivity and
network activity in case of a node failure.

In this paper, we did not optimize the routing protocol in order to achieve load balancing in the
network. Hence, we observed a high rate of queue overflow because of the limited storage capacity of
the packet queues especially on the nodes located near the sink. In our future works, we will investigate
this point and try to achieve a better traffic load balancing to avoid queue overflow near the sink.
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