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Abstract: This paper presents a novel error detection linear feedback shift register (ED-LFSR), which
can be used to realize error detection with a small hardware overhead for various applications such as
error-correction codes, encryption algorithms and pseudo-random number generation. Although the
traditional redundancy methods allow the incorporation of the error detection/correction capability
in the original LFSRs, they suffer from a considerable amount of hardware overheads. The proposed
ED-LFSR alleviates such problems by employing the parity check technique. The experimental results
indicate that the proposed ED-LFSR requires an additional area of only 31.1% compared to that
required by the conventional LFSR and it saves 39.1% and 31.9% of the resources compared to the
corresponding utilization of the hardware and time redundancy methods.
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1. Introduction

Reduction in the size of semiconductors tends to increase the number of faults in semiconductor
fabrication [1,2]. With electronic circuits becoming more compact, they are vulnerable to faults resulting
from external noises such as electromagnetic noises, cross-talk and cosmic rays [3–6]. Thus, error
detection/correction designs have become important to improve the reliability and availability of
system control. In particular, in the case of critical applications such as automotive systems, defense
surveillances and space applications, the use of error detection/correction designs is necessary because
even a tiny fault can disrupt the entire functionality of the system [7–9]. Because it is difficult to detect
faults in the fabrication stage, error detection/correction design should be carefully incorporated the
design stage.

The linear feedback shift register (LFSR) is one of the most widely used sequential logics, which
produces the linear function of its previous state [10–21]. The conventional LFSR consists of shift
registers and XORs, as shown in Figure 1. Figure 1a illustrates the conventional LFSR and Figure 1b
exemplifies the conventional LFSR associated with the generator polynomial G(x) = x4 + x2 + x +

1. The number of shift registers are equal to the length N of the generator polynomial G(x) and the
placement of the XORs is determined by the coefficient gn for 0 ≤ n < N within G(x). For each XOR,
one input comes from the previous shift register and the other comes from the feedback signal F[i].
According to Figure 1, the conventional LFSR updates the next state as.

Sn[i + 1] = Sn−1[i] + gnF[i] for 0 ≤ n < N, (1)

where n and i indicate the polynomial and cycle index, respectively. Based on (1), the n-th shift register
Sn[i + 1] at the (i + 1)-th clock cycle is linearly updated by adding the (n − 1)-th shift register Sn−1[i] and
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n-th feedback signal gnF[i] at the i-th clock cycle. As a result, LFSRs can generate the linear functionality
of the previous state according to the generator polynomial and feedback signal [10–21].
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Because of the use of linear functions, LFSRs are widely employed in various fields [21–27].
For instance, LFSRs are used to perform the polynomial division for encoding error-correction codes
and produce pseudo-random patterns for encryption algorithms and test pattern generations [21–24].
There are many literatures associated with efficient LFSR structures but they mainly focus on parallel
and low-power designs. Efficient parallel designs achieve a high throughput with a small hardware
increase [15–19] and efficient low-power designs alleviate severe power consumption resulting from
register update at every clock cycle [19–21]. As far as we searched, there are seldom recent literatures
that describe the error detection/correction designs for LFSR implementation. Traditional redundancy
methods [28–32] can be applied to LFSRs to attain a highly reliable design by duplicating the original
LFSR [10–21] in terms of time and hardware. However, the overheads from the duplication are
inevitable and they become a serious burden when the length of the generator polynomial is large. To
avoid this problem, we propose a novel error detection LFSR structure that can detect undesirable
errors with only a small hardware increase.

2. Existing Error Detection/Correction LFSRs

Redundancy methods are simple and efficient error detection/correction design techniques and
they can be traditionally categorized into hardware and time redundancy methods [28–32]. Hardware
redundancy [28–30] can be accomplished by adding copies of the original design to protect the design
against malicious faults. For instance, dual modular redundancy (DMR) duplicates the original
design to detect the failure of one of two copies and triple modular redundancy (TMR) triplicates
the original design to correct an incorrect output, according to majority voting. In general, hardware
redundancy [28–30] has only negligible effects on the overall system performance but incurs significant
hardware overheads to maintain the desired level of reliability. Time redundancy [31,32] employs
redundancy in terms of time instead of hardware and the same operation is executed multiple times
with the same hardware resource. This approach detects or corrects faults by comparing all the results
obtained at different times. For instance, two-time-redundancy, which is similar to DMR, allows
the failure detection in one of two execution times and three-time-redundancy, which is similar to
TMR allows the correction of an incorrect output according to majority voting. Unlike hardware
redundancy [28–30], time redundancy [31,32] involves an affordable hardware overhead but incurs a
performance penalty. Examples of hardware [28–30] and time [31,32] redundancy methods to detect
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undesirable faults are shown in Figures 2 and 3, respectively. In both figures, the black line corresponds
to the conventional LFSR [10–21] and the dashed blue line indicates the additional hardware overhead.Electronics 2020, 9, x FOR PEER REVIEW 3 of 11 
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As shown in Figure 2, hardware redundancy [28–30] is simply realized by duplicating the
conventional LFSR [10–21] shown in Figure 1 to operate with the same functionality in parallel.
Accordingly, this approach requires more than twice hardware resources compared to the conventional
LFSR [10–21]. In contrast, as shown in Figure 3, the time redundancy [31,32] approach computes
the same functionality using the same hardware resources in series, although additional registers
are necessary to store and compare the outputs obtained at different times. The outputs of the
first computation are stored in the lower registers activated by en_low and those from the second
computation are stored in the upper registers activated by en_up alternately. Although the time
redundancy technique [31,32] improves the reliability, it demands a latency that is two times longer
than that of the conventional LFSR [10–21]. These examples indicate that the overheads resulting
from the redundancy methods [28–32] are as high as those of the conventional LFSR [10–21] and
the overhead becomes more severe when the length N of the generator polynomial G(x) is large.
Recently, more advanced redundancy technique is introduced targeting for error detection/correction
adders [33–35], which achieves error detection/correction using information redundancy. Information
redundancy saves hardware resources but demands additional computation overhead. As far as we
know, there is no such information redundancy approach for an error detection LFSR structure.

3. Proposed ED-LFSR

To overcome the limitations of the existing redundancy methods, we propose a new error
detection LFSR, which can detect errors with a small hardware overhead by employing the parity
check technique [25–27]. The proposed error detection lFSR (ED-LFSR) estimates the parity of the next
state by using the linear operation of the LFSRs. At the next clock cycle, the actual parity is generated
and compared with the estimated one to detect the occurrence of errors. For further mathematical
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explanation, we adopt the parity function P(S), where P(S) = 0 and P(S) = 1 indicate even and odd
parities, respectively. It can be noted that the parity function contains a linear property as it satisfies
the additivity P(S0 + S1) = P(S0) + P(S1) and homogeneity P(cS) = cP(S) conditions.

The proposed ED-LFSR expects the estimation of the next parity at the i-th clock cycle by applying
the parity function to the right-hand-side of (1) for 0 ≤ n < N as

Pest[i] = P

N−1∑
n=0

(Sn−1[i] + gnF[i])

. (2)

Although (2) can be directly used to implement an error detection LFSR, it is necessary to simplify
(2) to reduce the hardware complexity. Using the additive and homogeneity properties of the parity
function, (2) can be expressed as

Pest[i] = P
(

N−1∑
n=0

Sn−1[i]
)
+ P

(
N−1∑
n=0

gnF[i]
)

= P
(

N−1∑
n=0

Sn−1[i]
)
+ F[i]P

(
N−1∑
n=0

gn

) . (3)

The last term of (3) can be implemented using a single variable as either F[i] or zero. When the
parity of the generator polynomial is even, P(

∑N
n=0 gn) = 0, the last term of (3) becomes F[i] since

P(
∑N−1

n=0 gn) = 1 due to the fact that the most significant coefficient gn is always one in the generator
polynomial G(x). Otherwise, when the parity of the generator polynomial is odd, P(

∑N
n=0 gn) = 1, the

last term of (3) becomes zero since P(
∑N−1

n=0 gn) = 0, which becomes independent of the feedback F[i].
In other words, (2) requires 2N − 1 binary additions and (3) requires N binary additions and 1 selection.
Note that the initial S−1[i] is assumed to be zero because no corresponding shift register exists.

Furthermore, the actual parity at the (i + 1)-th clock cycle is obtained by applying the parity
function to the left-hand-side of (1) for 0 ≤ n < N as

Pact[i + 1] = P

N−1∑
n=0

Sn[i + 1]

, (4)

where N − 1 binary additions are required. The proposed ED-LFSR compares the estimated parity Pest

[i] computed at the i-th clock cycle using (3) and the actual parity Pact[i + 1] determined at the (i + 1)-th
clock cycle using (4) to detect faults. Because the conventional LFSR updates the state linearly, the
parity function is seamlessly applicable to the LFSR and the simple comparison allows error detection
at every clock cycle.

Figure 4 shows the proposed ED-LFSR based on (3) and (4). The proposed ED-LFSR requires
additional circuitry to perform the operations related to Pest and Pact. At the i-th clock cycle, the
proposed ED-LFSR estimates Pest for the next clock cycle and stores it in the additional register Dest.
The left-sided MUX shown in Figure 4 selectively adds either the feedback or no feedback based on
the parity of the generator polynomial G(x). At the next (i + 1)-th clock cycle, the proposed ED-LFSR
computes Pact and compares it with the previously estimated Pest to detect malicious faults. It can
be noted that the XORs to perform the binary additions for (3) and (4) are shared to save hardware
resources. While (3) is implemented to estimate the parity of the next state by using the XORs, (4) is
implemented to compute and compare the parity of the current state by using a part of the same XORs.
Thus, the estimation and comparison of the parities occur simultaneously at each clock cycle. Without
loss of generality, the black and dashed blue lines in Figure 4 represent the conventional LFSR and
additional hardware overhead, respectively. Unlike the traditional redundancy methods that require
a large amount of hardware overheads, the proposed ED-LFSR incurs a small hardware overhead
owing to the use of the parity check technique [25–27]. The parity function enables the use of only
one additional register rather than N registers, as shown in Figures 2 and 3. Moreover, we can further
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eliminate the selective MUX from the implementation point of view, as the generator polynomial is
normally determined before the design stage. According to the parity of the determined generator
polynomial, hard-wiring is applicable to the proposed ED-LFSR. As a result, the proposed ED-LFSR
can provide the fault-detection functionality to the conventional LFSR with only a minor increase in
the hardware.
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Figure 5 shows the operation of the proposed ED-LFSR in detail, where even generator polynomial
x4 + x2 + x + 1 and odd generator polynomial x4 + x + 1 are exemplified. Fg indicates the output of the
left-sided MUX representing the last term of (3) and S0, S1, S2 and S3 represent the output from the
registers shown in Figure 4. Although both even and odd polynomials generate the actual parity Pact in
the same way by XORing all the register outputs based on (4), the estimated parity Pest is determined in
a different way according to the parity of the generator polynomial based on (3). When the generator
polynomial G(x) is even, Fg is selected as F[i] leading from S3 as shown in Figure 5a. Otherwise, Fg is
selected as zero as shown in Figure 5b. According to Figure 5, we can find that the estimated parity
Pest[i] always have the same pairty as the actural parity Pact[i + 1] at the (i + 1)-th clock cycle. Therefore,
the proposed ED-LFSR allows error detection at every clock cycle by comparing the estimated parity
and actual parity.
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In general, practical LFSR applications including error-correction codes, encryption algorithms
and pseudo-random number generation adopt a high number of parallel factor to provide a high
system throughput, so that it is important whether the proposed method can be applied to a parallel
structure with any number of parallel factor. Among various parallel structures, the simplest LFSR
structure can be obtained by concatenating the XOR network as many as the number of parallel
factor [14,15]. Figure 6 shows that the proposed method can be applied seamlessly to the parallel
LFSR structure. Without loss of generality, the black and dashed blue lines represent the conventional
parallel LFSR and additional hardware overhead, respectively. According to Figures 4 and 6, the extra
hardware circuitry is independent of the number of parallel factor. Therefore, the proposed method
can be widely used to realize error detection with a small hardware overhead for various applications.
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4. Experimental Results

For a fair comparison, we implemented various LFSRs including the conventional LFSR (Figure 1a),
LFSRs with hardware [28–30] (Figure 2) and time redundancies [31,32] (Figure 3) and the proposed
ED-LFSR (Figure 4) by using 180-nm CMOS technology with the typical case of 1.8 Voltage and
25 Celsius degree. Table 1 presents the equivalent gate counts of the error detection methods for
generator polynomials of different lengths synthesized with an operating frequency of 200 MHz.
Note that the equivalent gate count is calculated by dividing the total design area by the 2-input
NAND gate for a fair complexity comparison. Because the traditional redundancy methods [28–32]
require overheads that are as high as those of the conventional LFSR [10–21], the total hardware
complexity for the hardware and time redundancy LFSRs [28–32] is almost two times that of the
conventional LFSR [10–21] regardless of the length of the generator polynomial. Although the time
redundancy technique [31,32] exhibits a complexity slightly less than that of the hardware redundancy
approach [28–30], the system throughput is degraded by 50% to perform the same operation two times.
Unlike the traditional redundancy methods [28–32] whose complexities are approximately two times
that of the conventional LFSR, the proposed ED-LFSR considerably reduces the hardware resources by
employing the linear property of the parity check function according to (3) and (4). For a length of 64,
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the proposed ED-LFSR requires an additional hardware of only 31.1% compared to that required by
the original LFSR [10–21] and it saves 39.1% and 31.9% of the resources compared to the corresponding
utilization of the hardware and time redundancy methods [28–32].

Table 1. Equivalent gate counts for various LFSR designs.

Conventional Hardware Redundancy Time Redundancy Proposed

8-bit 107.1 224.9 203.6 134.1
16-bit 202.9 431.2 387.3 251.2
32-bit 399.9 847.2 769.3 497.1
64-bit 780.3 1653.4 1502.5 1023.1

To bring a practical analysis, Table 2 compares the physical metrics for each LFSR structure
with a length of 64. Synopsys Design compiler are used to measure equivalent gate count, area
and critical-path delay and Synopsys Power compiler are used to estimate power consumption with
180-nm CMOS technology. Compared to the conventional LFSR, ED-LFSRs including hardware
redundancy, time redundancy and proposed ones inevitably increases equivalent gate count, area,
power consumption, critical-path delay and decreases throughput due to additional detection circuits.
Although the proposed ED-LFSR requires slightly longer critical-path delay and lower throughput,
the proposed ED-LFSR improves equivalent gate count, area and power consumption significantly
compared to the previous hardware and time redundancies. Note that the throughputs for the
conventional, hardware redundancy, proposed are obtained by taking the inverse of the clock period
or critical-path delay since one clock cycle is necessary to operate one bit shift or operation. However,
the throughput for the time redundancy is obtained by taking a half of the inverse of the clock period
or critical-path delay. The previous time redundancy needs two clock cycles to operate one bit shift
since the time redundancy computes the same operation twice to detect an error using the same
hardware. As a result, the proposed ED-LFSR outperforms the previous ED-LFSRs for the normalized
performance metrics while allowing error detection capability to the conventional LFSR structure.

Table 2. Physical metrics for various LFSR designs with a length of 64.

Physical Metrics Conventional Hardware Redundancy Time Redundancy Proposed

Area [A] 7786.99 µm2 16,499.19 µm2 14,994.06 µm2 10,209.15 µm2

Equivalent Gate Count 780.34 1653.43 1502.52 1023.14
Power Consumption [B] 0.71 mW 1.26 mW 1.49 mW 0.84 mW

Critical-Path Delay 3.74 ns 3.90 ns 3.74 ns 3.99 ns
Throughput [C] 267.37 Mbps 256.41 Mbps 133.69 Mbps 250.63 Mbps

Normalized Metric [D] * 1.00 0.26 0.13 0.60

* [D] = [C]/([A] × [B]) Mbps/(µm2
×mW).

Table 3 presents the hardware resources required by the various LFSRs in terms of the length N
and weight G of a generator polynomial. In all cases, the proposed ED-LFSR requires the smallest
overheads to improve the reliability and availability of the conventional LFSRs [10–21] regardless of
the considered generator polynomial.

Table 3. Summary of hardware complexities.

Conventional Hardware Redundancy Time Redundancy Proposed

Register N 2N 2N N + 1
XOR G 2G + N G + N G + N + 1
MUX - - - 1

In addition, Missed Detection Rate (MDR) is calculated for more accurate performance
measurement of the proposed ED-LFSR. Due to the nature of the 1-bit parity code, the proposed
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ED-LFSR is able to detect the odd number of errors completely but not the even number of errors.
Accordingly, MDR of the n-bit ED-LFSR with respect to the probability of error occurrence p is
obtained as

MDR =
n/2∑
k=1

nC2kp2k(1− p)n−2k. (5)

Figure 7 shows theoretical and experimental results for various lengths of LFSR with different
error occurrence p ranging from 10−1 to 10−4. The theoretical results obtained from (5) are shown as
lines and the experimental results obtained from simulations are indicated as markers. According to
Figure 7, the experimental results are exactly fit in the theoretical results.Electronics 2020, 9, x FOR PEER REVIEW 9 of 11 
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maintains the smallest hardware complexity among all the error detection LFSR designs, regardless
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solution to incorporate the error detection technique in the conventional LFSRs [10–21]. The further
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parity check.
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