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#### Abstract

The smart devices in Internet of Things (IoT) need more effective data storage opportunities, as well as support for Artificial Intelligence (AI) methods such as neural networks (NNs). This study presents a design of new associative memory in the form of impulsive Hopfield network based on leaky integrated-and-fire (LIF) RC oscillators with frequency control and hybrid analog-digital coding. Two variants of the network schemes have been developed, where spiking frequencies of oscillators are controlled either by supply currents or by variable resistances. The principle of operation of impulsive networks based on these schemes is presented and the recognition dynamics using simple two-dimensional images in gray gradation as an example is analyzed. A fast digital recognition method is proposed that uses the thresholds of zero crossing of output voltages of neurons. The time scale of this method is compared with the execution time of some network algorithms on IoT devices for moderate data amounts. The proposed Hopfield algorithm uses rate coding to expand the capabilities of neuromorphic engineering, including the design of new hardware circuits of IoT.
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## 1. Introduction

The number of real-world Internet of Things (IoT) deployments is continuously and steadily increasing, but the capabilities of single IoT devices cannot yet be exploited for the purpose of artificial intelligence (AI). The main reason is computation complexity and energy consumption, which are the constraining requirements for the development and implementation of truly intelligent IoT devices with AI [1,2]. A solution to address this problem could be to use the chips for IoT devices based on NNs with low energy consumption and simplified computing base. In recent decades spike neural networks (SNNs) have been intensively developed in this direction [3,4], although they are still inferior to classical NNs using threshold adders in speed and accuracy of doing tasks in most application areas. Nevertheless, the obvious proximity to the operation of real biological neurons combined with greater variability in learning and coding make SNNs ultimately more promising than traditional NNs of firstand second-generation.

There are two main coding methods in SNNs: temporal coding and firing rate coding [5-11]. The first one, which consists of recording and comparing the intervals between neural spikes, is very widespread because of the diversity of coding and its high informative content. In particular, the spike synchronization in SNNs is also associated with this method [9,10]. The second one (rate coding) is characterized by neglecting accurate information about the appearance of spikes-only their average number in some time windows is important. Which of these methods of coding plays a decisive role in nervous activity remains a subject of discussion $[5,11]$. However, at least, rate coding is more practical
because recording of oscillation frequencies (rates) is technically easier than recording of their phases, and so this method can be implemented to hardware circuits using simple (standard) schemes of signal processing.

Among the many models of spike neurons, the simplest and most popular model is the leaky integrated-and-fire (LIF) model of a neuron with a threshold activation function [12,13]. A LIF neuron can be created on the basis of a simple relaxation RC generator with an element, which has S-type I-V characteristic [14]. S-switch element can be a silicon trigger diode or a thin film switch based on transition metal oxides [15-17]. A LIF neuron oscillator based on the S-switch element can control the frequency of spikes by the circuit source (current or voltage), similar to conventional RC generators, or, as shown in the study [18], by a variable resistor connected in parallel with the capacitance. A feature of the operation of the circuit [18] is the strong nonlinear dependence of the relaxation oscillation frequency on this resistance, which has a sigmoid-like form.

The Hopfield network (HN) [19,20] is an important algorithm of NN development [21] which can accurately identify the object and accurately identify digital signals even if they are contaminated by noise. This algorithm can be fast, which takes an analog circuit processing advantage rather than digital circuit [22]. Unlike the software realization of HN , the hardware implementation of the algorithm makes brain-like computations possible [23].

The main disadvantage of HN is a low information capacity, and for large networks the required number of neurons should exceed the number of classified images (signals) by more than 6 times [24]. Therefore, one of the direction of HN applications is the development of small compact network modules for moderate data processing [25-27], using the advantages of HN in recognition accuracy and one step learning process [19]. In applications of IoT, for example, the relationship between the fault set and the alarm set of multiple links can be established through the proposed HN [26]. The built-in Hopfield algorithm of the energy function is used to resolve fault location in smart cities [27].

In this paper, we developed a design of new associative memory, which is an SNN of oscillator type and has Hopfield architecture and algorithm of the energy function. Two variants of these network schemes in the form of impulsive HN (IHN) use the rate coding of LIF neurons with S-switch elements and a hybrid analog-digital processing and coding method. Based on the analysis of the dynamics of the output voltages of IHN neurons, a fast digital method of recognition indication is proposed on the example of simple two-dimensional images in gray color gradation.

The paper is organized as follows: Section 2 describes the model of LIF oscillators in two variants for rate coding based on a generalized S-switches (Section 2.1) and the implementation feedbacks (FBs) of LIF neurons (Section 2.2). Section 2 also introduces the principles of operation of IHNs based on rate coding (Section 2.3). Section 3 presents the results of recognition dynamics of IHNs with four (Section 3.1) and nine (Section 3.2) LIF neurons. Section 4 discusses some of the research challenges, where the proposed Hopfield algorithm compares with others methods of IoT devices for processing small amounts of data. All circuit simulations were performed in the MatLab/Simulink software tool.

## 2. Materials and Methods

### 2.1. Relaxation Oscillators Based on S-Switch Elements

The generalized switch has I-V characteristic of an S-type [18] with an unstable NDR section, as it is shown in Figure 1a, where the dependence of current on voltage $I_{\mathrm{sW}}\left(U_{\mathrm{sW}}\right)$ can be represented by the following mathematical model:

$$
I_{\mathrm{sw}}\left(U_{\mathrm{sw}}\right) \approx\left\{\begin{array}{l}
U_{\mathrm{sw}} / R_{\mathrm{off}}, \text { state }=\mathrm{OFF}  \tag{1}\\
U_{\mathrm{sw}} / R_{\mathrm{on}}, \text { state }=\mathrm{ON}
\end{array}\right.
$$

Switching in (1) between OFF and ON states is implemented as follows:

$$
\text { state }=\left\{\begin{array}{l}
\mathrm{OFF}, \text { if }(\text { state }=\mathrm{ON}) \text { and }\left(U<U_{\mathrm{h}}\right)  \tag{2}\\
\mathrm{ON}, \text { if }(\text { state }=\mathrm{OFF}) \text { and }\left(U>U_{\mathrm{th}}\right)
\end{array}\right.
$$

where $U_{\text {th }}$ and $U_{\mathrm{h}}$ —threshold and holder voltage of the switch. In this study, I-V characteristic parameters will be used, as in [18], which are presented in Table 1. We will also use two oscillator circuits [18] based on the S-element (1-2) to create IHN, which we denote as OSC1 and OSC2.


Figure 1. S-type I-V characteristic with unstable NDR segments (a), basic oscillator circuits (OSC1) (b) and oscillator circuits with a variable resistor $R$ (OSC2) (c).

Table 1. Parameters of S-Switch and oscillator capacities of OSC1 and OSC2 (Figure 1b,c).

| Switch |  |  |  |  |  | OSC1 |  | OSC2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U_{\text {th }}, \mathrm{V}$ | $I_{\text {th }}, \mathrm{mA}$ | $U_{\mathrm{h}}, \mathrm{V}$ | $I_{\mathrm{h}}, \mathrm{mA}$ | $R_{\text {on }}, \Omega$ | $R_{\text {off }}, \mathrm{k} \Omega$ | $\mathrm{C}_{0}, \mathrm{nF}$ | $C_{1}, \mathrm{nF}$ | $C_{2}, \mu \mathrm{~F}$ |  |
| 4 | 0.1 | 2 | 10 | 200 | 40 | 5 | 5 | 1 |  |

The first (general) circuit of the LIF (OSC1) oscillator is presented in Figure 1b. The typical relaxation oscillations (Figure 2a) are generated by setting the supply current of the circuit $I_{0}$ in the NDR range:

$$
\begin{equation*}
I_{\mathrm{th}}<I_{0}<I_{\mathrm{h}} \tag{3}
\end{equation*}
$$

where $I_{\text {th }}$ and $I_{\mathrm{h}}$ are the threshold and holding currents of the switch [14]. The frequency $F$ of these oscillations can be controlled by the supply current $I_{0}$, which determines the dependence $F\left(I_{0}\right)$ (Figure 3a). The calculation of $F\left(I_{0}\right)$ in an analytical form is easily obtained [18] on the basis of the switch with piece-wise type of I-V characteristic (1-2) and Kirchhoff's laws. As can be seen in Figure 3a, the oscillation frequency initially increases with increasing $I_{0}$, reaches a maximum $F_{\max }$ at $I_{0}=I_{0 \_ \text {max }}$, and then sharply decreases when $I_{0}$ approaches $I_{\mathrm{h}}$ in accordance with condition (3).


Figure 2. Voltage (current) oscillogramms of OSC1 (a) and OSC2 (b). Circuit options in Table 1 and $I_{0}=0.15 \mathrm{~mA}(\mathbf{a}), R=100 \Omega$ and $I_{0}=3 \mathrm{~mA}(\mathbf{b})$.


Figure 3. Dependences of the oscillation frequency $F$ on supply current $I_{0}$ (a) and on control resistor $R$ (b) of OSC1 and OSC2, respectively.

The modified LIF oscillator circuit (OSC2), shown in Figure 1c, has two serial capacitors in parallel with the switch ( $C_{1}$ and $C_{2}$ ), and one of the capacitors is connected in parallel with a variable resistor $R$. As it is shown in [18], the oscillation rate of OSC2 (Figure 2b) can be effectively controlled by this variable resistance. The function $F(\mathrm{R})$ is close to the sigmoid (Figure 3b) and has a section with a sharp change in frequency, between which there are two quasi stationary levels of low and high frequencies. With the oscillator parameters indicated in Table 1 and the supply current $I_{0}=0.15 \mathrm{~mA}$, the minimum frequency value is $F_{\min }(R \sim 0 \Omega) \sim 35 \mathrm{~Hz}$, while the maximum value is $F_{\max }(R>1 \mathrm{M} \Omega) \sim 7 \mathrm{kHz}$. Thus, the frequency jump is almost 200 times, and it is actually concentrated in a narrow range from 100 to $300 \Omega$, where the main change ( $\sim 80 \%$ ) in the resistance coefficient of frequency is observed [18].

As a variable resistor $R$, one can use a field effect transistor (FET), the channel resistance of which is linearly (or almost linearly) controlled by voltage on the gate. Then, the oscillation frequency of OSC2 will be controlled by the channel resistance of FET, and the input voltage of the oscillator will be supplied to the gate of FET. In this paper, the OSC2 circuit simulation in the MatLab/Simulink software tool does not use a real FET prototype element, but a variable resistance simulation in the form of a controlled module, which is presented in Appendix A (see Figure A1).

### 2.2. Feedbacks of LIF Neurons

To implement FBs in the oscillators of OSC1 or OSC2 type, the oscillation frequency should be converted to voltage. One can use a low-pass filter (LPF) at the outputs of oscillators, which extracts
the DC component from the relaxation oscillations. The best option for LPF is a second-order filter with a transfer characteristic:

$$
\begin{equation*}
K(s)=\frac{1}{a_{2} s^{2}+a_{1} s+a_{0}} \tag{4}
\end{equation*}
$$

where the coefficients $a_{0}, a_{1}$ and $a_{2}$ are tuned to the modal optimum [28]. In this study, in all calculations, the transmission coefficient parameters will be used as (4): $a_{0}=1, a_{1}=0.01$ and $a_{2}=0.003$. LPF can be either passive (for example, a dual $R C$-circuit) or an active filter (for example, Sullen-Key filter [29]). It should be noted, that the use of a simple single $R C$-circuit is not acceptable due to strong oscillations of the output voltage at high frequencies and weak convergence to the stationary level at low frequencies.

As it is shown in Figure 2, in both LIF oscillator circuits the spikes are current pulses $I_{\mathrm{sw}}(t)$ of the switch, which sharply change their amplitude by more than 2 orders of magnitude within a short duration. At the same time, the voltage amplitude $U_{\mathrm{sw}}(t)$ of the switch varies between the levels $U_{\mathrm{h}}$ ${ }_{n} U_{\text {th }}$ with a difference of only 2 V . The DC component $U_{\text {c }}$ of this signal is $\sim 3 \mathrm{~V}$ for OSC1 and $\sim 3.8 \mathrm{~V}$ for OSC2, and actually it is not controlled by the supply current or variable resistance, as it is shown in Figure 4a,b.


Figure 4. The dependence of DC component $U_{\mathrm{c}}$ of $\operatorname{OSC1}(\mathbf{a})$ and $\operatorname{OSC} 2(\mathbf{b})$ on the supply current $I_{0}$ and variable resistance $R$, respectively.

For the effective frequency-to-voltage conversion, where the output voltage of neurons would increase with the rise of a supply current or variable resistance, it is necessary preliminarily to select from the oscillations of OSC1 or OSC2 the pulses of a constant duration. As such a scheme, it is possible to use a simple monostable multivibrator (MMV) without restart, which is shown in Figure 5a. MMV has two logical (OR-NOT and NOT) elements and includes an RC chain between one of the input of the first element and the output of the second element. For the correct operation of logic elements, the single pulses with sharp leading edge are preliminarily generated at the MMV input using the Hit Crossing (HC) module (Figure 5a). For example, a trigger can be used as HC, which generates the logical 1 at the moment of switching OFF $\rightarrow$ ON states of the switch. The parameters of the RC chain of MMV are selected in such a way as to produce rectangular pulses (Figure 5b, diagram (2)) with a constant width $\tau_{\mathrm{p}} \sim R_{\mathrm{i}} C_{\mathrm{i}}$, independent of the relaxation oscillations of $U_{\mathrm{sw}}(t)$ (Figure 5b, diagram (1)). Of course, the RC constant time $\tau_{p}$ should not exceed the minimum oscillation period ( $\tau_{\mathrm{p}}<1 / F_{\max }$ ), and further, in all calculations the values $\tau_{\mathrm{p}}=3 \mu \mathrm{~s}$ for OSC1 and $\tau_{\mathrm{p}}=0.1 \mathrm{~ms}$ for OSC 2 will be used. It should be noted that the Schmidt trigger could also be used as a pulse shaper from the relaxation oscillations of OSC1 or OSC2.


Figure 5. Monostable multivibrator (MMV) circuit with input Hit Crossing (HC) module (a): $U_{\mathrm{in}} \equiv U_{\mathrm{sw}}(t), R_{\mathrm{i}}$ and $C_{\mathrm{i}}$ —parameters of the RC chain. Voltage diagrams by example of OSC2 (b): $U_{\mathrm{sw}}(t)(\mathbf{1})$ and pulses of MMV with $\tau_{\mathrm{p} \sim} R_{\mathrm{i}} C_{\mathrm{i}}=0.2 \mathrm{~ms}$ (2). The dependence of the output voltage $U_{\text {lpf }}$ of leaky integrated-and-fire (LIF) neurons with low-pass filter (LPF) and MMV modules on the supply current $I_{0}$ of OSC1 (c) and variable resistance $R$ of OSC2 (d). The inset of Figure 5c shows an example of an amplifier with output voltage limiters ( $U_{\max }$ and $U_{\min }$ ) based on zener diodes in a chain of negative feedback (FB). The arrow in Figure 5d shows the trend of $U_{\mathrm{lpf}}(R)$ to $U_{\max }=0.69 \mathrm{~V}$ with $R \rightarrow \infty$. Calculation parameters: Table 1 and $I_{0}=0.15 \mathrm{~mA}$ for OSC2.

### 2.3. Neuron Based on OSC1 (Neuron 1)

In any section of $F\left(I_{0}\right)$ (Figure 3a), where the frequency monotonically depends on the supply current, LPF will, in turn, monotonically convert the pulses of MMV into voltage levels ( $U_{\mathrm{lpf}}$ ). It is advisable to use the initial section $F\left(I_{0}\right)$ close to linear, where $I_{0} \ll I_{0 \_} \max$. As can be seen in Figure 5 c , the dependence of the voltage on the supply current after passing MMV and LPF $U_{\mathrm{lpf}}\left(I_{0}\right)$ is also linear.

It is possible to build a linear activation function (lin) of the LIF neuron (Neuron 1) based on OSC1:

$$
\operatorname{lin}(x)=\left\{\begin{array}{l}
y_{\max }, x \geq x_{\max }  \tag{5}\\
\frac{y_{\max }-y_{\min }}{x_{\max }-x_{\max }} \cdot x+\frac{x_{\max } y_{\min }-x_{\min } y_{\max }}{x_{\max }-x_{\max }}, x_{\min }<x<x_{\max } \\
y_{\min }, x \leq x_{\min }
\end{array}\right.
$$

where $x \equiv I_{0}, y_{\max } \equiv U_{\max }$ and $y_{\min } \equiv U_{\min }$ —maximum and minimum values of output voltage levels $U_{\mathrm{lpf}}, x_{\max } \equiv I_{\max }$ and $x_{\min } \equiv I_{\min }$ —maximum and minimum values of supply current $I_{0}$, that correspond to $U_{\max }$ and $U_{\min }$. To obtain the activation function (5) at the output of the neuron, it is necessary to add a limiter module controlling the lower and upper levels of the output voltage after the LPF (see, insert to Figure 5c). This is a fundamental outcome in the design of IHN with oscillators of the OSC1
type, since output voltages of neurons are proportional to oscillation frequencies and are limited to two levels in accordance with (5).

Figure 6 shows the circuit of a neuron (Neuron1) based on OSC1, that includes the input module IN, OSC1, MMV (Figure 5a), LPF, the operational amplifier limiter (OAL) and the bias module (BIAS). In the IN module, the resulting sum of voltages from other neurons with weight coefficients $\left(W_{\mathrm{ij}}\right)$ is converted into a supply current $I_{0}$ of OSC1 using a voltage controlled current source (VCCS) with a coefficient $\left(K_{\mathrm{I}}\right)$. In VCCS, the output current is limited to two levels: $I_{0 \_ \text {max }}$ and $I_{0 \_ \text {min }}$, where $I_{0 \_\max } \approx 6.8 \mathrm{~mA}$ corresponds to the maximum frequency $F_{\max }$ of OSC1 (Figure 3a) and $I_{0 \_\min }$ is zero. The reason for the limiting of output current of VCCS is that the supply current of the oscillators should not go over the level $I_{0 \_ \text {max }}$, after which the oscillation frequency drops sharply in accordance with the dependence $F\left(I_{0}\right)$ (Figure 3a).


Figure 6. LIF scheme of a neuron (Neuron 1) based on OSC1.
The OAL module (inset, Figure 5c) linearly changes LPF output voltage ( $U_{\mathrm{lpf}}$ ) and limits it to two levels $U_{\max }$ and $U_{\min }$ in accordance with the activation function (5). At the neuron output, the BIAS module shifts this voltage by the value $U_{0}=-\left(U_{\max }+U_{\min }\right) / 2$, that is, the midpoint of the linear activation function (5) goes to zero, and the output voltage $U_{j}$ in Figure 6 is

$$
\begin{equation*}
U_{\mathrm{j}}(t) \equiv U\left(I_{0 \mathrm{j}}(t)\right)=U_{\mathrm{lpf}}\left(I_{0 \mathrm{j}}(t)\right)-U_{\mathrm{o}} \tag{6}
\end{equation*}
$$

where $I_{0 j}(t)$ is the supply current of $j$-th neuron. Thus, the voltages (6) can vary in the range from $U_{\min }{ }^{(\text {out })}=U_{\min }-U_{\mathrm{o}}$ to $U_{\max }{ }^{(\text {out })}=U_{\max }-U_{\mathrm{o}}$ in accordance with the linear activation function (5) (Figure 5c).

### 2.4. Neuron Based on OSC2 (Neuron 2)

Figure 5 d shows the dependence of the output voltage of LPF $U_{\mathrm{lpf}}$ on a variable resistor $R$, when the MMV module is connected after the OSC2 output. As can be seen, the function $U_{\mathrm{lpf}}(R)$ actually repeats the nonlinear (sigmoid) dependence $F(R)$ (Figure 3b) and can be used to form an activation function with rate coding. As well as $F(R)$, the function $U_{\mathrm{lpf}}(R)$ has a sigmoid-like form with an inflection point at $R=R_{\mathrm{o}} \sim 200 \Omega$, where its second derivative is zero [18], and two quasi stationary levels are presented in Figure 5 d : $U_{\max }=0.69 \mathrm{~V}$ with $R \geq 1 \mathrm{M} \Omega$ and $U_{\min }=4 \mathrm{mV} \approx 0 \mathrm{~V}$ with $R=0 \Omega$.

Figure 7 represents a scheme of a neuron (Neuron 2) based on OSC2, including the input module (IN), OSC2, MMV (Figure 5a), LPF, and the bias module (BIAS). The neuron input (IN module) has a summing input from the FB signals of other neurons and a common coefficient ( $K_{R}$ ) of the linear conversion of the resulting voltage into resistance. As noted above, FET can be used as such a converter, and then, the coefficient $K_{R}$ is an internal (unchanged) parameter of FET.

The BIAS module performs a negative bias of the neuron output signal by the amount of $U_{\mathrm{o}}=U_{\mathrm{lpf}}\left(R_{\mathrm{o}}\right):$

$$
\begin{equation*}
U_{\mathrm{j}}(t) \equiv U\left(R_{\mathrm{j}}(t)\right)=U_{\mathrm{lpf}}\left(R_{\mathrm{j}}(t)\right)-U_{\mathrm{o}} \tag{7}
\end{equation*}
$$

where $R_{\mathrm{j}}(t)$ is the resistance of j -th neuron. Thus, the inflection of the activation function $U_{\mathrm{lpf}}(R)$ at $R=R_{\mathrm{o}}$ goes to zero, and voltages (7) can vary in the range from $U_{\min }{ }^{(\text {(out })}=U_{\min }-U_{\mathrm{o}}$ to $U_{\max }{ }^{(\mathrm{out})}=$ $U_{\max }-U_{\mathrm{o}}$ in according to the sigmoid activation function (Figure 5d).


Figure 7. LIF scheme of a neuron (Neuron 2) based on OSC2.

### 2.5. The Principle of Operation of IHN Based on Rate Coding

As it is known [19], in the classical HN signals (levels) $X_{\mathrm{i}}(\mathrm{i}=1 \ldots N$ is the neuron index) have two values $(-1,+1)$, the activation threshold function is used:

$$
\operatorname{sign}\left(X_{\mathrm{i}}\right)=\left\{\begin{array}{c}
+1, X_{\mathrm{i}}>0  \tag{8}\\
0, X_{\mathrm{i}}=0 \\
-1, X_{\mathrm{i}}<0
\end{array}\right.
$$

and FBs are symmetric $\left(W_{\mathrm{ij}}=W_{\mathrm{ji}}\right)$ and equal to zero if $\mathrm{i}=\mathrm{j}$. In addition, initiating input signals are sent to each neuron only before the start of the iterative process launched in the network. An analog network modification [20], also proposed by J. J. Hopfield, uses continuous signals between levels $(-1,+1)$ and an activation function of a sigmoidal type.

We will adhere to this concept of HN , which at the input and output of neurons takes into account the analog type of signals with a continuous activation function. In particular, the shift of activation functions to the negative region (see Section 2) by the value $U_{0}=-\left(U_{\max }+U_{\min }\right) / 2$ for Neuron 1 in (6) and $U_{\mathrm{o}}=-U_{\mathrm{lpf}}\left(R_{\mathrm{o}}\right)$ for Neuron 2 in (7) is a prerequisite for the correct operation of HN . As a result, the FB signal on any neuron at certain points in time can be excitatory if $W_{\mathrm{ij}} \cdot U_{\mathrm{i}}(t)>0$, or inhibitory if $W_{\mathrm{ij}} \cdot U_{\mathrm{i}}(t)<0$, in that way increasing or decreasing neuron's output voltage. Further, we will call HN schemes with Neurons 1 (Figure 6) and Neurons 2 (Figure 7), respectively, IHN1 and IHN2.

To start the operation of IHN1 and IHN2 networks, at first, the initiating voltage pulses $U_{\text {ri }}$ should be applied to each $i$-neuron of certain duration $\left(\tau_{0}\right)$. During this initiation time, feedback weight coefficients are zero (off). That is, all network neurons are unconnected. Voltages $U_{\text {ri }}$ set the initial supply currents $\left(I_{0 \mathrm{i}}\right)$ in the IHN1 circuit or resistance $\left(R_{\mathrm{oi}}\right)$ in the IHN2 circuit in the oscillators. Accordingly, relaxation oscillations of certain frequencies are generated in the oscillators, which at the outputs of neurons at the time $t=\tau_{\mathrm{o}}$ set (accumulate) voltage levels $U_{\mathrm{i}}\left(\tau_{\mathrm{o}}\right)$ according to dependences (6) for IHN1 and (7) for IHN2. It can be noted that the values of $U_{\mathrm{i}}\left(\tau_{\mathrm{o}}\right)$ tend to stationary levels if $\tau_{\mathrm{o}}$ increases unlimitedly in accordance with the transfer function LPF (4).

Further, after the initiating pulses are turned off $\left(t>\tau_{\mathrm{o}}\right)$, feedbacks $W_{\mathrm{ij}}$ are turned on, and the process of continuously and interdependently changing the oscillator frequencies and the output voltages of neurons (6) or (7) starts. Thus, the dynamics of IHN1 and IHN2 are mainly the same, and corresponds to the synchronous operation mode of HN. The difference between the networks is neural schemes (Figures 6 and 7) and control signals: supply currents $I_{0 i}(t)$ for IHN1 and variable resistances $R_{\mathrm{i}}(t)$ for IHN2.

Without loss of generality, we will further study the schemes of IHN1 and IHN2 as IoT devices for dynamic data processing using the example of the templates identification of two-dimensional images. For this task, the signal value at the output of each neuron is identified with a specific pixel
color. There can be only black and white reference images in the classical HN , for example, +1 -black pixel color, -1 -white pixel color. In our case, for IHN1, the supply currents of the reference images $I_{\mathrm{i}}{ }^{\alpha}(\alpha=1 \ldots M$ is the number of images) at the inputs of neurons must be set in accordance with (5) either $I_{\mathrm{i}}{ }^{\alpha} \leq I_{\text {min }}$ for the white color of the pixel, or $I_{\mathrm{i}}{ }^{\alpha} \geq I_{\max }$ for the black color. Similarly, for IHN2 the resistance of the $\alpha$-reference image $R_{\mathrm{i}}{ }^{\alpha}$ for $i$-th oscillator (pixel) must be set either close to zero ( $\Omega^{\prime}$ s) for the white color of the pixel, or higher than $R_{\max }(\mathrm{M} \Omega$ 's) for the black color of the pixel.

Then, the weight coefficients $W_{\mathrm{ij}}$ of these networks will be adjusted in accordance with the Hebb rule [30]:

$$
W_{\mathrm{ij}}=\left\{\begin{array}{l}
\frac{1}{M} \sum_{\alpha} \operatorname{sign}\left(U\left(R_{\mathrm{i}}^{\alpha}\right)\right) \cdot \operatorname{sign}\left(U\left(R_{\mathrm{j}}^{\alpha}\right)\right), \text { for IHN1 }  \tag{9}\\
\frac{1}{M} \sum_{\alpha} \operatorname{sign}\left(U\left(I_{0 \mathrm{i}}^{\alpha}\right)\right) \cdot \operatorname{sign}\left(U\left(I_{0 \mathrm{j}}^{\alpha}\right)\right), \text { for IHN2 }
\end{array}\right.
$$

where $U\left(I_{0 \mathrm{i}}{ }^{\alpha}\right)$ and $U\left(R_{\mathrm{i}}{ }^{\alpha}\right)$ are limit (positive or negative) values of the output voltages of neurons in the circuits IHN1 and IHN2, respectively.

At the same time, the initial supply currents for IHN1 or resistance for IHN2 of recognizable (non-reference) patterns can have arbitrary values, that is, have a gray gradation (see Figure 8). In accordance with the initial values ( $I_{0 \mathrm{i}}$ or $R_{\mathrm{oi}}$ ) of patterns, the output voltages $U_{\mathrm{i}}\left(\tau_{\mathrm{o}}\right)$ of neurons are set at the time $t=\tau_{\mathrm{o}}$, which can also be arbitrary from $U_{\min }{ }^{\text {(out) }}$ to $U_{\max }{ }^{\text {(out) }}$ as follows to formula (6) or (7).
$I_{0}, \mathrm{~mA} \quad \underline{R}, \Omega$


Reference Image 1


Reference Image 2


Figure 8. The gray gradation of patterns for the initial supply currents $I_{0}$ (impulsive HN1, IHN1) and resistances $R$ (IHN2) (left). The numbering of neurons in the network, symmetrical reference images and input patterns (A-D) (right). (A) and (B) are recognized as Reference Image 1, (C) and (D) are recognized as Reference Image 2.

The recognition process in both network variants consists of increasing (or decreasing) the gradation of pixels of such patterns to black (or white) color, that is, to stationary values at the output of each neuron, that is close to either $U_{\max }{ }^{(\text {out })}$, or $U_{\min }{ }^{(\text {out })}$. Thus, IHN acts as a corrector for a noisy image, where noise means the background of the template in the form of a gradation of gray, as well as the presence of "false" pixels. As a result of the operation of the networks, that is, the continuous change of frequency $F_{\mathrm{i}}(t)$ and output voltage $U_{\mathrm{i}}(t)$ of each oscillator, IHN1 and IHN2 should come to a steady state corresponding to the minimum of HN energy [20] of a certain reference of strictly black and white image.

## 3. Results

Let us consider how the impulse networks IHN1 and IHN2, consisting of four and nine identical neurons, will recognize one and three reference images, respectively. For calculations, parameters of the oscillators (OSC1 and OSC2) from Table 1 are used, and the characteristics of activation functions are presented in Table 2.

Table 2. Activation functions parameters of Neuron $1\left(U_{\mathrm{lpf}}\left(I_{0}\right)\right.$, Figure 5 c$)$ and Neuron $2\left(U_{\mathrm{lpf}}(R)\right.$, Figure 5d). Current source in Neuron $2 I_{0}=0.15 \mathrm{~mA}$.

| Neuron 1 |  |  |  | Neuron 2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $I_{\max }, \mathrm{mA}$ | $U_{\max }, \mathrm{V}$ | $I_{\min }, \mathrm{mA}$ | $U_{\min }, \mathrm{V}$ | $R_{\max }, \mathrm{M} \Omega$ | $U_{\max }, \mathrm{V}$ | $R_{\min }, \Omega$ | $U_{\min }, \mathrm{V}$ | $R_{\mathrm{o}}, \Omega$ | $U_{0}, \mathrm{~V}$ |
| 1.6 | 0.5 | 0.4 | 0.1 | 1 | 0.69 | 0 | $\sim 0$ | 200 | 0.15 |

### 3.1. IHN with Four LIF Neurons

The matrix of weight coefficients for IHN with four neurons:

$$
W^{(1)}=\left(\begin{array}{cccc}
0 & -1 & -1 & 1  \tag{10}\\
-1 & 0 & 1 & -1 \\
-1 & 1 & 0 & -1 \\
1 & -1 & -1 & 0
\end{array}\right)
$$

is compiled according to the Hebb rule (9) for recognition of the reference image $(M=1)$ in the form of black and white diagonals of $2 \times 2$ matrices. In the case of identical network neurons with weight coefficients (10), such a reference image is symmetrical with respect to the transposition of the matrix-image (replacing black diagonals with white and vice versa), that is, it has two symmetric copies: Reference Image 1 and Reference Image 2 (Figure 8). A sign of recognition of input patterns in grayscale (Figure 8) is the output voltage levels of neurons $U_{j}(t)(6)$ and (7), which after some time come to steady values corresponding to one of these copies with $U_{\max }{ }^{\text {(out) }}$ for pixels black diagonal and $U_{\text {min }}{ }^{\text {(out) }}$ for pixels of the white diagonal. As can be seen from Figure 8 that IHN1 and IHN2 confidently recognize the reference image, taking into account its symmetry in the case of different shades of gray pixel patterns.

Further, let us consider the dynamics of the recognition process using IHN2 (Figure 9) as an example for input template A (Figure 8) with calculation parameters in Table 3. As can be seen from Figure 9a, all output voltages of neurons start $(t=0)$ from the value $U_{\text {min }}{ }^{\text {(out) }}=-0.15 \mathrm{~V}$, and then increase in accordance with their initial resistances during the initiation time $\tau_{0}$. It should be noted that the growth of output voltages does not occur immediately with $t=0$, but approximately with $t \approx 0.05 \mathrm{~s}$, when relaxation oscillations of oscillators start to be generated (see, Figure 5b).

Further, at $t>\tau_{\mathrm{o}}$, FBs are turned on, the output voltage $U_{2}$ continues to increase, while the voltages $U_{1}, U_{3}$ and $U_{4}$ are reduced, and one of them $\left(U_{4}\right)$ returns to the minimum level without crossing zero. The voltage $U_{1}$ also returns to the minimum level, for the second time crossing the zero level in the opposite direction. The voltage $U_{3}$, on the contrary, increase again without crossing zero. The output voltages $U_{2}$ and $U_{3}$ eventually reach the maximum value $U_{\max }{ }^{\text {(out) }}=0.54 \mathrm{~V}$, and then all neurons of the network remain in stationary states.

Two characteristic time scales of recognition are marked in Figure 9a: $T^{(1)}{ }_{\text {out }}$ and $T^{(2)}{ }_{\text {out }}$. The parameter $T^{(1)}{ }_{\text {out }}$ is the operating time of the network of all output voltages of neurons, that differ from the stationary levels ( $U_{\max }{ }^{(\text {out })}$ and $U_{\text {min }}{ }^{(\text {out })}$ ) by no more than $2 \%$. Such a time scale is accepted, for example, in control theory for transient processes [27].


Figure 9. Diagrams of the output voltages of IHN2 neurons for the input template A (Figure 8). Calculation parameters of subfigures (a-d) are in Table 3.

Table 3. Calculation parameters of IHN2 (Figure 9) and IHN1 (Figure 10) for the template A (Figure 8).

| IHN1 (Template A) |  |  |  | IHN2 (Template A) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $I_{\text {o } 1}, \mathrm{~mA}$ | $I_{\text {o2 }}, \mathrm{mA}$ | $I_{\text {o3, }}, \mathrm{mA}$ | $I_{\text {o4, }}, \mathrm{mA}$ | $R_{\text {o1 }}, \Omega$ | $R_{\text {o2 } 2}$, | $R_{\text {o3 }}, \Omega$ | $R_{\text {o4 }}, \Omega$ |
| 1.18 | 1.0 | 1.31 | 1.0 | 300 | 200 | 450 | 200 |
| Figure 10 |  |  |  | Figure 9 |  |  |  |
| (a) | $\tau_{0}$, s | $K_{\text {I }}$, m | $\mathrm{V}^{-1}$ |  | $\tau_{0}$, s |  |  |
|  | 0.1 |  |  | (a) | 0.25 |  |  |
|  |  |  |  | (b) | 0.1 |  |  |
| (b) | 0.1 | 5 |  | (c) | 0.1 |  |  |
|  |  |  |  | (d) | 0.07 |  |  |

In our opinion, a faster indicator of recognition is another method with a specific time scale $T^{(2)}{ }_{\text {out }}$. This time parameter is equal to the time of zero crossing of output voltage in the last neuron of the network. For example, in Figure 9a, such a voltage is the voltage of the first neuron $\left(U_{1}\right)$, whereas other neurons crossed zero earlier $\left(U_{2}\right.$ and $\left.U_{3}\right)$ or did not cross it at all $\left(U_{4}\right)$.

In practice, recognition according to the second option (with time $T^{(2)}{ }_{\text {out }}$ ) can be implemented in digital form. The output of each neuron is connected to its trigger, which switches when the voltage of the neuron crosses the zero level. The trigger output (flag) sets the value to the logical 1, if the voltage of the neuron transitions from negative to positive ("rising"), and to the logical 0 in the opposite case ("fall"). Initially $(t=0)$, the values of all neurons (flag) are assigned 0 , that is, the white color of the pixels. As soon as the voltage of any neuron crosses zero, its flag changes to logical 1 (black color of the pixel). If during the recognition process a reverse transition ("fall") is carried out, as occurs for voltage
$U_{1}$ (Figure 9a), the flag will switch back to 0 . Eventually, all neurons for pattern $\mathbf{A}$ take a flag that corresponds to the reference image: $U_{1}(0), U_{2}(1), U_{3}(1)$ and $U_{4}(0)$, the last of which never switched and remained in the initial state of logical zero.

Obviously, the final setting of neuron flags always occurs earlier than the output of their stresses to stationary (minimum or maximum) levels, that is, the time $T^{(2)}{ }_{\text {out }}$ is less than $T^{(1)}$ out. This becomes especially noticeable if you reduce the parameter $K_{\mathrm{R}}$ in the oscillators and the network initiation time $\left(\tau_{\mathrm{o}}\right)$. So, Figure 9 b shows that $T^{(2)}{ }_{\text {out }}$ is 3.5 times smaller than $T^{(1)}{ }_{\text {out }}$, if $\tau_{\mathrm{o}}$ decreases 2.5 times. In the case when both $\tau_{0}$, and $K_{R}$ (Figure 9c) decrease, the recognition by the method of zero crossing occurs for $\sim 30 \mathrm{~ms}$, while stationary levels of neurons cannot be detected for 200 ms . Figure 9d represents that there is a limit to reducing the parameters $K_{R}$ and $\tau_{0}$, when pattern recognition is not possible. In this case, after a certain time of the network start, the voltage of all neurons returns to the initial (minimum) level, and the values of the triggers (flag) remain equal to 0 .

The recognition dynamics of IHN1 are similar to IHN2, but the recognition time $T^{(2)}$ out in case of IHN1 is more sensitive to the changing of the coefficient $K_{\mathrm{I}}$. So, Figure 10 represents two calculations of the recognition dynamics, when $K_{\mathrm{I}}$ changes 1.5 times (Table 3). As can be seen, an increase of $K_{\mathrm{I}}$ actually leads to a proportional decrease of the time $T^{(2)}{ }_{\text {out }}$. For comparison with IHN2 (Figure 9b,c), the varying of $K_{R}$ by two orders of magnitude almost does not change the time $T^{(2)}{ }_{\text {out }}$.


Figure 10. Diagrams of the output voltages of IHN1 neurons for the input template A (Figure 8). Calculation parameters of subfigures ( $\mathbf{a}, \mathbf{b}$ ) are in Table 3. The arrows in Figure 10a show the trend of $U_{2}(t)$ and $U_{3}(t)$ to $U_{\max }{ }^{(\text {out })}$ with $t \rightarrow \infty$.

### 3.2. IHN with Nine LIF Neurons

The matrix of weight coefficients for IHN with nine neurons:

$$
\mathbf{W}^{(3)}=\frac{1}{3} \cdot\left(\begin{array}{ccccccccc}
0 & -1 & 3 & -1 & 3 & -1 & 1 & -1 & 1  \tag{11}\\
-1 & 0 & -1 & -1 & -1 & -1 & -3 & 3 & -3 \\
3 & -1 & 0 & -1 & 3 & -1 & 1 & -1 & 1 \\
-1 & -1 & -1 & 0 & -1 & 3 & 1 & -1 & 1 \\
3 & -1 & 3 & -1 & 0 & -1 & 1 & -1 & 1 \\
-1 & -1 & -1 & 3 & -1 & 0 & 1 & -1 & 1 \\
1 & -3 & 1 & 1 & 1 & 1 & 0 & -3 & 3 \\
-1 & 3 & -1 & -1 & -1 & -1 & -3 & 0 & -3 \\
1 & -3 & 1 & 1 & 1 & 1 & 3 & -3 & 0
\end{array}\right)
$$

is compiled according to the Hebb rule (9) for recognition of three reference images $(M=3)$ in the form of the letters " T ", " X " and " H " of $3 \times 3$ matrices (Figure 11).

| 1 | 2 | 3 |
| :--- | :--- | :--- |
| 4 | 5 | 6 |
| 7 | 8 | 9 |



Figure 11. The numbering of neurons in the networks (IHN1 and IHN2), reference images (" T ", " X " and " H ") and input patterns (A-F) with gray gradation as in Figure 8. (A) and (B) are recognized as Reference Image 1, (C) and (D) are recognized as Reference Image 2, (E) and (F) are recognized as Reference Image 3.

The calculation results for some variants of input templates are presented in image form in the Figure 11. As can be seen, all input patterns (A-F) are confidently recognized as one of the three standard options (letters "T", " X " or " H "). The recognition dynamics using the example of pattern C for one of 9 network neurons is shown in Figure 12 with calculation parameters in Table 4. There is a selected neuron $(j=9)$ that has a maximum zero crossing time for the output voltage $\left(T^{(2)}{ }_{o u t}\right)$. This parameter $T^{(2)}$ out for both networks (IHN1 and IHN2) determines the time of fast recognition similarly to the previous examples of a network with four neurons. With increasing voltage transfer coefficients $K_{I}$ (Figure 12a) or $K_{R}$ (Figure 12b) the time $T^{(2)}{ }_{\text {out }}$ decreases, but more for IHN1 than for IHN2, as well as in IHNs with four neurons (Figures 9 and 10). Let us note that there is also a limit to reducing voltage transfer coefficients $\left(K_{I}\right.$ or $\left.K_{R}\right)$ and the initiation time of networks $\tau_{0}$, when the recognition of input patterns becomes impossible.


Figure 12. Diagrams of the output voltages of the neuron $U_{9}(t)$ of the networks IHN1 (a) and IHN2 (b) for the input template $C$ (Figure 11) for various voltage transfer coefficients: $K_{I}(\mathbf{a})$ and $K_{R}(b)$. Calculation parameters are in Table 4. The arrow in Figure 12b shows the trend of $U_{9}(t)$ to $U_{\max }{ }^{\text {(out) }}$ with $t \rightarrow \infty$.

Table 4. Calculation parameters of IHN1 (Figure 12a) and IHN2 (Figure 12b) for the template C (Figure 11).

| IHN1 (Figure 12a) |  |  |  |  | IHN2 (Figure 12b) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Template C, <br> Figure 11 |  | Neuron out voltage ( $\mathrm{j}=9$ ) | $\tau_{\mathrm{o}}, \mathrm{s}$ | $\begin{gathered} K_{\mathrm{I}}, \\ \mathrm{~mA} \cdot \mathrm{~V}^{-1} \end{gathered}$ | Template C, Figure 11 |  | Neuron out voltage ( $\mathrm{j}=9$ ) | $\tau_{\mathrm{o}, \mathrm{s}}$ | $\begin{gathered} K_{R} \\ \mathrm{k} \Omega \cdot \mathrm{~V}^{-1} \end{gathered}$ |
| Neuron, number | $I_{\text {oi }}, \mathrm{mA}$ |  |  |  | Neuron, number | $R_{\text {oi }}, \Omega$ |  |  |  |
| 1 | 1.55 |  |  |  | 1 | 1000 |  |  |  |
| 2 | 0.45 | $U_{9}{ }^{(1)}$ | 0.1 | 3 | 2 | 50 | $U_{9}{ }^{(1)}$ | 0.1 | $10^{5}$ |
| 3 | 1.4 |  |  |  | 3 | 500 |  |  |  |
| 4 | 0.4 |  |  |  | 4 | 30 |  |  |  |
| 5 | 1.5 | $U_{9}{ }^{(2)}$ | 0.1 | 5 | 5 | 800 | $U_{9}{ }^{(2)}$ | 0.1 | $10^{3}$ |
| 6 | 1 |  |  |  | 6 | 200 |  |  |  |
| 7 | 1.2 |  |  |  | 7 | 350 |  |  |  |
| 8 | 0.48 | $U_{9}{ }^{(3)}$ | 0.1 | 9 | 8 | 80 | $U_{9}{ }^{(3)}$ | 0.1 | 1 |
| 9 | 0.9 |  |  |  | 9 | 150 |  |  |  |

## 4. Discussion

The IHNs that are presented in this study are essentially the same as conventional HN with a continuous activation function [20]. For the existence of stable energy minima of such a network, the internal structure and type of control parameters of neurons are not important. Therefore, the calculation results are quite predictable: both networks (IHN1 and IHN2) have associative memory, like regular analog NHs, and have the same advantages (one-step learning process) and disadvantages (low information capacity).

Both networks (IHN1 and IHN2) are mainly the same in dynamics and recognition results. Their difference is the circuits of neural oscillators and the implementation of frequency activation functions. For Neuron 1 it is necessary to artificially compile a linear change in the frequency (voltage) from the supply current into a threshold-linear activation function (5) by the limiting of the output signal (Figures 5c and 6). For Neuron 2 the limiting frequency (voltage) levels are set due to the sigmoid-like type of rate coding function $F(R)$ (Figure 3b).

However, the main advantage of Neuron 2 is a high jump of the frequency and a wide variation in the control resistance (from 0 to $10 \mathrm{M} \Omega$ ) of OSC2 with a relatively low supply current. Indeed, one can see in Figure 3a that the changing of frequency from 50 to $350 \mathrm{kHz}\left(F_{\max }\right)$ in OSC1, that is, less than one order of magnitude, requires an increase in supply current by a factor of $\sim 7$ times. Whereas for OSC2, it is easy to obtain a frequency jump of more than two orders of magnitude (Figure 3b), while the supply current remains at a constant and low level. Thus, for an energy-efficient implementation of rate coding, the OSC2 circuit is certainly preferable to OSC1.

The concept of associative memory proposed in the study is not a purely mathematical project, but an already defined circuit solution. The LIF oscillators in neurons are circuits that are modeled by MatLab softare and have signals that correspond to experimental signals for the selected switch parameters [18]. As mentioned in the Introduction, the switches can be implemented at the level of laboratory samples (for example, $\mathrm{VO}_{2}$ films [17]), and at the industrial scale (trigger diodes). The trigger diodes can be replaced with a complementary pair of bipolar transistors [18]. It opens a wide range of activities for tuning the parameters of such a combined switch using the selection of complementary pair of transistors.

The design of FBs of neurons is also a circuitry and not purely mathematical solution. For example, a constant-duration pulse shaper on logic elements (MMV module), a low frequency filter and VCCS are proposed. These modules have a wide variety of already available implementations (at the level of transistors, operational amplifiers, etc.). Some modules in the form of emulating electronic blocks (MMV module, VCCS) are used in MatLab software, other modules are mathematical blocks (limiters, transmission coefficients for LPF). A similar example of design amenable to practical realization
is presented in [31], where an associative memory based on coupled oscillators is investigated. The associative memory proposed in our study is closer to a circuit solution and its hardwire development would be the next proposed step in future researches.

In general, both networks (IHN1 and IHN2) use a hybrid analog-digital method for signal processing and encoding. In particular, a digital method of recognition indication by zero crossing of output voltages is proposed. Oddly enough, this digital indication is based on the analog mode of operation with continuous signals and an activation function of HN that can be explained as follows. At any time, the input voltage of each HN neuron is linear sum of voltages from other neurons:

$$
\begin{equation*}
U_{\mathrm{i}}(t)=\sum_{\mathrm{j} \neq \mathrm{i}} W_{\mathrm{ij}} \cdot U_{\mathrm{j}}(t) \tag{12}
\end{equation*}
$$

and likewise their derivatives:

$$
\begin{equation*}
\frac{d U_{\mathrm{i}}(t)}{d t}=\sum_{\mathrm{j} \neq \mathrm{i}} W_{\mathrm{ij}} \cdot \frac{d U_{\mathrm{j}}(t)}{d t} \tag{13}
\end{equation*}
$$

An important point is that the linear sum of the derivatives (13) for the last of neurons by the time $t=T^{(2)}$ out will already be either positive if its voltage tends to the maximum of the stationary level $\left(U_{\max }{ }^{(\text {(out })}\right.$ ), or negative if the voltage tends to a minimum $\left(U_{\min }{ }^{(\text {out })}\right.$ ). Thus, further $\left(t>T^{(2)}{ }_{\text {out }}\right)$, it makes no sense to monitor the output voltages of neurons to stationary levels, that is, to a minimum of network energy. All neurons of the network will be divided into two groups in accordance with a recognizable reference image: some neurons, tending to $U_{\max }{ }^{\text {(out) }}$, will have positive voltages and their derivatives, and for other neurons, on the contrary, output voltages and their derivatives will already be negative and tend to $U_{\min }{ }^{(\text {(out })}$. The inclusion of a trigger at the outputs of each neuron that records zero crossings is a small "fee" for a faster indication of pattern recognition.

The general scheme of an associative memory module based on IHN of $N$ neurons that classifies $M$ images represented in Figure 13. The memory module uses a trigger block with $N$ triggers, which are connected to each IHN neuron, and a classifier-decoder (CD) out block. The switch triggers when output voltages of neurons cross the zero level, and output signals of the trigger block as a combination of binary numbers are generated. The CD block is a highly incomplete decoder, since the number of inputs of the memory module $(N)$ must be greater than outputs $(M)$. The combination of binary numbers of CD inputs (outputs of the trigger block) during the recognition process can change. But if there is a combination, for which " 1 " is registered only on one of the $M$ outputs of the CD block (see red Out 3, Figure 13), then this combination will not change. This means that the recognition process is completed, and the input pattern has been classified as one of the $M$ stored images of the associative memory module.

The algorithms of Perceptron, Adaptative Neural Network (ADALINE) and HN are compared and analyzed in work [32], where these are implemented to different development boards of IoT. As shown in [32], HN is excellent for processing small amounts of data, having the highest speed of the three compared algorithms. Table 5 represents the execution time of networks algorithms in Arduino UNO [32] and the recognition time of our IHNs without an account of the initiation time $\tau_{0}$. As can be seen, the processing speed of IHNs is comparable to ADALINE, but significantly inferior to the perception module and, especially, to the discrete HN. The initiation time of IHNs ( $\tau_{0}$ ) significantly increases the recognition time to $150-200 \mathrm{~ms}$. This time scale can be reduced by using extremely small capacitances in oscillator circuits (Figure $1 \mathrm{~b}, \mathrm{c}$ ) and the $S$-switches with low threshold voltages ( $U_{\text {th }}$ and $U_{\mathrm{h}}$ ). Threshold voltages can be reduced by the nanoscaling of thin film oxide switches, for example, the nanoscaling of switches based on vanadium dioxide [17]. However, let us note that currently, only silicon-type S-elements (trigger diodes, complementary pairs of bipolar transistors) are highly stable and are produced on an industrial scale.


Figure 13. The scheme of an associative memory module based on IHN of $N$ neurons for recognition (classification) of $M$ images $(N>M)$ using the trigger block and the classifier-decoder (CD) out block.

Table 5. The execution time of networks algorithms in Arduino UNO [32] and the recognition time of our IHNs.

| Perceptron | ADALINE | HN | IHN (Figure 9b,c, Figures 10b and 12) |
| :---: | :---: | :---: | :---: |
| 3 ms | 47 ms | 0.412 ms | $25-40 \mathrm{~ms}$ |

New modern information systems architectures such as the IoT require that neural algorithms can be executed using compact and energy efficient electronic devices that do not have much capacity for storing or processing information, but can function as intelligent control centers for various "things" connected to The Internet. Such compact peripheral IoT devices make it possible, for example, to delegate computations to other devices, including cloud systems, process data (filtering, classification, ranking by importance) immediately upon receipt from other devices, and control access to information on the side of other devices [33]. The modeling of a general (large) circuit in Figure 13 is a direction for future research that will demonstrate the benefits and limitations of functionality in terms of the accuracy and energy efficiency of recognition of the proposed associative memory. The reduction of execution time of the proposed IHN algorithm based on rate coding may also be the subject of further research, including optimization of the frequency characteristics of activation functions and tuning the FB coefficients of LIF neurons. Thus, the proposed scheme of the associative memory module (Figure 13), after functional modifications, can be one of the similar IoT control centers for signal switching, online data storage, error checking, alarm generation, etc.

## 5. Conclusions

The variants of impulsive Hopfield type networks that are developed and studied in this paper can be used as associative memory modules in more complex (multifunctional) neural pulse systems and will give the direction to the development of fundamentally new IoT devices with AI based on the third generation neural networks (SNNs). Also, the proposed concept of rate coding can significantly expand the range of applications of pulsed neurons in other recurrent architectures (for example, Kosko [34], Jordan [35], echo state networks [36,37], etc.) and switching networks [38,39].
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## Appendix A

The variable resistor module consists of a voltage source $U_{\mathrm{var}}$, which is regulated by the voltage, and a load resistor $R_{\mathrm{L}}$. A control voltage that is equal to $U \cdot(m-1) / m$ (Figure A1) is formed, in turn, as a result in multiplying the signal $(m-1) / m$ and the voltage $U$ of the module itself.


Figure A1. The circuit of the block of a variable resistor $R$ in the chain of OSC2 that is used in the simulation (MatLab/Simulink).

Based on Kirchhoff's laws, it is easy to show that the control dimensionless signal $m$ models the changing of the total variable resistance $R$ of the module according to the linear law:

$$
\begin{equation*}
R=\frac{U}{I}=m \cdot R_{\mathrm{L}} \tag{A1}
\end{equation*}
$$

where $I$ is the current passing through the circuit. It is convenient to use $R_{\mathrm{L}}=1 \Omega$.
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