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Figure S1: A schematic overview of data layers reported in published literature as parts of data driven approach to human disease exploration (Stres and 
Kronegger, 2019) (CC-BY Licence). The various data matrices generated using the GUMPP are presented in more detail in Figure S2. The data can be analyzed 
at genus, OTU- and/or ASV- levels. OTU- Operational Taxonomic Units (generally 97% identity of 16S rRNA); ASV – Amplicon Sequence Variants (unique 
sequence variants). KO – KEGG Orthologs (Kyoto Encyclopedia of Genes and Genomes); EC - Enzyme Commission number; For each level, four output tables 
are generated (e.g. genus, gMFG, gER, gMP). This figure serves as an example of the multilevel and multi-omic layers of information that are being 
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integrated in current multi-scale approaches to the integration of microbiological information into natural systems. Circles represent the entire pool of 
molecules detected in various ‘omic’ data layers. Genetic regulations and environments are embedded within all data layers, except the genome (GWAS) 
layer, and can affect each individual molecule to a different extent. The potential interactions or correlations between molecules detected within one layer 
or between different layers are represented by thin red and black arrows, respectively. As an example of the conceptual framework for consolidating multi-
omic data and to understand the function of the system, the gene in a genome (blue circle) is epigenetically regulated (red circle) and controls multiple 
transcription targets correlated with multiple proteins that generate metabolites, which can have a greater influence on the microbiome layer as well. The 
three firsts (i.e. the genome first, the phenotype first and the environment first) imply a starting point: the associated locus versus any other layer versus 
environmental perturbations (i.e. thermodynamic boundaries within which the system routinely operates). GWAS: genome-wide association studies; B: 
bacteria; A: archaea; F: fungi; P: protozoa; V: viruses; mE: mobile elements; LPS - Lipopolysaccharides; GlLip - Glycolipids; PrGl – proteoglycans (Stres and 
Kronegger, 2019). 
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Figure S2. The data can be analyzed at genus-, OTU- and/or ASV- levels. The resulting three blocks 
containing each four data matrices describing specific information (taxonomy, functional genes, 
enzymatic reactions, metabolic pathways) can be seen. These data can be used for specific 
downstream data integration. The in depth description of the results of such data integration was 
beyond the scope of this study. OTU- Operational Taxonomic Units (generally 97% identity of 16S 
rRNA); ASV – Amplicon Sequence Variants (unique sequence variants). KO – KEGG Orthologs (Kyoto 
Encyclopedia of Genes and Genomes Orthologs); EC - Enzyme Commission number. Hence, for each 
level, four output tables are generated for further statistical analyses. 
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Figure S3. An overview of the modelling step based on the four layers of information obtained through 
the use of GUMPP. Receiver operating curves (A,C,E,G) representing model performance at all four 
levels: (A) 16S rRNA genus level taxonomy, (C) KO – functional genes, (E) EC – enzymatic reactions, 
and (G) metabolic pathways. The blue line represents the model generation from the dataset and the 
green line shows the evaluation of the model on the test dataset. White circles represent thresholds for 
ROC curve and predictive performance of the model from the optimal specificity to optimal sensitivity. 
In analogy to the right (B,D,F,H) there are the corresponding PCA plots showing the differences between 
the healthy (green) and diseased (blue) groups. 
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Figure S4. An overview of performance characteristics of the JADBIO models based on human 

intestinal tract data spanning the following data types: 16S rRNA, predicted metagenomes (KO), 

predicted enzymatic reactions (EC) and metabolic pathways (Pathway).  KO and EC data performed 

slightly better than those based on 16S rRNA and pathway data. Please note the scale of 

Performance (y-axis).  
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Table S1. Performance metrics of built models based on four different levels of data generated by 
GUMPP from human dataset. 

 

Metric 16S  KO E.C. Pathway 
Area Under the Curve 0.937 0.949 0.954 0.947 
Average Precision 0.939 0.955 0.957 0.952 
Accuracy 0.87 0.9 0.908 0.882 
Balanced Accuracy 0.859 0.889 0.904 0.867 
F1 Score 0.833 0.869 0.885 0.843 
Matthews correlation 0.731 0.793 0.813 0.756 
Precision 0.894 0.931 0.906 0.94 
True Positive Rate 0.789 0.825 0.879 0.774 
Specificity 0.929 0.953 0.928 0.96 
True Positives (TP) 0.33 0.346 0.369 0.324 
True Negatives (TN) 0.041 0.027 0.539 0.023 
False Positives (FP) 0.54 0.554 0.042 0.558 
False Negatives (FN) 0.089 0.073 0.05 0.095 
Average F1 Score 0.859 0.891 0.898 0.858 
Average Matthews correlation 0.727 0.798 0.789 0.731 
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Table S2. Human dataset, power analysis. Sample size corresponding to calculated statistical power. 

Pair 

16S KO EC Pathway 
Stat. 

Power 
Sample 

size 
Stat. 

Power 
Sample 

size 
Stat. 

Power 
Sample 

size 
Stat. 

Power 
Sample 

size 
CD_Healthy 0.48 1000 0.81 6 0.8 60 0.82 40 
CD_Infection 0.7 1000 1 1000 0.66 1000 0.66 1000 
CD_Other 0.75 1000 0.74 1000 0.8 600 0.81 500 
CD_tumor 0.8 500 0.8 150 0.8 200 0.8 200 
CD_UC 0.69 1000 0.73 1000 0.69 1000 0.74 1000 
Healthy _infection 0.55 1000 0.79 60 0.84 100 0.85 100 
Healthy _other 0.55 1000 1 1000 0.8 100 0.84 40 
Healthy _tumor 0.6 1000 0.83 150 0.8 400 0.81 300 
Healthy _UC 0.8 1000 0.86 100 0.8 100 0.81 150 
Infection_other 0.62 1000 0.8 1000 0.78 1000 0.8 1000 
Infection_tumor 0.78 1000 0.7 1000 0.82 900 0.81 1000 
Infection_UC 0.62 1000 0.58 1000 0.53 1000 0.57 1000 
Other_tumor 0.63 1000 0.54 1000 0.49 1000 0.41 1000 
Other_UC 0.7 1000 0.55 1000 0.57 1000 0.54 1000 
Tumor_UC 0.82 1000 0.67 1000 0.79 1000 0.74 1000 
Presence_absence 0.6 1000 1 10 0.86 60 0.86 40 
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Minimanual 1:  
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Figure R1: An example of the GUMPP during processing. 

 

 

Figure R2: An example of the GUMPP at final report of the successful run. 
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Figure R3: An example of the GUMPP output files and directory hierarchy produced after the 
successful run. 
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Minimanual 2: Instructions for running a model on a local machine 
JADBIO allows the user to download a model and run it on a local machine.  

To run our model locally, the user must meet the following requirements: 

1. Java SE Development Kit version 15 (https://www.oracle.com/java/technologies/javase-jdk15-
downloads.html)  

2. the Java executor (contained in model.zip - filename: jadbio-1.1.182-model-exe.jar)  

3. model (contained in model.zip - filename: jadbio-1.1.164-model.<datasetname>.bin) 

After installing Java SE JDK, modelGUMPP.zip must be saved somewhere on the local machine. After 
saving model.zip, provided by the authors, the folder must be extracted (e.g. with WinZip, 7zip). The 
model must be executed with the command prompt (cmd) (Fig. 1, 2). 

Step 1 

Using the cd path command (Fig. 1), the user navigates to the same directory (e.g. Folder) that 
contains the model executor (.jar) and the model (.bin). In our case, the folder was located on desktop. 

 

 

Figure I1. First command to navigate to the folder containing the model. In this case, we used the cd 
C:\Users\LDeutsc\Desktop\model command because Executor and Model were in the 
Model folder on the desktop. 

 

 

Figure I2. Files needed for the overview of the models created on JADBIO platform. All files are 
contained in the modelGUMPP.zip folder.  

Step 2 

The next step is to preview the model using the following command: 

Java --enable-preview -jar jadbio-1.1.182-model-exe.jar -n jadbio-
1.1.164-model-16S_Disease.bin 

This allows the user to get an overview of the model, key features and information about the analysis 
(which algorithm was used, version of JADBIO and other information about the model) (Fig. 3). In upper 
case, model for 16S dataset was previewed. With the same approach, user can preview all other levels 
of information (KO, EC, Pathway). All model are part of modelGUMPP.zip file. 
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Figure I3. Overview of the model.  

 

Step 3 

To test the model, the user must prepare data. The user needs to prepare the dataset as shown in 
Figure 4 and save it in a .csv document (comma separated values). After preparation, the prepared 
dataset must be saved in the same directory as the model executor and the model itself. Already 
prepared datasets are included into modelGUMPP.zip folder. Samples from patients are marked with 
Gxxx and samples from healthy individuals are marked with ZPxxx. 

 

 

Figure I4. Prepared dataset (Gxxx – patients, ZP – healthy individuals) 

Step 4 

After saving the dataset, the user must use the next command in the terminal: 

java --enable-preview -jar jadbio-1.1.182-model-exe.jar -m jadbio-
1.1.164-model-16S_Disease.bin -i 16S.csv -o 16S-output.csv 

This command runs the model on test data (16S.csv in our case) and creates a new dataset with 
predictions (16S-output.csv) in the same directory (Fig. 5). 
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Figure I5. Executing the model and creating the output .csv file with predictions in the same directory.  

 

Step 5 

After model execution, the user can check the calculated predictions by opening the .csv file directly 
by clicking on the created .csv file and opening it in any data analysis program (Excel, Past, R ...). As 
shown in Fig. 6 the model correctly classifies the data as healthy and as disease. The first column is the 
same as in the test data created by the user. The second and third columns show the calculated 
probabilities for the Disease class (second column) and for the Healthy class (third column). 

 

 

Figure I6. The newly created .csv file with predictions calculated from the test data. 


