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Figure S1: Plot of layers used in the LSTM based auto- and heteroencoder for the GDB-8 Datasets.
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Figure S2: Plot of the layer architecture used for the image to SMILES based model for the GDB-8 dataset. The plot is vector graphics

and can be zoomed lossless.
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Figure S3: Layer architecture for the auto- and heteroencoders used for the ChEMBL and QSAR datasets
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