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Figure S1: Plot of layers used in the LSTM based auto- and heteroencoder for the GDB-8 Datasets.
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Figure S2: Plot of the layer architecture used for the image to SMILES based model for the GDB-8 dataset. The plot is vector graphics
and can be zoomed lossless.

| input: | (None, 28,28, 5)

inputLayer

input: | (None, 28,28,5) input: | (None, 28,28,5)
output: | (None, 28, 28, 32) output: | (None, 28, 28, 32)

| ]

input: | (None, 28, 28, 32) input: | (None, 28, 28, 32)

output: | (None, 28, 28, 32) output: | (None, 28, 28, 32)

]

input: | [(None, 28, 28, 32). (None, 28, 28, 32). (None, 28, 28, 32)] | Input Inception Block
output: | (None, 28, 28, 96) I

Com2D32x (1, 1) Com2D32x (1, 1)

input: | (None, 28, 28, 5)
output: | (None, 28, 28, 32)

Com2D32x(3,3) Comv2D 32X (5, 5) Com2D32x (1, 1)

Concatenate

-\__
/

input: | (None, 28, 28, 96)

Com2D32x (1, 1)
output: | (None, 28, 28, 32)

Com2D32x (1, 1)

input: | (None, 28,28,96) | [ input: | None, 28,28, 96)
output: | (None, 28,28,32) | [output: | None, 28,28, 96)

|

input: | (None, 28, 28, 32)
output: | (None, 28, 28, 32)

input: | (None, 28, 28, 32) input: | (None, 28, 28, 96)
Com2D32x (1, 1)
output: | (None, 28, 28, 32) output: | (None, 28, 28, 32)

input: | [(None, 28, 28, 32), (None, 28, 28, 32), (None, 28, 28, 32)] Inception Block
output: | (None, 28, 28, 96)

input: | (None, 28,28,96) | [ input: | None, 25,28, 96)
[output: [ (None,28.28,32) | [output: | (None, 28,28, 96)

|

input: | (None, 28, 28, 96)
output: | (None, 14, 14,32)

Comy2D32x (3, 3) Comy2D32x (5. 5)

Concatenate

I
/

input: | (None, 28, 28, 96)
output: | (None, 28, 28, 32)

Com2D32x (1, 1) Com2D32x (1, 1)

e |

input: | (None, 28, 28, 32)
output: | (None, 14, 14, 32)

input: | (None, 28, 28, 32)
output: | (None, 14, 14, 32)

]

input: | [(None, 14, 14, 32), (None, 14, 14, 32), (None, 14, 14,32)] |
(None, 14, 14,96)

Com2D32x (3, 3) Com2D 32x (5, 5) Com2D32x (1, 1)

\

Concatenate

Reduction Inception Block

T
!

/

input: | (None, 14, 14,96)

Conv2D32x (1, 1)
output: | (None, 14, 14,32)

Com2D32x (1, 1)

input: | (None, 14, 14,96) | - [Linput [ None, 14, 14,96)
output: | (None, 14, 14,32) | [ output: | None, 14, 14,96)

1

input: | (None, 14, 14,32) input: | (None, 14, 14,32) input: | (None, 14, 14,96)
output: | (None, 14, 14,32) output: | (None, 14, 14,32) output: | (None, 14, 14,32)

: 2 2
. input: | [(None, 14, 14, 32), (None, 14, 14, 32), (None, 14, 14, 32)] Inception Block
output: | (None, 14, 14,96)

input: | (None, 14, 14,96)
output: | (None, 14, 14,32)

Com2D32x (3, 3) Com2D 32x (5, 5) Com2D32x (1, 1)

\

/

Comy2D32x (1, 1)

Comab 32 x (1, 1 | P | Mo, 14,14,96) | [input: T oNone, 14, 14,96)
onv2D 32 (1) [ ower 14,14,32) | [output: | (None, 14,14,96)

|

v
input: | (None, 14, 14, 32)

input: | (None, 14, 14,32) input: | (None, 14, 14, 96)
Com2D 32x (3, 3) Com2D32x (5, 5)

Conv2D32x (1, 1)
output: | (None,7,7,32)

l /

[ input: [ (None, 7.7, 32). (None, 7.7, 32). (None, 7.7.32)1 |

output: | (None, 7.7,32) output: | (None, 7.7,32)

/

Concatenate Reduction Inception Block
[ outpuc: | (None, 7,7,96)
comap 325 1,1 |20 [ Qone 77,00 ] [ T input  None,7.7,96)| [input: | (None,7.7.96) |
output: | (None,7.7,32) [output: | None, 7,732 | [ output: | (None,7,7,96) |

I

input: | (None, 7,7, 32)
Conv2D32x (3,3)
output: | (None, 7,7,32)

t: | (None,7,7, 32 t: | (None, 7,7,96)
Com2D 32 (5, 5 | 12| (None ) input: | (None, )
o

Conv2D32x (1, 1)
output: | (None,7,7,32)

utput: | (None, 7.7.32)

I

Conemtente |2 | [(None, 7.7, 32), (None, 7,7, 32), (None, 7.7,32) |
IE (None, 7.7, 96)

/
\

Inception Block

L
'
/

input: | (None, 7,7,96)
Conv2D32x (1, 1)
output: | (None, 7,7,32)

]

input: | (None, 7,7,32)
Conv2D32x(3,3)
output: | (None, 4,4,32)

[input: [ None.7.7.96) |

[ input: | (None,7.7.96) |
[ output: | None, 7.7.32) |

[Loutput: | (None, 7.7.96) |

Com2D32x (1, 1)

input: | (None, 7,7,32)
Conv2D32x(5,5)
output: | (None, 4,4,32)

I

[ input: | (None, 4.4, 32). (None. 4, 4, 32), (None, 4, 4,321 |

Concatenate | Reduction Inception Block
| output: (None, 4, 4, 96) i

input: | (None, 7,7,96)
Conv2D 32x (1, 1)
output: | (None, 4,4,32)

/

L

in
ou

(None, 4,4,96)

=
[ | ovones 59 |

ESE

=]
[ uput |

[input: | None, 128) |
[Coutput: | (None, 128) |

(None, 1536)

(None, 1536)

(None, 1536)

(None, 128)

[ input: [ (None, 128) |
[t [oone 120 |

| Dense Dense InputLayer

[ input: T None, 2
[output: | ¥one, 28,

fopur | L(Nowe 2

o] S o155 o 187

o None N, 126 |

[
|:| Code layer
[ oo

et [input: | (None, None, 128)
wibut
(None, None, 128)

[Cinput: | (None, None, 128)
Des
Lo | o o2 |



Figure S3: Layer architecture for the auto- and heteroencoders used for the ChEMBL and QSAR datasets
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