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Abstract

:

Robots can be equipped with a range of senses to allow them to perceive and interact with the world in a more natural and intuitive way. These senses can include vision, hearing, touch, smell, and taste. Vision allows the robot to see and recognize objects and navigate its environment. Hearing enables the robot to recognize sounds and respond to vocal commands. Touch allows the robot to perceive information about the texture, shape, and temperature of objects through the sense of touch. Smell enables the robot to recognize and classify different odors. Taste enables the robot to identify the chemical composition of materials. The specific senses used in a robot will depend on the needs of the application, and many robots use a combination of different senses to perceive and interact with the environment. This paper reviews the five senses used in robots, their types, how they work, and other related information, while also discussing the possibility of a Sixth Sense.
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1. Introduction


Robotics is an interdisciplinary field of computer science and engineering that is rapidly advancing and transforming the world. The field of robotics aims to design machines that can help and assist humans in various tasks. This field integrates knowledge and expertise in mechanical engineering, electrical engineering, information engineering, mechatronics, electronics, bioengineering, computer engineering, control engineering, software engineering, mathematics, and more. Our senses give us the power to explore the world around us! With our five senses—sight, hearing, touch, smell, and taste—we can perceive the world and its changes. Sensors are the devices that help robots do the same. To make robots even more effective, engineers have been exploring ways to give them sensory abilities, such as odor-sensing, vision, tactile sensing, hearing, and taste. In addition to the traditional five senses, some researchers are exploring the idea of a “Sixth Sense” for robots. Have you ever wondered how robots can see, hear, smell, taste, and touch?



Robotics aims to design machines that can assist and help humans in various tasks. The robotic system consists of several components that work together to perform a specific task or set of tasks. These components can vary depending on the type of robot and its intended purpose, but some common components found in many robotic systems include actuators, control systems, power supply, and sensors.



The integration of multiple sensory systems in robots has enabled them to perceive, interact with, and navigate their environment in a way similar to humans. These sensory systems include vision, touch, hearing, smell, and taste, as well as the idea of a Sixth Sense. However, developing effective sensory systems for robots is not without its challenges and limitations, such as the integration of multiple sensory inputs and the reliability of sensors in different environments. Despite these challenges, researchers are making significant progress in developing innovative solutions, such as advanced algorithms and artificial intelligence, enabling robots to perform complex tasks and interact with humans in new and exciting ways.



Considerable advancements have been achieved in the field of sensory systems for robots. However, there remain numerous challenges and limitations that must be addressed. One of the most significant challenges is the integration of multiple sensory inputs, which can be complex and require advanced algorithms to process and interpret the data [1]. Another challenge is the development of sensors that can operate reliably in a range of environments and conditions. For instance, sensors that rely on visual data may struggle in low-light or high-glare environments, while sensors that detect tactile information may struggle to distinguish between different textures [2]. There are also limitations related to the size, weight, and power requirements of sensors, which can limit their use in certain applications. Sensors that are too large or heavy may not be suitable for use in small robots or drones [3].



To address these challenges and limitations, researchers are exploring a range of solutions. These include the development of more advanced algorithms for processing sensory data, using machine learning and artificial intelligence to enable robots to adapt and learn from their environment, and developing new sensor technologies that are more robust and reliable [4]. There is also a growing focus on integrating sensors with other technologies, especially in robotics, to enable more advanced capabilities. The use of sensors in conjunction with robotic prosthetics can enable individuals with disabilities to regain some level of mobility and independence [5].



Overall, while there are many challenges and limitations in the development of sensory systems for robots, researchers are making significant progress in developing innovative solutions to these challenges. The integration of multiple sensory inputs has the potential to transform the field of robotics, multiple types of sensors were displayed in Figure 1, enabling robots to perform a wide range of complex tasks and interact with humans in new and exciting ways.



This article discusses the different types of sensory systems used in robotics, their components, functionalities, types of sensors used, and the most popular trends and challenges associated with each system.




2. Literature Review


Robots can sense, plan, and act. They are equipped with sensors that go beyond human capabilities! From exploring the surface of Mars to lightning-fast global deliveries, robots can do things humans can only dream of. When designing and building robots, engineers often use fascinating animal and human models to help decide which sensors they need. For instance, bats can be used as a model for sound-detecting robots, ants can be used as a model to determine smell, and bees can be used as a model to determine how they use pheromones to call for help.



Human touch helps us to sense various features of our environment, such as texture, temperature, and pressure. Similarly, tactile sensors in robots can detect these qualities and more. For instance, the robot vacuum cleaner (Roomba) uses sensors to detect objects through contact [7]. However, similar to sight and sound, a robot may not always know the precise content of what it picks up (a bag, a soft cake, or a hug from a friend); it just knows that there is an obstacle to be avoided or found.



Tactile sensing is a crucial element of intelligent robotic manipulation as it allows robots to interact with physical objects in ways that other sensors cannot [8]. This article provides a comprehensive overview of tactile sensing in intelligent robotic manipulation, including its history, common issues, applications, advantages, and disadvantages. It also includes a review of sensor hardware and delves into the major topics related to understanding and manipulation.



Robots are increasingly being used in various applications, including industrial, military, and healthcare. One of the most important features of robots is their ability to detect and respond to environmental changes. Odor-sensing technology is a key component of this capability. In a survey presented by [9], the current status of chemical sensing as a sensory modality for mobile robots was reviewed. The article evaluates various techniques that are available for detecting chemicals and how they can be used to control the motion of a robot. Additionally, it discusses the importance of controlling and measuring airflow close to the sensor to infer useful information from readings of chemical concentration.



Robot vision is an emerging technology that uses cameras and sensors to allow robots to interpret and respond to their environment, with numerous applications in the medical, industrial, and entertainment fields. It requires artificial intelligence (AI) techniques to produce devices that can interact with the physical world, and the accuracy of these devices depends on the vision techniques used. A survey by [10] presents a summary of data processing and domain-based data processing, evaluating various robot vision techniques, tools, and methodologies.



Robot sensors and ears detect EM waves. The sound waves heard by human ears can also be detected by some robot sensors, such as microphones. Other robot sensors can detect waves beyond our capabilities, such as ultrasound. Cloud-based speech recognition systems use AI to interpret a user’s voice and convert it into text or commands, enable robots to interact with humans in a more natural way, automate certain tasks, and are hosted on the cloud for increased reliability and cost-effectiveness [11]. We examined the potential of utilizing smart speakers to facilitate communication in human–robot interaction (HRI) scenarios.



For the past decade, robotics research has focused on developing robots with cognitive skills and the ability to act and interact with people in complex and unconstrained environments. To achieve this, robots must be capable of safely navigating and manipulating objects, as well as understanding human speech. However, in typical real-world scenarios, individuals who are speaking are often located at a distance, posing challenges for the robot’s microphone signals to capture the speech [12]. Researchers have addressed this challenge by working on enabling humanoid robots to accurately detect and locate both visible and audible people. Their focus has been on combining vision and hearing to recognize human activity.



The sense of taste is the most challenging sense to replicate in the structure of robots. A lot of research has been conducted on this subject, but a definitive solution has not yet been reached. The human tongue, despite its small size, is highly complex, with different parts responsible for perceiving different flavors—bitter, sour, and salty—which adds to the difficulty of electronically reproducing the tongue. However, robots can now have a sense of taste. They can be programmed to detect flavors and distinguish between different tastes. This is used in the food industry to ensure that food products meet the required quality standards [13]. The study presented a review of an e-tongue, a powerful tool for detecting and discriminating among tastes and flavors. It consists of a sensor array composed of several types of sensors, each sensitive to a different taste. By analyzing the output of these sensors, the electronic tongue can detect and differentiate between various tastes and flavors. Additionally, the electronic tongue can measure the concentration of a specific substance in a sample, as well as its bitterness and sweetness.



The Sixth Sense is a revolutionary new technology that can help to bridge the gap between humans and machines. It uses advanced artificial intelligence to recognize and respond to the user’s environment and surroundings. This technology can be used to create a more personal and interactive experience with machines, making them more human-like and helping to improve the overall user experience. The potential applications of this technology are endless, and it is sure to revolutionize how humans interact with machines and technology [14]. The researchers developed a gesture-controlled robot with an Arduino microcontroller and a smartphone. It uses a combination of hand gestures and voice commands to allow for a more intuitive way of controlling robots. With this technology, robots can be given complex commands with a few simple gestures.



We all know that the field of robotics is increasingly being applied across various domains with different attributes. To continue evolving in this field, adaptable methods and sensors must be found to be incorporated into underwater or flying robots. Flying robots are critical pieces of technology that use sensors and algorithms to detect and avoid obstacles or potential hazards in their path. They are designed to be lightweight and scalable, providing a high level of safety while allowing for efficient and effective operation. In their work, the authors of [15] developed a new sense-and-avoid system using active stereo vision, which is more effective than fixed-camera systems. The system only requires one stereo camera, which can save costs and make it more accessible.



Underwater exploration is essential to advancing our understanding of ocean resources and the environment. With the development of underwater robot technologies, such as autonomous navigation, remote manipulation, and underwater sensing capabilities, exploration of the underwater world has become much easier. Despite these advances, the complicated underwater environment poses many challenges to the development of state-of-the-art sensing technologies [16]. The authors discussed the current state of underwater sensing technologies by focusing on underwater acoustic sensing, underwater optical sensing, underwater magnetic sensing, underwater bionic sensing, the challenges of underwater sensing technology, and possible solutions.



Imagine this: All of these sensors used in robotics are combined into one real, social robot capable of human communication. One of the real applications that combined the aforementioned electronic senses, Pepper, is the world’s first social humanoid robot able to recognize faces and basic human emotions [17]. Researchers presented an extended estimate of Pepper’s capacity for human–robot social interaction through the new version of the speech recognition systems.




3. Vision


Robot vision—a game-changer for automation processes. By giving robots the ability to see, we have unlocked a whole new level of precision and accuracy in smart automated processes. Robotic vision works similar to human vision—it captures valuable data from 3D images and applies them to the robot’s programming algorithm. With this, robots can identify colors, find parts, detect people, check the quality, process information, read text, and much more [18].



Robot vision also helps simplify complex and expensive fixtures—giving robots the power to find objects in their working envelope and adapt to variations in part size, shape, and location. All of this ultimately reduces costs and improves system efficiency [19].



Robot vision and machine vision are two related but distinct fields. Robot vision is a subset of machine vision that focuses specifically on the use of computer vision techniques for robotic applications. Machine vision, on the other hand, is a broader field that encompasses a range of technologies and techniques for extracting information from visual inputs, including still images and videos [20].



3.1. Component of Robot Vision System


The major components of a machine vision system include lighting, lens, image sensor, vision processing, and communications. Lighting illuminates the part to be inspected, allowing its features to stand out so they can be clearly seen by the camera. The lens captures the image and presents it to the sensor in the form of light. The sensor in a machine vision camera converts this light into a digital image, which is then sent to the processor for analysis [21].



	
Lighting: Proper lighting is vital to the success of robotic vision systems. Poor lighting can cause an image to be undetectable to a robot, resulting in inefficient operation and loss of information.



	
Lenses: The lens of a vision system directs the light in order to capture an image.



	
Image sensor: Image sensors are responsible for converting the light that is captured by the lens into a digital image for the robot to later analyze.



	
Vision processing: Vision processing is how robotic vision systems obtain data from an image that is used by robots for analysis in order to determine the best course of action for operation.



	
Communications: Communications connect and coordinate all robotic vision components. This allows all vision components to effectively and quickly interact and communicate for a successful system.



	
Data collection: The sensor data are collected by the control system and stored in a buffer or memory [22].






Vision processing consists of algorithms that review the image and extract required information, run the necessary inspection, and make a decision. Finally, communication is typically accomplished by either a discrete I/O signal or data sent over a serial connection to a device that is logging information or using it [21].




	
Sensing and digitizing: This process yields a visual image of sufficient contrast that is typically digitized and stored in the computer’s memory.



	
Image processing and analysis: The digitized image is subjected to image processing and analysis for data reduction and interpretation of the image. This function may be further subdivided into:




	
Prepossessing: It deals with techniques such as noise reduction and enhancement details.



	
Segmentation: It partitions an image into objects of interest.



	
Description: It computes various features, such as size, shape, etc., suitable for differentiating one object from another.



	
Recognition: It defines the object.



	
Interpretation: It assigns meaning to recognized objects in the scene.








	
Application: The current applications of robot vision include the following:(inspection, part identification, location, and orientation) [23].









3.2. Types of Vision Sensors Used in Robotics


Robotic vision sensor applications are multi-component devices with many moving parts. There are constant advancements in this area. Smart cameras, with their frequent applications in vehicle recognition systems, will be the most common vision sensors for many. On the other hand, vision sensors are commonly used in industry to track operations and ensure product safety.



There are two kinds of robotic vision sensors, each of which can be modified for various purposes:




	
Orthographic projection-type sensors: The rectangular field of view of orthographic projection-type robotic vision sensors is the most common. They are ideal for infrared sensors with short-range or laser-range finders.



	
Perspective projection-type sensors: The field of view of robotic vision sensors that use perspective projection has a trapezoidal shape. They are ideal for sensors that are used in cameras [18].









3.3. The Most Popular Trends and Challenges for Vision Sensing in Robotics


Robotic vision is a rapidly evolving field that has seen significant advances in recent years. However, there are still several research challenges that need to be addressed to further improve the capabilities of robotic vision systems.




	
Multi-sensor perception: Multi-sensor perception was identified as a popular trend in vision sensing in robotics in 2022. This field involves combining data from multiple sensors, such as cameras, LIDAR, and RADAR, to improve the accuracy and robustness of perception in robotics [24].



	
Explainable artificial intelligence (XAI): Explainable artificial intelligence (XAI) has emerged as a popular trend in vision sensing in robotics, where robots can explain their perceptions and decision-making processes to humans in a transparent and understandable manner [25].



	
Edge computing for real-time perception: Edge computing was identified as a popular trend in vision sensing in robotics in 2022 [26]; processing is moved from the cloud to the edge of the network, allowing for real-time perception and decision-making [27,28].



	
Human–robot collaboration and interaction: Human–robot collaboration/interaction continues to be a popular trend in vision sensing in robotics, with a focus on improving the ability of robots to perceive and respond to human gestures, expressions, and speech [29].



	
Robustness to lighting conditions: One of the key challenges in robotic vision is in developing systems that can work effectively work under varying lighting conditions. Possible solutions include developing algorithms that can adapt to different lighting conditions, using high dynamic range (HDR) cameras, and incorporating machine learning techniques to learn and adapt to different lighting conditions [30].








Overall, the field of robotic vision is rapidly advancing, and there are many exciting research directions and opportunities to further improve the capabilities of robotic vision systems.





4. Hearing Sense


There are several ways that robots can “hear”. One common method is to use microphones or other sensors that are able to detect sound waves and convert them into electrical signals. These signals can then be processed by the robot’s computer system and used to understand spoken commands or other sounds in the environment. Another method that some robots use to “hear” is to use lasers or other types of sensors to detect vibrations in the environment. These sensors can be used to detect the vibrations caused by sound waves, which can then be used to understand spoken commands or other sounds in the environment. Overall, the ability of robots to “hear” depends on the specific sensors and technology used, as well as the programming and algorithms that are in place to interpret and understand the signals that are being received [31].



4.1. Component of Robotic Hearing Systems


A robotic hearing system, also known as an auditory system, is a type of sensor that allows a robot to detect and interpret sound waves. The main components of a robotic hearing system include [32]:




	
Microphones or other sound sensors: These are the devices that detect sound waves and convert them into electrical signals. There are many different types of microphones and sound sensors that can be used, including those that use diaphragms, piezoelectric crystals, or lasers to detect vibrations.



	
Amplifiers: These are electronic devices that are used to amplify the electrical signals that are generated by microphones or sound sensors. They can help to improve the sensitivity and accuracy of hearing sensors.



	
Analog-to-digital converters (ADCs): These are devices that are used to convert the analog electrical signals from the microphones or sound sensors into digital data that can be processed by the robot’s computer system.



	
Computer system: This is the central processing unit of the robot, which is responsible for controlling the various functions and sensors of the robot. The computer system is used to process digital data from ADCs and interpret and understand spoken commands or other sounds in the environment.



	
Algorithms and software: These are the instructions and programs that are used by the computer system to analyze and interpret digital data from microphones or sound sensors. The algorithms and software may be designed to recognize specific words or sounds or to understand and respond to more complex spoken commands.



	
Data collection: The sensor data are collected by the control system and stored in a buffer or memory [22].









4.2. Functionality of the Hearing System


The process for a robot to “hear” depends on the specific sensors and technology that are being used to detect sound waves. Here is a general overview of the process that may be used by a robot with microphones or other sound sensors [33]:




	
Sound waves enter the microphone or sensor.



	
The microphone or sensor converts the sound waves into electrical signals.



	
The electrical signals are sent to the robot’s computer system.



	
The computer system processes the signals and converts them into digital data.



	
The digital data are analyzed using algorithms and software designed to understand and interpret spoken language or other sounds.



	
Based on the analysis, the robot can take appropriate actions or respond to the sounds it has heard.









4.3. Types of Hearing Sensors Used in Robotics


There are many different types of hearing sensors that can be used in robots and other devices, including microphones that use a diaphragm to detect sound waves, piezoelectric sensors that use a crystal to detect vibrations, and laser Doppler vibrometers that use lasers to detect vibrations. The specific type of hearing sensor that is used may depend on the specific application and the requirements of the system in which it is being used [34].




	
Sound sensor: This is a simple, easy-to-use, and low-cost device used to detect sound waves in the air. It can measure the intensity of sound and convert it into an electrical signal that can be read through a microcontroller [35].




	
Pressure microphone: This is a microphone in which only one side of the diaphragm is exposed to the sound as the back is a closed chamber. The diaphragm responds solely to pressure, which has no direction. Therefore pressure microphones are omnidirectional.



	
High amplitude pressure microphone: Designed for very high amplitude measurements. It is used in small–closed couplers, confined spaces, or flush-mounted applications.



	
Probe microphone: Used for measurements in difficult or inaccessible situations, such as high temperatures or conditions of airflow. Its right-angled design makes it well-suited for measurements in exhaust systems, machinery, and scanning surfaces, such as loudspeakers and cabinets.



	
Acoustic pressure sensor: Consists of a stack of one or more acoustically responsive elements housed within a housing. The external acoustic pressure to be sensed is transmitted to the stack through a diaphragm, which is located in an end cap that closes the top portion of the housing.








	
Piezoelectric sensor: Uses a crystal to detect vibrations, including those caused by sound waves. Piezoelectric sensors are often used in robots because they are relatively small and can be easily integrated into the robot’s design [35].



	
Laser Doppler vibrometer: Uses lasers to detect vibrations, including those caused by sound waves. These vibrometers are highly sensitive and can detect very small vibrations. However, they are also more expensive and complex compared to some other types of hearing sensors [36].



	
Ultrasonic sensor: Uses infrared light to detect objects and measure distances. Infrared sensors are often used in robots to help them navigate and avoid obstacles, but they can also be used to detect certain types of sounds by detecting the vibrations that they cause in the environment [37].



	
Infrared sensor: Uses high-frequency sound waves to detect objects and measure distances. Ultrasonic sensors are often used in robots to help them navigate and avoid obstacles, but they can also be used to detect and interpret certain types of sounds [38].









4.4. The Most Popular Trends and Challenges in the Field of Robotic Hearing







	
Sound localization and separation: These were identified as popular trends in the field of robotic hearing in 2022 [39]. They involve enhancing the capability of robots to accurately locate and separate different sound sources in noisy environments [40].



	
Speech recognition and synthesis: They continue to be popular trends in the field of robotic hearing, with a focus on improving the ability of robots to understand and produce human speech [41].



	
Auditory scene analysis: This has emerged as a popular trend in the field of robotic hearing, where robots can analyze complex sound scenes and identify individual sound sources [42].



	
Cross-modal perception: This was a popular trend in the field of robotic hearing in 2022 [43]; information from different sensory modalities, such as vision and hearing, is combined to improve the accuracy and robustness of perception in robotics [44].










5. Tactile Sense


Tactile sense, also known as the sense of touch, allows humans and animals to perceive and interpret information about the texture, shape, and temperature of objects through the sense of touch. In robotics, the tactile sense is often simulated using sensors that are placed on the surface of a robot’s skin or limbs [45].



These sensors can detect pressure, temperature, and other physical sensations, and send this information to the robot’s control system. The control system can then use this information to make decisions about how to interact with the environment and how to move the robot’s body. Some robots also use haptic feedback, which allows them to transmit a sense of touch to the user by vibrating or applying pressure to the skin [46].



5.1. Components of Robotic Tactile Sensing







	
Sensing: The robot uses sensors to detect physical sensations, such as pressure, temperature, and force. These sensors may be mounted on the surface of the robot’s skin or limbs, and they may be connected to the control system through wires or wireless signals.



	
Data collection: The sensor data are collected by the control system and stored in a buffer or memory [22].



	
Data processing: The control system processes the sensor data using algorithms that interpret the data and provide the robot with a sense of touch. This may involve filtering the data to remove noise or errors and applying algorithms to extract information about the shape, size, and texture of objects in the environment.



	
Decision-making: The control system uses the processed sensor data to make decisions about how to interact with the environment and how to move the robot’s body. This may involve adjusting the robot’s grip on an object, avoiding collisions, or navigating around obstacles.



	
Actuation: The control system sends commands to the robot’s actuators, which are responsible for moving the robot’s body. The actuators may be motors, servos, or other types of mechanical devices, and they use the commands from the control system to move the robot’s limbs and other body parts [47].








Overall, the process of a robotic tactile sense involves using sensors to gather information about the environment, processing this information to extract meaningful data, and using these data to make decisions about how to interact with the environment and move the robot’s body.




5.2. Functionally of a Robotic Tactile System


The primary function of a robotic tactile system is to allow a robot to perceive and interpret information about the environment through the sense of touch. This can be useful in a number of different applications, including object recognition, grasping and manipulation, and navigation. In object recognition, a tactile sensor can be used to detect the shape, size, and texture of an object, allowing the robot to identify and classify the object. In grasping and manipulation tasks, a tactile sensor can be used to detect the force being applied to the object, allowing the robot to adjust its grip and apply the appropriate amount of force. In navigation, a tactile sensor can be used to detect obstacles and other features of the environment, allowing the robot to avoid collisions and navigate around obstacles.



Overall, the tactile sense is an important aspect of a robot’s ability to interact with and understand the environment, and it is a key component of many modern robotics systems [48].




5.3. Types of Tactile Sensors Used in Robotics







	
Pressure sensors: These sensors detect the amount of pressure applied to a surface. They can be used to measure the weight of an object or to detect when an object comes into contact with the robot.



	
Temperature sensors: These sensors are used to measure the temperature of an object or surface. They can be used to detect changes in temperature or to monitor the temperature of an object over time [49].



	
Force sensors: These sensors are used to measure the force or strength of an object or surface. They can be used to detect the amount of force being applied to the robot or to measure the strength of an object [50].



	
Strain sensors: These sensors are used to measure the deformation of an object or surface. They can be used to detect changes in an object’s shape or size or measure the amount of strain being applied to the robot [51].



	
Tactile array sensors: These sensors are made up of a large number of individual sensors that are arranged in a grid or matrix. They can be used to detect the texture, shape, and size of an object or to detect the movement of an object across the surface of the sensor [52], One of the examples of applications in this Type of Tactile Sensor Displays in the Figure 2.









5.4. The Most Popular Trends and Challenges in Robotic Tactile Sensing


Tactile sensing is an important aspect of robotics that allows robots to perceive and interpret the physical world around them through touch. In recent years, there have been several trends and challenges in the field of robotic tactile sensing, including:




	
Soft robotics: Soft robots are robots that are made from flexible materials, such as silicone or rubber, and are designed to be able to deform and adapt to their environment. Soft robots have the potential to be more dexterous and capable of delicate manipulation; tactile sensing is a critical component of their ability to interact with the world around them [53].



	
Artificial skin: Researchers are working on developing artificial skin for robots that is capable of detecting and interpreting tactile information; for example: manipulating cloth. Reference [54] proposed using tactile sensing to improve the ability of a robot to manipulate cloth. This can include pressure, temperature, and texture, which can help robots interact more effectively with their environments and humans [55].



	
Grasping and manipulation: Tactile sensing is essential for robots to be able to grasp and manipulate objects, especially those that are delicate or irregularly shaped. Researchers are working on developing new algorithms and sensors to improve the ability of robots to sense and manipulate objects, even in complex environments [56].



	
Prosthetics and rehabilitation: Tactile sensing is also important in the development of prosthetics and rehabilitation devices. By incorporating tactile sensors into these devices, it is possible to provide users with a more natural and intuitive experience, which can help improve their quality of life [57].



	
Perception and learning: Tactile sensing can be used to help robots learn about their environment and develop more sophisticated perception capabilities. By using tactile feedback, robots can better understand the physical properties of objects and surfaces, which can help them make more informed decisions and improve their ability to interact with the world around them [58].
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Figure 2. Tactile sensors in the first robot by Sony, AIBO [59]. 






Figure 2. Tactile sensors in the first robot by Sony, AIBO [59].
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6. Electrical Nose


An electronic nose is a technology that involves biological olfactory performance. It is used to recognize complex, volatile molecules, which can emulate the architecture and function of the olfactory system [60].



The use of olfactory sensing is gaining significant importance in various domains such as the food industry, environmental monitoring, and medical treatments. Here is a summary of electronic and bio-electronic noses: electronic noses have considerable application prospects in the identification of scents, such as wines, vegetables, cigarettes, and so on. It is broadly employed in odor sensing, raw material inspection, quality marking, and process administration. It is one of the essential tools for quality assurance and quality control [61].



The electronic nose is mainly employed in fruit and vegetable testing to evaluate quality, detect maturity, and identify species. Additionally, in terms of medical diagnostics, the electronic nose is cutting-edge for the early detection of diseases. By collecting only a small volume of human breath, the electronic nose can capture the various scents within it by using a bioreceptor, which then forms a processed chemical map [62].



Different sensors based on various chemical detection principles and electronic noses have been used in clinical disease diagnosis applications.



6.1. Components of an Electrical Nose


An electronic nose typically consists of the following components:




	
Sensors: These are the components that detect the chemical compounds present in the sample being analyzed [63].



	
Data acquisition system: This component is responsible for collecting and storing the data from the sensors [64].



	
Data collection: The sensor data are collected by the control system and stored in a buffer or memory [22].



	
Data analysis system: This component is responsible for analyzing the data from the sensors and determining the specific chemicals present in the sample [65].



	
Display or output device: This component is used to present the results of the analysis to the user [66].



	
Sample introduction system: This component is responsible for introducing the sample to be analyzed into the electronic nose [67].



	
Power supply: This component provides the electrical power required to operate the electronic nose [66].



	
Housing or enclosure: This component encloses and protects the other components of the electronic nose [66].









6.2. Functionality of Electrical Nose


The smells are composed of molecules, which have specific sizes and shapes. Each of these molecules has a correspondingly sized/shaped receptor in the human nose. When a specific receptor receives a molecule, it sends a signal to the brain and the brain identifies the smell associated with the particular molecule [68].



The electronic nose is one of the most advanced pieces of equipment in the world. It works by pulling an air sample through a tube into a chamber housing the electronic sensor array. As the sample-handling unit exposes the sensors to the odorant, the VOCs interact with the surface and bulk of the sensor’s active material, resulting in a steady-state condition in a few seconds to a few minutes. The response is then recorded and delivered to the signal-processing unit before a washing gas is applied to the array to remove the odorant mixture. Finally, a reference gas is applied to the array to prepare it for a new measurement cycle. This process is known as the response and recovery times of the sensor array [69].




6.3. Types of Electrical Nose Sensors


There are several different types of sensors that can be used in an electronic nose, including metal oxide semiconductor (MOS) sensors, quartz crystal microbalance (QCM) sensors, and surface acoustic wave (SAW) sensors. These sensors work by detecting changes in electrical or mechanical properties that occur when an odorant is present, A comparison between the natural human nose and the electronic nose is shown in Figure 3. The use of electronic noses has a wide range of applications, including the detection of harmful gases and chemicals, the quality control of food and beverages, and the diagnosis of diseases, such as cancer and diabetes. They can also be used in environmental monitoring and the detection of illegal drugs and explosives [62].



There are several types of sensors that can be used in an electronic nose, including [62]:




	
Metal oxide semiconductor (MOS) sensors: These sensors are based on the principle of detecting changes in electrical conductivity in response to chemical exposure. They are often used in electronic noses because they are relatively inexpensive and have a fast response time.



	
Quartz crystal microbalance (QCM) sensors: These sensors are based on the principle of detecting changes in the resonant frequency of a quartz crystal in response to chemical exposure. They are highly sensitive and can detect very small amounts of chemicals.



	
Surface acoustic wave (SAW) sensors: These sensors are based on the principle of detecting changes in the velocity of an acoustic wave propagating on the surface of a piezoelectric material in response to chemical exposure. They are highly sensitive and can detect very small amounts of chemicals.



	
Gas sensors: Devices that detect the presence and concentration of gases in the air or environment. They work by converting the interaction between gas molecules and the sensing material into an electrical signal. There are different types of gas sensors, such as electrochemical, optical, and semiconductor sensors, each with specific principles and applications. These sensors are used in a variety of industries and applications, including air quality monitoring, industrial safety, environmental monitoring, and medical diagnosis [70].



	
Mass spectrometry sensors: These sensors use mass spectrometry to identify and quantify individual chemical compounds. They are highly sensitive and can identify a wide range of chemicals, but they are also relatively expensive and require a long analysis time.









6.4. The Most Popular Trends and Challenges for Robotic Electrical Noses


An electrical nose, also known as an e-nose, is a type of sensor array that is used to detect and identify different odors and volatile organic compounds. The use of electrical noses in robotics is a rapidly growing field, with many new trends and challenges emerging. Some of the most popular trends and challenges for robotic electrical noses include:




	
Miniaturization: One of the biggest challenges in the development of electrical noses for robotics is the need for miniaturization, the overall size of the e-nose is 164 × 143 × 65 mm [71]. In order for robots to be able to use an electrical nose, the sensor array must be small and lightweight enough to be integrated into the robot’s design. Researchers are working on developing new materials and fabrication techniques to create smaller and more efficient electrical noses [72].



	
Sensitivity and selectivity: Achieving high sensitivity and selectivity poses significant challenges in the development of electrical noses for robotics. The sensor array must be able to detect a wide range of different odors and distinguish between them, even in complex environments. Researchers are working on developing new sensor materials and signal-processing algorithms to improve the sensitivity and selectivity of electrical noses [73].



	
Real-time response: In many applications, such as environmental monitoring or industrial process control, it is important for the electrical nose to provide a real-time response. This requires fast data acquisition and processing, as well as a robust control system to interpret and respond to the sensor data [74].



	
Machine learning: With the growing volume of data generated by electrical noses, machine learning algorithms are playing an increasingly vital role in the development of robotic applications. Researchers are working on developing new machine learning techniques to improve the accuracy and reliability of electrical noses in detecting and identifying different odors [75].



	
Integration with other sensors: In order to provide a comprehensive understanding of the environment, it is often necessary to integrate electrical noses with other sensors, such as cameras or microphones. This requires the development of new algorithms and control systems to integrate and interpret data from multiple sources [76].
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Figure 3. Schematic diagram of an e-nose device versus a biological olfactory system [77]. 
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7. Electronic Tongue


An electronic tongue is a device that can mimic the ability of a human tongue to taste and distinguish different flavors. It typically consists of a series of sensors that can detect and measure various chemical properties. Electronic tongues are used in a variety of applications, including quality control in the food and beverage industry, monitoring the purity of water and other liquids, and the development of new flavors for products [78].



7.1. Components of an Electronic Tongue


There are a wide variety of materials that can be used for sensing in electronic tongues. The specific materials used depend on the type of flavor or chemical property being detected, as well as the specific design and requirements of the electronic tongue [79].




	
Conductive polymers: These are special polymers that are highly conductive and can be used to detect changes in conductivity, which can be indicative of certain flavors or chemical properties [80].



	
Ion-selective electrodes: These are electrodes that are selectively sensitive to particular types of ions, such as sodium or potassium. They can be used to detect changes in the concentration of these ions, which can be indicative of certain flavors or chemical properties [81].



	
Optical fibers: These are fibers made of special materials that can transmit light over long distances. They can be used to detect changes in the refractive index or other optical properties of a substance, which can be indicative of certain flavors or chemical properties [82].



	
Data collection: The sensor data are collected by the control system and stored in a buffer or memory [22].



	
Piezoelectric materials: These are materials that produce an electrical charge when subjected to mechanical stress or strain. They can be used to detect changes in the mechanical properties of a substance, which can be indicative of certain flavors or chemical properties [83].



	
Surface acoustic wave devices: These are devices that use sound waves to detect changes in the properties of a substance. They can be used to detect changes in the viscosity, density, or other properties of a substance, which can be indicative of certain flavors or chemical properties [84].









7.2. Functionality of Electronic Tongue


The specific methods and technologies used to build an electronic tongue can vary depending on the application and the type of substance that is tasted. Some electronic tongues use sensors based on chemical reactions, while others use sensors based on physical properties or optical properties. Some electronic tongues are designed to detect a specific type of flavor or chemical property, while others are more general-purpose and can detect a wider range of flavors and properties. Once the electronic tongue has collected data from the sensors, it processes the data and determines the flavor profile of the substance being tasted. This is typically done using machine learning algorithms that have been trained on a large dataset of known flavors and chemical properties. The electronic tongue compares the data from the sensors to the known flavors in its dataset and determines the most likely match. The results of the tasting are then displayed to the user, either on a screen or through some other output mechanism [85].




7.3. Types of Electric Tongue Sensors


Tasting sensors for robots typically work by measuring the chemical composition of a substance using a variety of techniques, such as spectroscopy, chromatography, or electrochemistry. The sensors may also use specialized sensors or probes to detect specific compounds or elements in a substance [86].



Here is a list of common types of tasting sensors that may be used in robots:




	
pH sensors: These sensors are used to measure the acidity or basicity of a substance, and are often used in food and beverage production to monitor the pH of products.



	
Conductivity sensors: These sensors measure the ability of a substance to conduct electricity, and can be used to detect the presence of certain ions or compounds in a sample.



	
Temperature sensors: These sensors measure the temperature of a substance and can be used to monitor the temperature of food or other products during processing.



	
Spectroscopy sensors: These sensors use light or other electromagnetic radiation to analyze the chemical composition of a substance, and can be used to detect specific compounds or elements.



	
Chromatography sensors: These sensors use techniques such as gas chromatography or liquid chromatography to separate and analyze the components of a substance; they can be used to identify specific compounds or measure the concentrations of different substances.



	
Electrochemical sensors: These sensors use electrical currents to detect the presence of certain ions or compounds in a sample, and can be used to detect the presence of contaminants or other substances of interest.









7.4. The Most Popular Trends and Challenges for Robotic Electronic Tongues


An electronic tongue is a type of sensor array that is used to analyze and identify different taste properties, such as sweet, sour, salty, bitter, and umami. The use of electronic tongues in robotics is a rapidly growing field, with many new trends and challenges emerging. Some of the most popular trends and challenges for robotics electronic tongues include:




	
Miniaturization: Similar to electrical noses, one of the biggest challenges in the development of electronic tongues for robotics is the need for miniaturization. The sensor array must be small and lightweight enough to be integrated into the robot’s design [72].



	
Sensitivity and selectivity: As with electrical noses, achieving high sensitivity and selectivity is an important challenge for electronic tongues. The sensor array must be able to detect and distinguish between different taste properties in a wide range of environments and conditions [73].



	
Real-time response: Similar to electrical noses, real-time response is important in many applications for electronic tongues, such as food and beverage quality control. This requires fast data acquisition and processing, as well as a robust control system to interpret and respond to the sensor data [74].



	
Machine learning: Machine learning algorithms are becoming increasingly important in the development of robotics applications, including electronic tongues. Researchers are working on developing new machine learning techniques to improve the accuracy and reliability of electronic tongues in detecting and identifying different taste properties [75].



	
Integration with other sensors: To provide a comprehensive understanding of food and beverage products, it is often necessary to integrate electronic tongues with other sensors, such as color sensors or pH sensors. This requires the development of new algorithms and control systems to integrate and interpret data from multiple sources [76].










8. Sixth Sense


A Sixth Sense could refer to a range of different things, depending on the context in which it is used. Some people might use the term to describe a heightened intuition or a sense of awareness that goes beyond the five physical senses of sight, hearing, taste, touch, and smell. In the context of robotics, a Sixth Sense might refer to a system or ability that allows a robot to perceive and interact with its environment in a way that goes beyond its basic sensors and actuators. This could include the ability to sense and respond to temperature, pressure, or other physical phenomena, or the ability to process and understand complex visual or auditory information [87].



8.1. The Difference between the Sixth Sense and the Other Five Senses in Robots


The idea of a Sixth Sense is often used colloquially to refer to a supposed extra sensory ability beyond the five traditional senses (sight, hearing, taste, touch, and smell). While there is no scientific evidence to support the existence of a distinct Sixth Sense, there are certainly other senses and abilities that go beyond the traditional five, such as proprioception (the ability to sense the position and movement of one’s own body) and interoception (the ability to perceive internal bodily sensations). It is true that many of these senses and abilities involve similar sensory components as the traditional senses (such as receptors in the skin for touch or the inner ear for balance) [88].



However, the ultimate difference lies in the way the brain processes and integrates these various sensory inputs, as well as the conscious experiences and interpretations that result. For example, while vision and hearing rely on distinct sensory organs and pathways in the brain, they work together to create a cohesive and multi-dimensional perception of the world [89]. Similarly, proprioception and interoception involve a complex interplay of sensory inputs and motor outputs, allowing us to navigate and interact with our environment in a seamless and coordinated way. Ultimately, the idea of a Sixth Sense may be more of a metaphorical concept than a literal one, representing the idea that our sensory experiences and abilities go beyond a simple sum of their parts, and are shaped by complex interactions between our brains, bodies, and the world around us.




8.2. Components of a Sixth Sense System


A Sixth Sense robot would likely include the following components [90]:




	
Sensors: These would include visual sensors cameras, auditory sensors microphones, tactile sensors, gustatory sensors, sensors for detecting taste, and olfactory sensors.



	
Manipulators: These would include arms, hands, or other devices that allow the robot to interact with its environment, such as picking up objects or manipulating tools.



	
Processor: This would be the central "brain" of the robot, responsible for processing the data from the sensors, executing commands, and controlling the manipulators.



	
Data collection: The sensor data are collected by the control system and stored in a buffer or memory [22].



	
Power supply: This would provide the electrical power required to operate the robot.



	
Housing or enclosure: This would enclose and protect the other components of the robot.



	
Machine learning system: This would allow the robot to learn and adapt to new situations and environments, using techniques such as artificial neural networks and other machine learning algorithms.









8.3. Functionality of a Sixth Sense System


In terms of functionality, a Sixth Sense robot might be able to [91]:




	
Navigate its environment using visual and/or other sensors to avoid obstacles and locate objects or destinations.



	
Identify and classify objects and other beings using visual and/or other sensors, and possibly use machine learning algorithms to improve its ability to recognize and classify new objects and beings.



	
Interact with objects and other beings using its manipulators, and possibly using force sensors and other sensors to gauge the appropriate amount of force to apply.



	
Communicate with other beings using various modalities such as speech, gestures, and facial expressions.



	
Learn and adapt to new situations and environments using machine learning algorithms and other techniques to improve its performance over time.









8.4. Types of Sixth Sense Sensors


There are many different types of sensors that could potentially be used to enable a Sixth Sense in a robot. Some examples of sensors that might be used for this purpose include:




	
Temperature sensors: These sensors can detect changes in temperature and could be used to enable a robot to sense and respond to changes in its environment [92].



	
Pressure sensors: These sensors can detect changes in pressure and could be used to enable a robot to sense and respond to changes in its environment, such as changes in the amount of force being applied to it [93].



	
Humidity sensors: These sensors can detect changes in humidity and could be used to enable a robot to sense and respond to changes in its environment [92].



	
Cameras: These sensors can capture images and video, and could be used to enable a robot to perceive and understand its environment in a more sophisticated way [94].



	
Microphones: These sensors can detect and record sound waves, and could be used to enable a robot to perceive and understand its environment through hearing [94].



	
LiDAR sensors: These sensors use lasers to measure distance and can be used to enable a robot to build up a detailed 3D map of its environment [95].









8.5. Sixth Sense Techniques


There are many different ways that a Sixth Sense could work in a robot, depending on the specific capabilities and goals of the system.




	
Using sensors to detect and interpret physical phenomena that are not directly visible to the robot, such as temperature, pressure, or humidity. For example, a robot might have a Sixth Sense for temperature that allows it to detect changes in the ambient temperature and adjust its behavior accordingly [96].



	
Using machine learning algorithms to process and interpret complex visual or auditory information in real-time. For example, a robot might be equipped with cameras and machine learning algorithms that allow it to recognize and classify objects in its environment, or to understand and respond to spoken commands [97].



	
Using neural networks or other artificial intelligence techniques to enable the robot to make decisions and take actions based on its environment and its goals. For example, a robot might be programmed to navigate through a crowded environment by using its Sixth Sense to avoid obstacles and find the optimal path [98].








Overall, the specific capabilities and implementation of a robot’s Sixth Sense will depend on the goals of the system and the technological resources available.




8.6. The Most Popular Trends and Challenges for a Robot’s Sixth Sense


The concept of the Sixth Sense in robotics typically refers to the ability of robots to perceive and interact with the world in ways that go beyond the five traditional senses of sight, hearing, touch, taste, and smell. Here are some of the most popular trends and challenges in the development of Sixth Sense capabilities for robots:




	
Multi-sensor fusion: One of the main challenges in developing Sixth Sense capabilities for robots is the need to integrate data from multiple sensors and sources. This involves developing sophisticated algorithms for data fusion and interpretation that can combine information from a wide range of sensors, such as cameras, microphones, pressure sensors, and temperature sensors [99].



	
Machine learning: Machine learning and artificial intelligence (AI) are key technologies that can help robots develop a Sixth Sense. By analyzing and interpreting data from multiple sensors, robots can learn to recognize patterns and make predictions about their environment. This can help robots navigate complex environments, detect and avoid obstacles, and interact more intelligently with their surroundings [100].



	
Haptic feedback: Haptic feedback, which involves providing robots with the ability to feel and respond to physical stimuli, is a key part of developing a Sixth Sense for robots. This involves developing sensors and actuators that can provide feedback to robots about their environment, such as changes in pressure or temperature [101].



	
Augmented reality (AR): Augmented reality technology can be used to enhance a robot’s perception of the world by providing additional visual or auditory information. This can help robots recognize and interact with objects more effectively, even in complex and changing environments [102].



	
Human–robot interaction: Developing a Sixth Sense for robots also requires the ability to interact with humans in a natural and intuitive way. This involves developing sensors and algorithms that can recognize human gestures and expressions, as well as natural language processing capabilities that enable robots to understand and respond to human speech [103].










9. Summary


Robots can be equipped with various sensors to allow them to perceive their environment and interact with it in a way that is similar to how humans use their senses. These sensors can be used to give robots the ability to see, hear, touch, taste, and smell.



This article focuses on six sensory systems used in robotics, namely vision, hearing, tactile, electrical nose, electronic tongue, and the Sixth Sense. Each sensory system is discussed in detail, starting with the components, functionalities, types of sensors used, and the most popular trends and challenges.



The vision system is essential in robotics and enables robots to capture and interpret visual information from their surroundings. The article discusses the different types of vision sensors used, including CCD and CMOS sensors, and the challenges associated with vision sensing, such as low-light conditions.



The hearing system enables robots to perceive and interpret sounds from their environment. The article discusses the different types of hearing sensors, including MEMS microphones and ultrasonic sensors, and the challenges associated with hearing sensing, such as noise interference.



The tactile sensing system enables robots to sense and interpret touch and pressure information from their environment. The article discusses the different types of tactile sensors, including capacitive and resistive sensors, and the challenges associated with tactile sensing, such as sensor placement and calibration.



The electrical nose and electronic tongue systems enable robots to sense and interpret odor and taste information from their environment. The article discusses the different types of sensors used in each system, including metal oxide sensors and biosensors, and the challenges associated with these systems, such as sensor drift.



Finally, the article discusses the Sixth Sense system, which enables robots to perceive and interpret information beyond the five senses. The article discusses the different types of Sixth Sense sensors, including magnetic and electric field sensors, and the challenges associated with Sixth Sense sensing, such as interference from other sensors. The outcomes are introduced in Table 1.




10. Conclusions


This review highlighted the significance of sensory systems in robotics, allowing robots to perceive and interact with their environments in a manner similar to humans. The findings of this research provide valuable insights for researchers and developers in the field, as robots equipped with sensory systems can collect data, perform experiments, and complete tasks more efficiently. As technology continues to advance, we can expect to see even more applications of robotics in various industries.



The integration of sensory systems into robotics has improved their effectiveness in completing tasks. Each sensory system discussed in this article has unique components, functionalities, and limitations associated with them. Despite the challenges, the advancement of technology has helped in addressing these limitations, making robots more efficient in their operations.



The field of sensing for robots is a critical area of research with numerous challenges and limitations to overcome, such as the integration of multiple sensory inputs. However, researchers are continuously developing innovative solutions to these challenges, such as machine learning and artificial intelligence, and integrating sensors with other technologies, such as robotics. The potential applications of these developments are enormous, ranging from robotic prosthetics to autonomous vehicles and environmental monitoring systems. With continued research and development, the field of sensing for robotics has the potential to revolutionize many industries and improve the quality of life for people worldwide.



Overall, the integration of sensory systems in robotics is an exciting and rapidly evolving field that holds great promise for the future. As technology continues to advance, we can expect to see more innovations and advancements in this area, enabling robots to perceive and interact with their environments in a manner similar to humans.
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Figure 1. Robotic senses [6]. 
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Table 1. Robotic Sensing: Review.
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	Robotic Sensing
	Components of Sensing System
	Functionality
	Sensors Types
	Applications





	Vision
	
	
Lighting



	
Lenses



	
Image Sensor



	
Vision processing



	
Communications



	
Data collection





	
	
Allow the robot to perceive its environment and gather information about it.





	
	
Orthographic projection



	
Perspective projection





	
	
Navigation



	
localization








	Hearing Sense
	
	
Microphones or other sound sensors



	
Amplifiers



	
Analog-to-digital converters (ADCs)



	
Computer system



	
Algorithms and software



	
Data collection





	
	
Perceive sounds in its environment and gather information about them





	
	
Sound sensors



	
Piezoelectric sensors



	
Piezoelectric sensors



	
Ultrasonic sensors



	
Infrared sensors





	
	
Sound localization and tracking



	
Sound classification



	
Noise canceling








	Tactile Sense
	
	
Sensing



	
Data collection



	
Data processing



	
Decision-making



	
Actuation





	
	
Perceive physical contact and gather information





	
	
Pressure sensors



	
Temperature sensors



	
Force sensors



	
Strain sensors



	
Tactile array sensors





	
	
Object identification



	
Force feedback



	
Surface sensing








	Electrical Nose
	
	
Sensors



	
Data acquisition system



	
Data analysis system



	
Display or output device



	
Sample introduction system



	
Power supply



	
Housing or enclosure



	
Data collection





	
	
Detect and identify different chemical compounds





	
	
Metal oxide semiconductor (MOS) sensors



	
Quartz crystal microbalance (QCM) sensors



	
Surface acoustic wave (SAW) sensors



	
Gas sensors: (solid-state gas sensors, infrared gas sensors, catalytic gas sensors, electrochemical gas sensors, nanowire gas sensors)



	
Mass spectrometry sensors





	
	
Chemical analysis



	
Odor tracking



	
Environmental monitoring








	Electronic Tongue
	
	
Conductive polymers



	
Ion-selective electrodes



	
Optical fibers



	
Surface acoustic wave devices



	
Data collection





	
	
Detect and identify different chemical compounds





	
	
pH sensors



	
Conductivity sensors



	
Temperature sensors



	
Chromatography sensors



	
Electrochemical sensors



	
Spectroscopy sensors





	
	
Chemical analysis



	
Flavor detection



	
Chemical analysis








	Sixth Sense
	
	
Sensors



	
Manipulators



	
Processor



	
Power supply



	
Housing or enclosure



	
Communication system



	
Machine learning system



	
Data collection





	
	
Allow the robot to perceive its environment and interact with it in various ways





	
	
Temperature sensors



	
Pressure sensors



	
Humidity sensors



	
Cameras



	
Microphones



	
LiDAR sensors





	
	
Viewing map



	
Creating a multimedia reading experience



	
Making calls



	
Interacting with physical objects
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