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Abstract: The daVinci Surgical Robot has revolutionized minimally invasive surgery by enabling
greater accuracy and less-invasive procedures. However, the system lacks the advanced features and
autonomy necessary for it to function as a true partner. To enhance its usability, we introduce the
implementation of a ChatGPT-based natural language robot interface. Overall, our integration of a
ChatGPT-enabled daVinci Surgical Robot has potential to expand the utility of the surgical platform
by supplying a more accessible interface. Our system can listen to the operator speak and, through
the ChatGPT-enabled interface, translate the sentence and context to execute specific commands to
alter the robot’s behavior or to activate certain features. For instance, the surgeon could say (even
in Spanish) “please track my left tool” and the system will translate the sentence into a specific
track command. This specific error-checked command will then be sent to the hardware, which will
respond by controlling the camera of the system to continuously adjust and center the left tool in the
field of view. We have implemented many commands, including “Find my tools” (tools that are not
in the field of view) or start/stop recording, that can be triggered based on a natural conversational
context. Here, we present the details of our prototype system, give some accuracy results, and explore
its potential implications and limitations. We also discuss how artificial intelligence tools (such as
ChatGPT) of the future could be leveraged by robotic surgeons to reduce errors and enhance the
efficiency and safety of surgical procedures and even ask for help.

Keywords: surgical robotics; natural language processing; ChatGPT

1. Introduction

The daVinci Surgical Robot is a revolutionary technology that has greatly improved the
field of minimally invasive surgery. It allows for greater precision and dexterity during sur-
gical procedures. Natural language processing (NLP) is a subfield of artificial intelligence
that focuses on understanding and generating natural language. Recent advancements
in NLP, specifically the ChatGPT (Generative Pre-trained Transformer) language model,
have enabled the creation of conversational interfaces that can understand and respond
to human language. It is trained using data from the internet and can translate or even
simplify language, summarize text, code, and even make robots smarter.

The integration of a natural language ChatGPT-enabled interface for the daVinci
Surgical Robot has the potential to enhance the field of surgery. By creating a more intuitive
and user-friendly interface, it can potentially improve the safety and efficiency of surgeries,
while also reducing the cognitive load on surgeons. Can the artificial intelligence behind
ChatGPT be applied to make surgeries safer and faster?

In this paper, we describe a basic implementation of ChatGPT directly interfaced
with the daVinci robot. It is a low-level implementation that limits the output of ChatGPT
to specific commands that can be executed by the robot. It does have the capability for
domain-specific training (say on a particular type of surgery) with open dialog, but in this
paper, we limit it to specific commands to control the hardware. We primarily focus on
explaining the integration of AI with the daVinci system and do not include a user study to
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verify or showcase its effectiveness. We also discuss the potential avenues of research and
development that this interface could open for the future of robotic surgery. This may be a
steppingstone to a natural language robotic platform that partners with the surgeon for a
more intuitive and efficient system that enhances patient outcomes. Future iterations of
this GPT–robot merging of technology could allow collaboration with surgeons in more
profound ways, including in surgical education [1], preplanning surgeries [2], executing
specific steps of the surgery [3], and keeping the surgeon informed about any anomalies in
the scene or the patient’s data [4,5].

Operations in surgical robotic platforms such as the da Vinci have been facilitated
by means of foot pedals, hardware buttons, and touchpads. This interface can be over-
whelming as the surgeon has to manually control all aspects of the interaction. To alleviate
some of this burden, we have previously implemented a natural language interface to the
daVinci [6] using Vosk [7]. Vosk is a language modeling system that can convert micro-
phone input into text. It is still used in the current implementation in this capacity. Vosk is
not an extensive language model and requires keyword phrases.

The AESOP was among the earliest voice-controlled systems utilized in the operating
room. It is a seven-degree-of-freedom arm employed to manipulate a laparoscopic surgery
camera [8–12]. It had extremely limited movements and specific commands for moving
the endoscope in increments. With this voice-controlled robot, surgeons could use either a
joystick or voice control as required.

ChatGPT has shown promise in robotics applications which require strategies for
robot design and of designing high-level functions and libraries [13]. The main idea is that
the prompts used for ChatGPT are critical and this group has created a site (PromptCraft)
that explores and collectively develops/engineers appropriate queries.

ChatGPT in the Medical Field

ChatGPT has already been used in medicine for various applications, such as medical
chatbots, virtual medical assistants, and medical language processing [14]. For example,
ChatGPT has been employed to provide conversational assistance to patients, generate
clinical reports, help physicians with diagnosis and treatment planning, etc. [15]. It has
also been utilized in medical research, such as analyzing electronic medical records and
predicting patient outcomes.

ChatGPT has hundreds of billions of parameters and has passed the United States
Medical Licensing Examination (USMLE) at a third-year medical student level [16]. More
importantly, its responses were easily interpretable with clear logic that could be explained.
ChatGPT has also been suggested for clinical decision making [14]. These systems have
already been used to simplify the medical jargon used in radiology reports to make it easy
for patients to understand [17].

Can ChatGPT also be potentially used in surgery? Bhattacharya et al. [2] suggest using
ChatGPT as a preoperative surgical planning system. The system could be used to analyze
potential issues and complications, for complex procedures, and to provide checklists and
options for the surgeon.

Here, we provide a novel avenue for using ChatGPT in the surgical setting as a
user interface for the daVinci surgical system. In our protype system, the user can give
commands with a natural language syntax and execute a basic autonomous camera [18,19]
and other tasks.

2. Materials and Methods
2.1. Baseline Commands

The baseline commands that have been created and can directly be issued to the
daVinci hardware include, for example, taking a picture, starting and stopping a video
recording, toggling on/off an autonomous camera system to follow the tools, finding
the surgeon’s tools when out of the field of view, tracking the left/middle/right tool,
maintaining a point in space specified by the right or left tool position within the field
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of view, and changing the settings associated with zoom control. There are many other
features which can be programmed. These commands can be triggered via keyboard,
keypad, or (as explained in this article) by natural language processing (Figure 1).
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Figure 1. The daVinci Standard outfitted with a microphone. We have also modified the system to
add a head sensor and buttons on the hand controllers to activate the camera and tool clutching.
These buttons could also be used for voice activation.

As illustrated in Figure 2, our system receives input from a microphone near the
operator, preprocesses the message, and sends it to the Chat-GPT language model. The
model is trained (by giving it a few examples in the prompt) to respond specifically to only
the possible commands and the output is checked to ensure this. The responses are then
translated to command the hardware. The system provides a beep or buzz as feedback to
the surgeon, indicating success or failure. Although our current feedback to the surgeon
is only via sound and voice, we envision that augmented reality techniques could also be
used as feedback for the surgeon.
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2.2. The DVRK/Robot Operating System Interface

Our research laboratory has access to the da Vinci Standard Surgical System, which has
been modified to work with the da Vinci Research Kit (DVRK) [20,21]. The DVRK allows
the use of open-source software and hardware control boxes to command and receive
feedback from the robotic system.

The research employs this equipment in conjunction with the Robot Operating System
(ROS) [22] software framework. The Robot Operating System (ROS) is an open-source
middleware used for building robotics applications. It provides a set of tools and libraries
for building complex robotic systems, including drivers, communication protocols, and
algorithms. ROS is designed as a distributed system, allowing the communication and
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collaboration of multiple nodes running on different computers. Nodes can publish and
subscribe to messages on topics, allowing for easy exchange of information between
different components of the system.

In our voice assistant applications for the da Vinci Research Kit (DVRK), we utilize the
ROS middleware for direct access to the state information and control capabilities of the
robotic system. This allows us to integrate our voice commands with the robot’s control
system, enabling natural language control of its functions. The voice assistant application
consists of multiple ROS nodes that communicate with each other through ROS topics.
One node is responsible for processing the voice commands and translating them into
ROS messages that are sent to the DVRK control node. The control node then executes the
appropriate action based on the received message. Overall, the use of ROS in our voice
assistant applications enables seamless integration with the DVRK and provides a powerful
toolset for building complex robotics systems. More details of the base natural language
processing system are provided here [6].

2.3. Capturing and Preprocessing the Voice Inputs

ReSpeaker Mic Array v2.0, developed by Seeed Studios Inc. in Shenzhen, China,
was utilized for testing purposes due to its built-in voice recognition capabilities. The
device features a circular array with four microphones to determine the location of acoustic
sources and is equipped with hardware and onboard algorithms for far-field voice detection
and vocal isolation. The device functions as a USB microphone and tested very well in
both noisy and quiet environments. The microphone provides six channels, including
processed and raw captures from the onboard microphones and playback of the input
audio device through an auxiliary cord connected to a speaker. After we received inputs
from the microphone, we pieced the words together until a natural pause in the sentence
was heard. This pause indicates a full sentence or command to the system. We then used
this fully formed sentence as input to ChatGPT.

2.4. Asking for Input from ChatGPT

We have created an AskGPT() function which provides a way to interact with the
daVinci Surgical Robot using natural language commands. By leveraging the power of the
ChatGPT model, it can generate responses to a wide variety of commands. The AskGPT()
function takes a prompt as input and generates a response using the OpenAI ChatGPT
model. The prompt represents the command that a user wants to execute on the daVinci
Surgical Robot, such as “track the right tool”. The openai.ChatCompletion.create() method
is used to generate a response to the prompt. It takes several parameters, including the
model to use (in this case, “gpt-3.5-turbo”), the temperature value to use for generating
responses, and a set of messages that provide real-time training data for the model.

The temperature value in a ChatGPT API call represents a parameter that controls
the creativity or variability of the responses generated by the model. In the context of the
OpenAI GPT-3 language model, the temperature value is used to scale the logits (output
of the model) before applying the softmax function to obtain the probability distribution
over the vocabulary of possible next tokens. A higher temperature value results in a
probability distribution with higher entropy, meaning that the model is more likely to
produce more diverse and surprising responses. Conversely, a lower temperature value
results in a probability distribution with lower entropy, meaning that the model is more
likely to produce more conservative and predictable responses.

In general, this parameter can be dynamically set and could be useful when exploring
the space of possible responses, generating creative and diverse text, and encouraging
the model to take risks and try new things. Lower temperature values are useful when
generating more coherent and consistent text that is closely aligned with the training data
and has a more predictable structure.

In Figure 3, the interface message to ChatGPT is shown. The messages parameter
(programmatically sent to the ChatGPT interface) is an array of JSON objects that represents
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a conversation between a user and an assistant. Each message has a role and content field.
The role field specifies whether the message is from the user or the assistant, and the content
field contains the text of the message. Through this message protocol, we must provide
ChatGPT with clear examples of what the expected responses are. In this example, if we
do not provide a specific set of outputs, the system can become difficult to control (See
Figure 3).
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prompt the specific style of responses needed from ChatGPT.

In the first detailed example, an example prompt is given with an expected answer.
The first message in the messages array tells the user that they are interacting with a helpful
assistant. The second message is the simulated prompt to the system—“Track the right tool”.
The next message provides a set of options that ChatGPT can choose from to execute their
command, along with corresponding return codes. Then, a message indicating the correct
response, “TR”, is given. The remaining messages in the messages array are examples of
diverse types of prompts that the user might provide, along with the expected response
from the ChatGPT model. These are all used as just-in-time training for ChatGPT. Finally,
the last message in the array is the prompt that the user provided (from the microphone)
for which an answer is expected. Note that the examples given are not an exhaustive list of
commands, just a few indicating the general type of answer desired. The input can even be
in another language or more elaborately specified with a nuanced context.

2.5. Processing the ChatGPT Responses

Once the openai.ChatCompletion.create() method is called, it generates a response to
the provided prompt using the ChatGPT model. The response is returned as a completions
object, which contains the generated text as well as some metadata about the response. The
function returns one of the options from the list of choices, which corresponds to the action
that the calling program should take.
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To finetune the responses to specific commands that can be issued with confidence, our
code limits the responses of ChatGPT to those that are valid commands. The code defines
a dictionary called “choices” which maps a two-letter code to a specific command that
ChatGPT can respond with. The commands include actions such as tracking left or right,
starting and stopping video recording, finding tools, and taking pictures. As an added
check, the script also defines a string variable called “listofpossiblecommands” which
contains a space-separated list of all the valid two-letter codes. These codes are used to
check if the response from ChatGPT is a valid command. If the response is not a valid
command, then the script returns the “NV” index, which stands for “not valid”.

2.6. Triggering Hardware Commands

Using the ROS node structure, the two letters returned by ChatGPT represent a
possible command that can be executed on the daVinci hardware. When a command is
triggered, a sequence of actions is initiated through the assistant_bridge node to activate the
hardware. For instance, if ChatGPT is prompted with “Can you please track my right tool”,
the system will return the “TR” index, which corresponds to the very specific “daVinci
track right” command. This command is sent to the “assistant/autocamera/track” node,
which in turn sends a message to the/assistant_bridge node. Finally, the/assistant_bridge
node sends a message to the dVRK nodes that control the hardware in a loop, resulting in
the camera arm being continually adjusted to keep the left tool in the center of the field
of view. Commands to find tools that may not be in the field of view, take a picture of the
current scene, start and stop taking a movie of the scene, etc., are initiated similarly. What
ChatGPT adds to this basic framework is the ability to speak naturally, without a key word
or phrase in a specific order. The system is also able to operate the commands even if the
phrase being uttered is in a different language that is known to ChatGPT (Figure 4).
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item to note is that the output of ChatGPT is filtered and then commands are triggered within the
ROS node tree that change the behavior of the hardware.

2.7. Testing the System

As a way of testing the usability of the system, we wanted to see how accurately the
entire system works end-to-end (voice input, text conversion, sentence formation, ChatGPT
send, ChatGPT responses, and robot behavior). To do this, we used the following paragraph
as a continuous input to the system:

“Good morning. I would like you to start recording a video. Now, please start the
autocamera system. At this point, please track my left tool. Now track my right tool. Now,
just track the middle of my tools. Keep the point of my left tool in view. I seem to have
lost the view of my tools; can you please find my tools? Okay, stop recording the video.
Please keep the point of the right tool in view. Can you please take a picture now? I need
to concentrate on this region, please stop moving the camera.”

After every sentence, we would wait for confirmation before saying the next sentence.
In addition, we also wanted to know the effect of the temperature parameter on the Chat-
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GPT engine. So, we tested this paragraph (5 repetitions each) for each of the 5 temperature
settings (0.1, 0.2, 0.5, 0.75, 1.0). For these settings, we collected how many times the system
did not produce the correct response.

3. Results/Discussion

The results of the testing described above are shown in Table 1. Although this was
a quick usability test, the results of 275 sentences processed show 94.2% correctness. The
errors included not being able to understand what was said and even giving the wrong
command. The most common error was “NV”, not valid; however, there were errors
where the system responded with a keep left or keep right when a track left or track right
command was given. The errors were also due to transcription errors from voice to text.
These results are preliminary and need a full-blown user study. Before we perform a user
study, our group is interested in solving the issue of the time delay of the system.

Table 1. Table of incorrect responses by the system. The results are the end-to-end result of voice
input, text conversion, sentence formation, ChatGPT send, ChatGPT responses, and robot behavior.
The end-to-end accuracy for 275 commands to the system was 94.2%.

ChatGPT Temperature Number Incorrect Total Sentences

0.1 5 55

0.2 2 55

0.5 2 55

0.75 3 55

1.0 4 55

Total 16 275

Percentage 5.8% 94.2%

For the contingency table above, we find that the chi-squared statistic p value is 2.280
and the corresponding p-value is approximately 0.681. Since the obtained p-value (0.681) is
greater than the significance level (0.05), we do not reject the null hypothesis (that there
is no difference between the groups). This shows that there is no significant difference
between the conditions based on the provided data. Hence, temperature in this dataset had
no effect.

An issue with the current implementation is that there is a delay of about 1–2 s from
signal capture and send to when ChatGPT generates a response. This delay is due to the
nature of the GPT-3.5 model, which is a large deep learning model that requires significant
computation time to generate responses. In addition, there is network transmission delay.
There are several ways in which this delay could be mitigated. One approach is to use a
smaller, faster model, such as GPT-2 or a custom-trained language model that is optimized
for the specific task. With new tools now available like CustomGPT [23], which allow you
to input and create a system that works only on your own data, this will likely be possible.

It is, in theory, possible to have a local copy of a large language model which can
alleviate the network lag. This is known as on-premises or on-device deployment, where
the model is stored locally on a computer or server, rather than accessed through a cloud-
based API. There are several benefits to on-premises deployment, including improved
response times due to reduced network latency, improved privacy and security, and greater
control over the system’s configuration and resources. However, on-premises deployment
also requires more resources and expertise to set up and maintain the system. Other
options for on-premises deployment include training your own language model using
open-source tools like Hugging Face Transformers or Google’s TensorFlow. Integrating a
custom TensorFlow model into ChatGPT requires significant programming expertise, but it
can offer more control over the model’s behavior and potentially better performance than
using a pre-built model from a third-party service.
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We ran an experiment to test the speed of execution between a smaller LLM (70.8 mil-
lion parameters) running on a an RTX 2070 GPU with 8GB of VRAM [24] and the full
ChatGPT (version 3.5) LLM running from the web. The model we used locally executed,
on average, a command in 300 milliseconds, whereas a command using the full ChatGPT
model on the web took, on average, 580 milliseconds. Running on a local machine with a
more focused model is almost twice as fast as running on the web. More research on the
trade-off between the privacy, accuracy, and speed of LLMs is needed.

4. Conclusions

We believe that a robotic embodiment is crucial as GPT technology matures. An artifi-
cial general intelligence, which we may be approaching, without actuation is comparable
to cornflakes without milk. The development of chatbots using language models such as
ChatGPT has opened exciting possibilities for creating conversational interfaces that can be
integrated with various robotics-related applications. Our implementation is the first and
most basic step in this evolution.

The surgical robotics space has extremely stringent safety and operational restrictions.
There are challenges that need to be addressed, such as privacy, network latency, errors, and
the limited control over the responses of the model. One way to overcome these issues is by
training a local copy of the GPT model using TensorFlow and integrating it into the chatbot.
Tools for customizable datasets are now available [23]. Such systems will allow for faster
response times and domain-specific control over the responses generated by the model.

For clinicians, no level of error in the translation of intent is acceptable. There are many
improvements needed in this technology before it is validated for clinical use. Speech-to-
text conversion remains a critical issue. Additionally, it is important to carefully design the
conversation flow and supply specific instructions and limitations to the model, as seen in
the prompt example shown here. This is a new field of “prompt engineering” which helps
to ensure that the responses generated by the model are valid for the given context and the
type and modality of interaction are appropriate for surgical tasks.

The implementation of a natural language ChatGPT-enabled interface for the daVinci
Surgical Robot has the potential to significantly improve surgical outcomes and increase
accessibility to the technology. Our study provides implementation details along with a
basic prototype highlighting the usability of the natural language interface. This is only
a scratch on the surface of this field. Further research and development are needed to
evaluate the long-term implications of the natural language interface and its potential
impact on surgical outcomes.

The use of ChatGPT in aiding surgeons with complex cases through warnings, sug-
gestions and alternatives, patient monitoring, fatigue monitoring, and even surgical tool
manipulation could be possible in the near future. With advances in image and video
analysis in the ChatGPT framework, this avenue of research development could lead to
higher-functioning and more intelligent surgical systems that truly partner with the surgical
team. Future studies should evaluate the effectiveness and usability of the natural language
interface in surgical settings. We have begun implementing a “talk to me” functionality
that will be trained on specific surgical interventions and allow surgeons-in-training to ask
questions and receive information from the dataset that the system will be trained on.
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