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Abstract: Emotion recognition is a vital part of human functioning. textcolorredIt enables individuals
to respond suitably to environmental events and develop self-awareness. The fast-paced develop-
ments in brain—computer interfacing (BCI) technology necessitate that intelligent machines of the
future be able to digitize and recognize human emotions. To achieve this, both humans and machines
have relied on facial expressions, in addition to other visual cues. While facial expressions are effective
in recognizing emotions, they can be artificially replicated and require constant monitoring. In recent
years, the use of Electroencephalography (EEG) signals has become a popular method for emotion
recognition, thanks to advances in deep learning and machine learning techniques. EEG-based sys-
tems for recognizing emotions involve measuring electrical activity in the brain of a subject who is
exposed to emotional stimuli such as images, sounds, or videos. Machine learning algorithms are
then used to extract features from the electrical activity data that correspond to specific emotional
states. The quality of the extracted EEG signal is crucial, as it affects the overall complexity of the
system and the accuracy of the machine learning algorithm. This article presents an approach to
improve the accuracy of EEG-based emotion recognition systems while reducing their complexity.
The approach involves optimizing the number of EEG channels, their placement on the human scalp,
and the target frequency band of the measured signal to maximize the difference between high and
low arousal levels. The optimization method, called the simplicial homology global optimization
(SHGO), is used for this purpose. Experimental results demonstrate that a six-electrode configuration
optimally placed can achieve a better level of accuracy than a 14-electrode configuration, resulting
in an over 60% reduction in complexity in terms of the number of electrodes. This method demon-
strates promising results in improving the efficiency and accuracy of EEG-based emotion recognition
systems, which could have implications for various fields, including healthcare, psychology, and
human—computer interfacing.

Keywords: EEG feature extraction; neural networks; deep learning; emotion digitization

1. Introduction

Emotions are a complex mental state caused by electrochemical changes in the brain.
While the exact definition of emotions is not agreed upon, they can generally be classified
as pleasant or unpleasant. The study of emotions involves many different fields, such as
psychology, neuroscience, psychiatry, and medicine [1]. Despite ongoing research, the
underlying mechanism for how thoughts, feelings, and other mental states give rise to
emotions is not yet fully understood. In the natural world, humans can instinctively
detect the emotional state of other humans through a variety of means, for example, body
language, facial expressions and social cues, to name a few. In a similar way, the capturing
and digitization of these emotions by intelligent machines has traditionally depended
on recognizing facial expressions. This is done through computer vision coupled with
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artificial intelligence (AlI) and machine learning solutions. Among all Al approaches, deep
learning has demonstrated the most promising potential and has been widely used to
study human emotions [2-5]. Most deep learning models are trained on large-scale data
sets of labeled facial images [3,6,7], brain maps [5,8], audio waves [9], and text [10,11],
and use the extracted features to classify emotions with high accuracy, outperforming
traditional methods. In addition, researchers now investigate multimodal approaches,
which combine two or more inputs such as visual and textual data to learn more accurate
emotion representations [11,12]. Furthermore, new methods utilizing computer vision have
also been proposed, such as gaze and body gesture tracking [12], to capture subconscious
emotional signs.

A crucial component of human—computer interaction is emotion recognition, which
has been tackled using a variety of approaches. One of the earliest and most effective
approaches is facial expression recognition, which involves detecting specific facial features
such as the eyes, eyebrows, and mouth, and comparing them to a predefined set of emo-
tions [6,7,13]. For instance, the shape of the eyes, the movement of the eyebrows [14], and
the curve of the mouth can all convey a person’s emotional state, including happiness, sad-
ness, anger, or surprise [15]. Once these features are extracted, a computer vision algorithm
can be employed to recognize and classify facial expression into one or more pre-defined
emotions. Although facial expression recognition is a well-established technique, research
is ongoing to incorporate other modalities, such as speech, physiological signals, and body
posture, to enhance the efficiency and robustness of emotion recognition systems.

The main drawback of using facial expressions for recognizing emotions is that they
can be artificially replicated and require continuous monitoring. In an effort to circumvent
this drawback, the capturing of physiological data as an indicator of the psychological
state [16], irrespective of the physical presentation, became the focus of research and
development. A prime example of such physiological data is Electroencephalography
(EEG). Emotion recognition using EEG data is a field of research that aims to develop
methods for detecting and interpreting emotions based on the electrical activity of the brain.
EEG signal extraction is a non-invasive technique that measures the electrical activity of
the brain through electrodes placed on the scalp. By analyzing patterns of brain activity
associated with specific emotions, researchers aim to develop algorithms that can accurately
detect and interpret emotions based on EEG data. This technology has the potential to
be used in a variety of applications, such as in clinical psychology, human—computer
interaction, and marketing research [17].

EEG-based emotion detection systems may have problems since they are susceptible
to a number of variables, including individual variations in brain activity and changes
in electrode location. Additionally, it can be difficult for non-experts to use or interpret
the results accurately because the interpretation of EEG data can be complex and require
specialized knowledge. Furthermore, EEG may not always give a direct and clear indica-
tion of the precise emotion that a person is experiencing because it indirectly measures
the electrical activity of the brain. Despite these obstacles, research in this area is moving
forward, and EEG-based emotion recognition systems have a lot of potential to contribute
to a variety of applications in the future. Research interest in the area of EEG-based emotion
identification has increased significantly, partly as a result of the introduction of portable,
inexpensive plug-and-play EEG headsets to the consumer market [18]. This has democra-
tized the research and development of EEG-based emotion recognition [7,19,20], which is
no longer limited to advanced and well-funded laboratories. Instead, researchers across a
wide range of disciplines and settings can now utilize these devices to explore the neural
correlates of emotional experience and develop innovative applications for real-world use.
In both resourced-limited laboratories using commercial EEG headsets and well-equipped
laboratories, the quality of the extracted EEG signal is shown to be crucial as it affects the
overall complexity of the system and the accuracy of the machine learning algorithm. These
portable EEG headsets have a number of benefits, one of which is the ability to capture
participant EEG data in more authentic and naturalistic environments. This is significant
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because emotional experiences frequently occur in settings other than the lab, in everyday
life. Researchers can gain a better understanding of how the brain handles emotions in the
context of practical experiences by gathering data in these environments.

The primary objective of this study is to enhance the accuracy of EEG-based emotion
recognition systems while reducing their complexity, by optimizing the number of EEG
channels, their placement on the human scalp, and the target frequency band of the
extracted feature to maximize the difference between the high and low levels of the arousal
and valence emotion axes. The simplicial homology global optimization (SHGO) method is
employed for this purpose. Using publicly available experimental data sets, results indicate
that a six-electrode configuration optimally placed can achieve a better level of accuracy
than the 14-electrode configuration using the EMOTIV EPOC+ headset, resulting in an over
60% reduction in complexity achieved by reducing the number of electrodes used from 14
to only 6 electrodes.

The EEG-measured electrical activity of the brain can be divided into various frequency
bands. Each frequency band corresponds to a certain cognitive or behavioral state, and
by analyzing them, we can gain knowledge about various facets of brain activity. Theta,
alpha, beta, gamma, and delta are the five primary EEG frequency bands. Delta frequencies
(0.5-4 Hz) display minimal direct association with emotion recognition, as they primarily
relate to deep sleep and unconscious states [21]. Theta frequencies (4-8 Hz) are connected
to emotional processing and memory, and some research indicates a relationship between
emotional arousal and valence [22]. The lower alpha range (8-10 Hz) has been observed
to demonstrate emotionally induced alterations in cognitive and affective processes [23].
Beta frequency activity (13-30 Hz) has been linked to emotional regulation and processing
and is proposed to be involved in the perception of emotions, with a focus on frontal and
prefrontal brain areas [24]. Finally, gamma frequencies (30-100 Hz) are proposed to be
involved in the perception of attention, and advanced cognitive processes associated with
emotional experiences [25].

This paper’s major focus is the construction of a sophisticated mathematical model
that is intended to minimize the number of EEG channels and select the optimum positions
to be used for emotion recognition as well as the particular frequency band. The idea
depends on maximizing the difference between two opposite emotions or feelings, each
represented by its topography or heat map image. The main goal of this research is to
increase the accuracy and reliability of brainwave readings, which will improve the overall
effectiveness of EEG emotion recognition technology and advance the development of BCI
systems. The SHGO algorithm, a well-known optimization method, is used by our novel
model because it is effective at finding global minima in a multidimensional space. As a
result, the door is still open for the introduction of other optimization techniques, allowing
for future developments.

The structure of this article is as follows: Section 2, provides an overview of EEG-based
signal extraction for emotion recognition. The SHGO method and objective function is
described in Section 3. The result of the optimization is presented in Section 4. Finally, the
work is concluded in Section 5.

2. EEG-Based Signal Extraction for Emotion Recognition

Researchers have identified 62 different channels on the human scalp from which
EEG data can be extracted for machine learning classification [26-29]. These channels are
distributed across the scalp with 27 channels on the left, 27 channels on the right, and the
remaining 8 channels located in the middle. Figure 1 presents an example of electrode
placement in a low complexity EEG headset that utilizes only 14 electrodes [30]. It is well
known that certain regions of the brain are more active during emotional expressions, and
therefore, placing a large number of electrodes over the scalp may capture unnecessary data
from inactive regions of the brain. EEG (electroencephalogram) is a non-invasive method
used to record electrical activity in the brain. While there is no universally agreed-upon
“best” combination of EEG channels for emotion recognition, several studies have identified
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specific channels and frequency bands that are most relevant. It is important to note that
the optimal channels may vary depending on the specific emotions being studied and the
experimental setup. While there is no universally agreed-upon “best” combination of EEG
channels for emotion recognition, several studies have identified specific channels and
frequency bands that are most relevant. It is important to note that the optimal channels
may vary depending on the specific emotions being studied and the experimental setup.
EEG channels and areas associated with emotion recognition studies demonstrate that in
the frontal channels, the frontal cortex, especially the prefrontal cortex, is known to be
involved in emotion processing. Channels such as Fp1, Fp2, F3, F4, F7, and F8 are often
used in emotion recognition studies [31]. While central and parietal channels include the
central (C3, C4) and parietal (P3, P4) area, channels have also been implicated in emotion
processing, particularly when studying arousal and valence dimensions [32]. On the other
hand, the temporal lobe channels (T3, T4, T5, T6) are associated with processing auditory
and language-related information, which can be relevant in emotion recognition [31].
Finally, occipital channels in the occipital cortex (O1, O2) are primarily associated with
visual processing; some studies have reported emotion-related activity in this area [33].
To address this inefficiency, the placement of electrodes can be optimized for specific
target applications, as opposed to the general purpose EEG data acquisition illustrated in
Figure 1. This optimization can capture underlying electrical activity more effectively.

Figure 1. Electrode Locations of a low-cost commercial headset (Emotiv) with only 14 electrodes [30].

Furthermore, beyond optimizing the number of electrodes and their respective lo-
cations, the features extracted play a role in the overall system performance. Numerous
researchers have explored different methods for extracting features from EEG signals to
recognize emotions, including time domain [34], frequency domain [35], and mixed domain
features [36]. Multimodal systems that combine EEG signals with other input signals such
as skin conductance, facial expressions, eye movement, muscle activity, or other vital signs
have also been studied. Among these, facial expressions have been found to provide high
accuracy compared to other input signals [3,7,19,37]. These systems have been successful
in detecting various emotions with efficiency ranging from 83% to 89.6%, depending on
the number and types of emotions. In 2021, Aguifiaga achieved the maximum accuracy
of 89.6% by utilizing a system that relies on signal processing to extract wavelet features
from the EEG signals, which were measured using only 15 EEG channels. The convergence
of various tributaries of arousal and valence combinations gives rise to a four-class model
of emotions. These classes can be described as follows: happiness, which is characterized
by high levels of both arousal and valence; sadness, which is characterized by low levels
of both arousal and valence; anger, which is characterized by high arousal and low va-
lence; and neutral, which is associated with low arousal and high valence. EEG signals
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have also been used in multimodal systems with Galvanic skin conductance and blood
volume pressure using 15 EEG channels, with an accuracy of approximately 75% for three
different emotional states [38]. Table 1 provides a summary of various EEG-based emotion
recognition experiments, highlighting the number of channels, reported accuracy, subject
independence, corresponding online database, and the detected emotion. Research in
this area is often heavily subject-dependent, meaning that the models developed are often
optimized for specific individuals and may not generalize well to others. Consequently, out-
comes and insights from these studies may be less universally applicable, thus limiting their
overall impact and scalability. Both the last column and second to last column of Table 1 are
of particular importance in this work, as their clear definition and clinical setting allow for
the reproducibility of the results, and facilitate data sharing and collaboration. In addition
to the listed studies, there is an achievement of binary classification for the valence axis to
detect happy or sad human emotional states using only two channels (FP1 and FP2) with
a high efficiency of 97.42% [39]. It states that the most reliable performance for emotion
recognition is obtained using the three frequency bands which are delta, alpha, and gamma.

Table 1. Summary of various EEG-based emotion recognition experiments indicating the number of
channels, reported accuracy, subject independence, online database, and the emotion detected.

Ref. Channels Accuracy Subject Database  Detection

Valence
[3] 14 77.60-78.96%  Dependent  Deap Arousal
Dominance
High
[4] 12 81.5-86.87%  Independent 12 subjects Low Valence
Arousal

Happiness and Sadness
[40] 14 87.25% Dependent 19 subjects Fear and Anger
Surprise and Disgust
High
[41] 32 96.28-96.62%  Dependent  Deap Low Valence
Arousal

Neutral

[7] 62 83.33% Independent  Seed Sadness and Fear
Happiness
High

[10] 10 58.47-60.90% Independent N/A Low Valence
Arousal

To classify human emotions using EEG signals, researchers often use musical videos
or short clips to elicit different emotions in participants. Participants may report their
emotions in various ways, and the duration of each clip can range from a few seconds to
six minutes. Despite the increasing interest in studying the effects of emotions on brain
signals, only a limited number of databases are available. Most of the data sets aim to
detect emotions on three main scales: Valence, Arousal, and Dominance. The Arousal axis
ranges from inactive or uninterested to active and excited, while the Valence axis ranges
from sad or stressed to happy. The Dominance axis ranges from feeling weak and helpless
to feeling empowered and in control of the situation. The most commonly used method for
reporting emotions is the Self-Assessment Manikin (SAM) [42,43]. This method involves
displaying manikins in front of the user, depicting the user’s emotional state on a linear
scale for each emotional axis, as shown in Figure 2. SAM is a commonly used instrument
for assessing a person’s emotional valence and arousal in reaction to a stimulus. Selecting
the image that most accurately captures the participant’s present emotional state or their
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reaction to a particular stimulus is required. In a variety of contexts, including clinical
psychology, marketing research, and human—computer interactions, the SAM has been
demonstrated to be a valid and accurate measure of emotional responses. For academics
and practitioners looking for quick and accurate assessments of emotional responses, its
simplicity and use make it an appealing option. However, the main issue with the currently
available databases that use SAM is that participants are asked to express their feelings
with a single value for the entire duration of the video or trial. In reality, it is more likely
that a participant’s feelings may change throughout the experiment period, and a single
value may not capture the full range of emotions experienced.

In this study, we have utilized the widely used DEAP database [44], which includes
recordings of 32 participants aged 19 to 37 years engaging in various emotional processing
tasks. Males and females are split equally among the participants. Each participant was
shown 40 stimulus videos, each with a duration of 60 s. Physiological signals including EEG
were recorded from 32 electrodes positioned using the international 10-20 method with the
512 Hz sampling frequency rate, which was later down-sampled to 128 Hz. In addition, the
database includes supplementary data such as facial expressions, eye movements, mouth
shape, galvanic skin response (GSR), and body temperature obtained from the left pinky
finger [45]. However, it is important to note that none of the aforementioned supplementary
data were taken into consideration in the current research. Using SAM methodology, each
participant is evaluating each watched video based on his feelings by one single value
between 1 and 9. Numerous studies on emotion recognition using physiological signals
have made use of the DEAP database. The database has been utilized by researchers
to create and assess algorithms for automatic emotion recognition as well as to explore
the connections between physiological markers and emotional reactions. Researchers in
the disciplines of affective computing, human—computer interaction, and psychology can
benefit from the database because it is freely accessible and can be downloaded from the
official website.

| Valence |
L - J
Unpleasant =1 I 1 Ieg! == Pleasant
Sad Happy
Stressed elated
1 2 3 4 5 6 7 8 9
J l 1 |
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Figure 2. Emotion axes with scaling from (1 to 9) superimposed on the standard self-Assessment
Manikin System (SAM).
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The optimization of the EEG channel selection for emotion recognition can be clas-
sified into two broad categories [46]: (i) prior knowledge-based approach with repeated
experimentation, and (ii) data-driven approaches. Only a few studies exist using the
latter approach while adopting the DEAP data set, which ensures repeatability and cross-
verification. One approach proposed by Liu et al. [47] calculates the mutual information
between each channel and the target emotion and then uses a genetic algorithm to select the
optimal subset of channels. This approach achieved a higher classification accuracy than
using all channels or a random subset of channels. Patel and Patel [48] used a combination
of mutual information, correlation coefficient, and principal component analysis to rank
the channels, and then used a genetic algorithm to select the best subset of channels. They
also achieved higher accuracy than using all channels or a random subset of channels.
Zhou et al. [49] demonstrated the use of a feature selection algorithm based on binary par-
ticle swarm optimization to optimize EEG channel selection for emotion recognition with
the DEAP dataset. Their approach achieved higher accuracy than using all channels or a
random subset of channels when evaluated with three different classifiers. Wang et al. [50]
proposed a multi-objective genetic algorithm to optimize EEG channel selection for emotion
recognition with the DEAP dataset. Their approach successfully balanced the number of
selected channels with classification accuracy using their method. Guo et al. [51] presented
an enhanced binary particle swarm optimization algorithm to optimize the EEG channel
selection for emotion recognition with the DEAP dataset, which achieved higher accuracy
and selected fewer channels than other feature selection algorithms.

To the best of the authors” knowledge, the work presented in this article is the first
demonstration of optimum EEG channel selection for emotion recognition (with the DEAP
data set), using frequency-dependent EEG topographic maps to construct an objective
function, which is maximized using the simplicial homology global optimization method.
The primary contribution of this work is the derivation and subsequent implementation
of an objective function, which captures the difference in the distribution of the EEG
brain activity of participants, who are exposed to different types of emotional stimulus.
Subsequently, the SHGO method utilizes this objective function in determining which of
the 14 electrodes offer the most influence on recognizing an emotion.

The optimization process was carried out using Python language by using the “shgo”
function from the optimization module of the SciPy library, which was used to imple-
ment the technique in Python. The SHGO was utilized for optimization to select the
optimal combination from 14 electrodes for emotion recognition and the optimal frequency
band for the same objective. The convolutional neural network (CNN) was employed for
classification using the topographies generated by the optimal electrodes in the optimal
frequency band as selected in the optimization stage. The CNN classification was assessed
on both 14 and 6 electrodes. Importantly, the emotion classification employed the generated
frequency-dependant topographical data but did not utilize the SHGO method. Addition-
ally, the CNN was implemented using the TensorFlow v2.10.0 framework developed by
Google, specifically the Keras interface. A total of 17,440 topographies made up the input
data, which were then randomly shuffled. The input data were split into two subsets in
order to evaluate the performance of the algorithm: 13,952 photos (80% of the total) were
used for training, and 3488 images (20% of the total) were set aside for testing/validation.

3. Optimal EEG Signal Extraction for Emotion Recognition
3.1. EEG Topographic Maps

The determination of EEG signal morphology depends on the brain activity at the time
of waveform capturing, which in turn is dependent on the section of the brain that is active
during that time. The three primary lobes of the human brain anatomy is shown in Figure 3a.
The cerebrum is the largest and most important part of the brain, and it is divided into
two halves or hemispheres. Each hemisphere is divided into four lobes—frontal, parietal,
temporal, and occipital. The frontal lobe is responsible for planning and controlling complex
voluntary movements and for personality, judgment, decision-making, and cognitive func-
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tions, such as language, abstract thinking, and problem-solving. The parietal lobe processes
somatosensory information, such as touch and coordinates movements [52]. The temporal
lobe processes auditory information and is also responsible for memory and speech. The
occipital lobe is the smallest lobe and is responsible for vision, including color and spatial
perception. The brainstem is responsible for the functioning of basic life processes such as
breathing, blood pressure, and swallowing. The cerebellum controls balance and coordi-
nation of fine movements, including walking and speaking. EEG waveforms have distinct
shapes that can signify different types of brain activity [53].

The EEG signal is typically represented as a time series of voltage values that corre-
spond to electrical activity detected by the electrodes, measured in microvolts (V). The
signal is typically sampled at regular intervals—typically between 128 Hz and 1024 Hz.
Common EEG signals have a frequency range of up to 45 Hz, though the range can extend
beyond 200 Hz in special circumstances. EEG signals usually have standardized frequency
ranges, denoted as delta, theta, alpha, beta, and gamma waves [54]. These EEG frequencies
refer to different electrical activity signals present in the brain, providing insights into how
different areas of the brain are functioning. EEG frequencies are used in the diagnosis and
treatment of various neurological and psychiatric conditions, as well as to monitor brain
activity during various activities such as sitting, sleeping, and meditating [55]. Higher
signal power in the delta band is indicative of brain activity during deep sleep time. Recent
studies have experimentally demonstrated that the bands of interest for emotion recog-
nition based on publications are theta, alpha, and beta bands [56-58]. A second-order
bandpass filter is used to eliminate unwanted frequency bands.

Theta Alpha

Fronal Lobe ’ ’
A

Parietal Lobe Temporal Lobe

Occipital Lobe

Brain stem

Cerebellum Beta Gamma

y

(a) )

Figure 3. (a) Brain anatomy with the primary lobes highlighted. (b) an example of an EEG 2D

topography using the optimum 6 electrodes for four different frequency bands.

EEG topography is a non-invasive technique that allows researchers to create a visual
representation of the electrical activity of the brain in real time. The EEG topographical
maps are generated by applying mathematical algorithms to the raw EEG data. The algo-
rithms calculate the power spectrum of the EEG signals, which represents the amplitude of
the different frequency components present in the signal. This method has been widely
utilized in neuroscience to investigate various aspects of brain function, including but not
limited to cognition, emotion, and perception. An example of a 2D EEG topography ob-
tained with an optimally placed set of only 6 electrodes out of the 14 is shown in Figure 3b.
The raw EEG data are analyzed and processed to generate a topographical map, which dis-
plays the distribution of the electrical activity across the scalp. There are different possible
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techniques to generate heat map topography of the brain activity, whether by self-generated
codes [59,60] or by using different software [61]. The brain activity illustration, represented
in Figure 3b, displays the topographical representation or thermal brain mapping, using the
six optimum electrodes for the four tested frequency bands. This representation employs
a color gradient ranging from blue, indicating lower levels of activity or power spectral
density, to red, signifying heightened activity or power spectral density. Consequently, it is
evident from the visual depiction that the observed activity predominantly concentrates in
the frontal region of the scalp because of discarding 8 sensors out of the total 14 sensors
and considering only 6 sensors distributed mainly on the frontal area of the scalp. Put
simply, the blue regions within the depicted illustration indicate a lack or diminished level
of activity in comparison to the red regions. This implies that even when disregarding
certain electrodes, the respective areas will predominantly exhibit a blue coloration, while
the gradient of red originates from the nearest active region. However, it is important
to state that there is a level of ambiguity experienced from a vantage point outside the
optimization algorithm, from which it may not be possible to differentiate between a sec-
tion of the brain with a blue topography color, due to either: (i) the actual lack of brain
activity or (ii) the absence of the electrode signal altogether. Although both scenarios could
be mathematically identical from the perspective of the objective function, which aids
in maximizing the difference between emotional states, their respective interpretations
are widely different and could not be used to accurately represent the underlying brain
activity. The non-uniform nature of the electrode placement further exasperates the issue
of accurately representing brain activity. However, the primary objective in this work is
to locate the electrodes with the most contribution to the accuracy measure when classi-
fying emotions, as opposed to producing a valid representation of brain activity. Even
though the validity of the generated topographies could indeed be in question on their
own merit, they do maximize the difference between emotional states. In this research
on emotion recognition, the utilization of a non-uniform electrode distribution for brain
activity measurement proved to be highly beneficial and effective. It is proven that better
emotion recognition accuracy can be obtained by strategically placing fewer electrodes
that are non-uniformly distributed in regions known to be involved in emotion processing.
Interpolation is used to estimate brain activity at locations without electrodes, creating
a more complete approximation of the estimated activity map, and the projection tech-
niques provide partial visual representations of brainwave activity of the brain areas more
involved and affected by human emotions. This technique has provided valuable insights
into the neural mechanisms underlying behavior and cognition, making it an essential tool
for researchers in the field of neuroscience. The EEG 2-dimensional topography contains
spatial information and is thus quite useful for the task of optimizing electrode placement
on the scalp. Consequently, they are the input to an objective function that maximizes the
ability to discriminate between different emotional states.

EEG signal data collected from the scalp electrodes is processed by computer algo-
rithms to create EEG topographic maps. Processing the raw EEG signal using digital filters
to choose the desired frequency range is the first stage in creating a topographic map.
The signal is separated into epochs after processing, which are the signal readings that
correspond to the positions of various sensors. Then, using the Fourier transformation
method, the epochs are converted into the frequency domain. A topographic map, which
is a graphic representation of the distribution of power throughout the scalp at various
frequencies, is made using the data on power spectral density that is produced. The power
spectral density data collected from each electrode are interpolated across the scalp surface
to produce this map. The topographic map displays the power distribution across the scalp
at various frequencies, with color coding indicating signal strength.

These heat maps provide valuable insights into the neural correlates of emotions. The
idea of using topographical maps’ visual representation is to provide the researchers the
opportunity of using the power of CNN networks in image classifications. The generation
of topographical activity maps commonly involves utilizing all available electrodes within
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the headset. This method effectively portrays the current activity map with a degree of
resolution contingent upon the number of electrodes employed. Increasing the number
of electrodes leads to higher resolution in the resulting brain activity map. However,
researchers may opt to exclude certain electrodes in order to focus solely on a subset of
electrodes that exhibit a correlation with their specific research inquiry. In such cases,
researchers often employ a projection technique to estimate the activity in brain regions
not covered by the selected electrodes or those unrelated to the research topic. These maps
provide a spatial distribution of partial activity within the human brain, taking into account
the regions of interest [62].

Overall, these topographic maps can help shed light on the emotional and cognitive
processes connected to the recorded EEG signal and are employed in a variety of applica-
tions, including clinical diagnosis, brain-computer interface, neuroscience research, and
emotion recognition, and can offer vital information about the spatial and spectral features
of the EEG signal.

3.2. Objective Function

The objective function, which stands for the desired outcome or aims in optimization
issues, is essential. It specifies the optimization criteria, such as maximizing or minimizing
a particular value, and directs the optimization procedure. It is hard to judge whether the
optimization process has been successful or not without a clearly defined objective function.
The particular issue being treated and the desired result should be taken into consideration
while choosing the objective function. In order to be effectively optimized using the
existing techniques, the objective function should also be computationally effective and
well-behaved.

The measured topographies obtained from the DEAP data set are stored as images
with the RGB (red, green, and blue) system representing the colors used on a digital display
screen. Accordingly, each topography can be viewed as a three-layered matrix, with each
layer corresponding to a color, R, G, and B. In this work, each image is a square consisting
of 64 pixels x 64 pixels per single color.

The objective function is defined as the sum over the three RGB colors of the absolute
difference between the mean of a set of EEG topographies obtained for two different classes
of emotions as depicted in Figure 4. Without the loss of generality, for a specific emotion
axis E (valance or arousal), a total of N and M EEG topographic images are obtained for
the high class and low class, respectively. The average EEG topography for each class
determined through the mean of the pixel values is calculated separately for each color C
(R, G, B). Subsequently, the absolute difference between the average EEG topography for
high and low classes of each emotion is calculated. The resulting formulation is:

LY, HighlE)[C)

1

N M

_ L, Low[E][C);

Ac[64 X 64] =

Here, C denotes one of the three (R, G, B) colors, and as such, three absolute differences
in the average topography are generated. The total sum of the matrix sum of each Ag,
Ag, Ap involves the addition of 64 by 64 by 3 for (R, G, and B), or 49,152 elements, which
represent the difference between the average value for each pixel between high and low
categories of the valence or arousal scale.

ObjectiveFunction = Ag + Ag + Ap
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Figure 4. The calculation of the objective function, which is defined as the sum over the three RGB
colors of the absolute difference between the mean of a set of EEG topographies obtained for two
different classes of emotions.

3.3. Simplicial Homology Global Optimization

The SHGO algorithm is a powerful and versatile optimization technique that has
demonstrated its effectiveness in a wide range of optimization problems [63—66]. One of
the key benefits of SHGO is its adaptability to changing search spaces, making it ideal
for dynamic optimization problems [65]. Additionally, its level of self-learning enables
it to improve its performance over time, while maintaining remarkable scalability in
terms of both the number of dimensions and the number of candidate solutions explored.
For optimization problems in nonlinear systems implemented using the Scipy Library in
Python, the SHGO algorithm has been selected as the primary optimization method for the
channel and frequency range optimization problems [64].

The SHGO algorithm consists of two primary components: a local search algorithm
and a stochastic search strategy. The local search algorithm generates candidate solutions
from the local region to minimize the hypervolume of a partition of the search space.
The stochastic search strategy evaluates the current search potential using techniques such
as simulated annealing, genetic algorithms, ant colony optimization, and ant-inspired
techniques. The mathematical principles of the SHGO algorithm are simplicial integral
homology and combinatorial topology [65,67]. Black box optimization refers to optimizing
an objective function without knowing its inner workings and only relying on input-
output behavior. Grey box optimization, on the other hand, refers to having some partial
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information about the objective function, such as constraints or structure knowledge, but
still relies on input-output behavior to optimize the function.

Due to the efficiency by which the SHGO quickly locates all local minima of an
objective function [64,65], and the black box nature of brain EEG signals’ extraction process,
the algorithm is particularly well-suited for selecting the best combination of EEG electrodes
and the associated frequency ranges for recognizing human emotions.

4. Optimization Results and Discussion

As result, SHGO approaches have demonstrated promising results for optimizing EEG
emotion identification channels. In order to maximize the difference between the high and
low arousal levels, this method optimizes the number of EEG channels, their placements,
and the target frequency band of the measured signal. The SHGO optimization algorithm
was utilized to maximize the objective function. Like any optimization technique, the
SHGO algorithm examines various possibilities by testing the effects of modifying each
input parameter. In this case, there are 15 parameters to consider, including the 14 EEG
channels that can be activated or considered (multiplied by 1) or deactivated or eliminated
(multiplied by 0), and the frequency range (0 = Theta, 1 = Alpha, 2 = Beta, and 3 = Gamma).
There are only two possibilities for 14 of these parameters, while the last parameter has
only four possible options. Consequently, the total number of combinations is 4! x 214 = 216
possibilities. In other words, the topography heat map will be generated from the power
spectral density calculated from all the activated channels among the 14 channels in one of
the four frequency bands. All the deactivated channels will be represented by zero value in
the topography (multiplied by zero). Each level of the arousal axis will be presented by one
average topography, and the objective function to be maximized is the absolute difference
between the two average topographies, pixel by pixel. The next step is to add all these
absolute differences to have one single number representing the differences between these
two opposite emotions. Although optimization techniques generally provide only the final
optimal solution, this study recorded and saved all the combinations tested by the SHGO
technique for further analysis.

The maximum objective function value is plotted against the number of channels
as shown in Figure 5. Results indicate that the system with only one sensor does not
demonstrate a significant difference between High and Low arousal topographies. However,
an increase in the number of channels leads to greater differences between the topographies
with different arousal levels, up to three channels. Using four channels leads to a small
drop in the objective function value, after which the value continues to increase until nine
channels are activated at the same time. Beyond nine active channels, the objective function
value decreases, indicating that adding more EEG channels does not lead to any increase
in the objective function. Additionally, there is no significant increase between using six
channels and nine channels. The six channels selected are AF3, F7, E3, FC5, FC6, and F8,
with four of them located on the front left side of the scalp. This information is presented in
Figure 6. The utilization of only six channels offers a 60% reduction in complexity compared
to the total 14 sensors in the EPOC+ EEG headset.

In the final phase of the analysis, we implemented a deep learning framework to
distinguish between topographies generated by optimally selected electrodes, their optimal
placements, and within the optimal frequency range. Given the nature of the input to the
model—topographic heat maps represented as RGB images—we specifically opted for
a CNN. By employing a CNN, we aimed to harness the inherent spatial structure in the
heat map data and effectively decode the complex patterns presented by the optimally
configured EEG system. CNNs are a deep learning technique that has recently been used
for emotion recognition and is designed to process high-dimensional data such as images,
audio, and video. By effectively recognizing local patterns, CNNs provide the best-suited
methodology to analyze the RGB-encoded topographies in our study. CNNs take advantage
of 2-D or 3-D convolutional layers to capture local patterns and use pooling layers to reduce
the resolution or to learn features across regions. Since the main input here is the topography
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of the brain heat map, CNN is chosen as the type of network to be used with the input image
representing the brain activity. The data available in the DEAP database were classified
according to the threshold. Videos reported with levels three and below are considered
low, and the other videos that reported levels seven and above are classified as high.
Moreover, after discarding the first 20 s from each EEG recording to ensure that the subject
is feeling the reported emotion, for each video, we have 40 s converted to 40 topographies
using a 1 s window size. Having 32 participants with each watching 40 different videos,
results in 32 (participants) x 40 (videos) x 40 (topographies) = 51,200 topographies. These
topographies cover different emotions reported by the participants, including high, low,
and normal levels of the three axes of arousal, valence, and dominance. The extracted high
and low levels of the arousal axes resulted in 17,440 topographies that will be used for
the training and testing process. The CNN structure starts with the input layer with the
topography size 64 x 64 x 3 generated using the optimum channels’ result (AF3, F7, F3,
FC5, FC6, and F8) using the optimum frequency range beta. The first four blocks consist of
a convolutional layer followed by a max pooling and activation layer. Finally, the output of
the four blocks is flattened and passed through two dense layers to classify the result in the
output layer, whether high or low. The full CNN structure is shown in Table 2.

ﬂﬂﬂﬂﬂ

30061 31441 31010 81275 3p508

29,712 29,953

25,448
27,298

ﬂﬂﬂﬂﬂ

20,388

177

Number Of Channels

Figure 5. The maximum objective function value is plotted against the number of channels.

) | (
N

Figure 6. The optimum six channels selected are AF3, F7, F3, FC5, FC6, and F8, with four of them
located on the front left side of the scalp.
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Table 2. CNN architecture.

Layer (Type) Output Shape Param #
2D Convolutional (None, 63, 63, 10) 130
2D Max Pooling (None, 31, 31, 10) 0
Activation (None, 31, 31, 10) 0

2D Convolutional (None, 30, 30, 512) 20,992
2D Max Pooling (None, 15, 15, 512) 0
Activation (None, 15, 15, 512) 0

2D Convolutional (None, 14, 14, 32) 65,568
2D Max Pooling None, (7,7, 32) 0
Activation (None, 7, 7, 32) 0

2D Convolutional (None, 6, 6, 16) 2064
2D Max Pooling (None, 3, 3, 16) 0
Activation (None, 3, 3, 16) 0
Flatten (None, 144) 0
Dense (None, 10) 1450
Dense (None, 2) 22
Total params 90,226
Trainable params 90,226
Non-trainable params 0

In the current study, a neural network model was developed using a dataset compris-
ing 9374 topographic EEG images between high and low arousal levels of SAM reported
values. To ensure a robust evaluation of the model’s performance, the dataset was divided
into training and validation sets. The training set accounted for 80% of the data, consisting
of 7499 images, while the validation set comprised the remaining 20%, containing 1875 im-
ages. This partitioning allowed the model to learn from a substantial amount of data while
also providing an independent subset for evaluating its generalization capabilities and
tuning the hyper-parameters. Through this approach, the study aimed to create a reliable
and efficient emotion recognition system based on topographic EEG data, achieving 84.89%
efficiency for the arousal axis of high and low-level classifications using only six sensors,
which is a very noticeable improvement compared to 77.78 when using all of the 14 sensors
from the EPOC+ headset, as clearly shown in Figure 7.

CNN Results
86.00% 84.89%

84.00%

82.00%

77.78%

CNN Accuracy
~J oo
] =)
=
(=] =)
X =R

76.00%

74.00%
6 14
Number of Electrodes

Figure 7. CNN Results Comparison between 14 EPOC+ headset electrodes and the reduction to
6 electrodes.
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5. Conclusions

In conclusion, compared to conventional techniques for emotion recognition, such
as facial expressions or self-reported questionnaires, the proposed method is more afford-
able and non-intrusive. Since EEG-based systems directly measure brain activity, they
can provide important insights into human emotions that are not always visible using
other techniques. The suggested strategy has the potential to be extensively adopted as a
technique for emotion recognition across a variety of fields, as powerful machine learning
algorithms continue to improve and more affordable EEG equipment become available.
To improve the precision and applicability of the suggested method, the future study can in-
vestigate the integration of EEG-based emotion recognition with other technologies, such as
virtual reality or brain-computer interfaces. Furthermore, EEG-based systems have become
a popular method for emotion recognition due to recent advances in deep learning and
machine learning techniques. This article presented an innovative approach to improving
the accuracy of EEG-based emotion recognition systems while simultaneously reducing
their complexity. The approach involves the optimization of various parameters, such as
the EEG channels as the number of channels, channel locations and their placement on
the human scalp, and the target frequency band of the measured signal to maximize the
difference between high and low arousal levels. The experimental results demonstrate that
a six-electrode configuration optimally placed can achieve the same level of accuracy as a
14-electrode configuration, resulting in an over 60% reduction in complexity using only six
sensors. The reduction in system complexity improved the system efficiency from 77.78%
to 84.89% by extracting power spectral density features from AF3, F7, F3, FC5, FC6, and
F8 channels in the beta frequency range to build up human brain topography. This ap-
proach has promising implications for various fields, including healthcare, psychology,
and human-computer interfacing, and could contribute to the development of intelligent
machines that can digitize and recognize human emotions. Building up the mathematical
model is not only optimizing the channels and frequency bands but it can also be used
for features and window size optimizations, applying different optimization techniques.
In future work, the plan is to extend the capabilities of the derived mathematical model
by incorporating two additional parameters into our optimization process—window size
and the feature extracted. Regarding window size, research will investigate its effect on
the recognized emotional state by generating the topography using different window sizes.
By integrating window size as a variable affecting the generated topography into our
model, we can enhance the system recognition efficiency. Additionally, in the future, the
research will also intend to include other features to be extracted and used in generating
the brain heat map in the process of having the optimum choice of all possible parameters
affecting the generated topography used as the neural network input.
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