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#### Abstract

This paper proposes a double-layer structure RRT* algorithm based on objective bias called DOB-RRT*. The algorithm adopts an initial path with an online optimization structure for motion planning. The first layer of RRT* introduces a feedback-based objective bias strategy with segment forward pruning processing to quickly obtain a smooth initial path. The second layer of RRT* uses the heuristics of the initial tree structure to optimize the path by using reverse maintenance strategies. Compared with conventional RRT and RRT* algorithms, the proposed algorithm can obtain the initial path with high quality, and it can quickly converge to the progressive optimal path during the optimization process. The performance of the proposed algorithm is effectively evaluated and tested in real experiments on an actual wheeled robotic vehicle running ROS Kinetic in a real environment.
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## 1. Introduction

Planning is often applied to determine how to move along; the solution should be provided in a way that complies with the mechanical limitations of autonomous systems, such as robotics [1,2], graphic animation [3], manufacturing [4], and minimally invasive surgical procedures [5]. In the state space, the problem of robot motion planning [6-8] involves starting in some initial state and trying to arrive at a specified goal instead of goal states to minimize resource consumption, such as energy or time.

Rapidly exploring random tree (RRT) [9] is one of the most popular approaches applied to handle nonholonomic problems of path planning in a high-dimensional configuration space. RRT's unique advantage is that it does not require any connections between configurations in pairs of states; hence, it can directly be applied to nonholonomic and Kino dynamic planning [10-17]. In robot navigation problems, RRT addresses the path planning problem by creating a random extended tree to find a suitable path, but, unfortunately, the RRT-suggested path can be a non-optimal one. To handle this issue, a modified RRT algorithm called RRT* has been proposed by Karaman and Frazzoli [18]. The RRT* algorithm tries to obtain the shortest path, whether by distance or other metrics. The modified RRT algorithm RRT* improves the path quality by introducing the major features of tree rewiring and a best neighbor search. However, it obtains asymptotic optimality at the expense of the execution time and convergence rate.

The RRT*-variant-based scheme has been proposed as an anytime scheme [19,20]. The main feature of the anytime scheme is that the planned time is unknown in advance, and
it can be terminated at any time. When time permits, any solution should be obtained as soon as possible, and then the chosen solution should be updated to be more conventional. The RRT*-variant anytime algorithm's $[19,20]$ criteria are to firstly and quickly obtain some motion plans; these plans are not necessarily optimal but feasible. Then, RRT* is used to improve the path quality online over time. The lower bound tree-RRT (LBT-RRT) [21] allows continuous interpolation between RRT, RRT*, and RRG and achieves high-quality anytime motion planning by maintaining two roadmaps at the same time. The $R R R^{X}$ proposed in [22] first obtains the initial plan and refines it to be the best solution through continuous repair. In [23], a doubletree RRT* (DT-RRT*) has been proposed based on a dual-tree structure to separate the expansion process from the optimization process. DTRRT* initiates the path through the expansion process and the shortcut principle is used for optimization. However, unfortunately, the current anytime algorithms cannot support the new generation of unmanned driving systems due to the long latency time, in addition to inaccurate path selection metrics as the smoothing path quality is not considered in these schemes.

To cope with the new generation of unmanned driving systems' requirements, this paper proposes a real-time anytime planning algorithm suitable for unmanned driving systems. To address the drawbacks of the current anytime motion planning schemes, the proposed anytime planning algorithm adopts the initial path and online-optimized double-layer structure for motion planning, considering the latency time in addition to the selected path smoothing level. In the proposed scheme, the first layer of the RRT* scheme uses a feedback-based biased sampling strategy to obtain the initial path and uses segment forward pruning processing to evaluate the smoothing level of the selected initial path. The second layer in the RRT* scheme performs the online optimization of the selected initial path, which adopts the reverse maintenance spanning-tree scheme. In summary, the main contributions of this paper are as follows.
(1) This paper proposes a double-layer RRT* tree structure. In the first layer, initial path information is provided. In the second layer, an iterative optimization process is used to update the selected path and improve the path selection accuracy.
(2) A new feedback-based objective bias strategy is used to obtain the initial path, and the initial path is smoothed by removing redundant processing through segmentation forward pruning.
(3) The second layer of the RRT* scheme optimizes the selected path using the heuristic information provided by the spanning tree structure of the initial path.

Compared to the conventional RRT and RRT* , the proposed algorithm can allow the path to gradually approach the optimal solution while ensuring the running speed.

The rest of the paper is as follows. In Section 2, the problem of motion planning is stated. In Section 3, the initial path generation algorithm is described in detail. In Section 4, the optimization algorithm is described in detail. In Sections 5 and 6, the performance of the proposed scheme is assessed in an experiment in a real environment. Finally, the paper is concluded in Section 7.

## 2. Motion Planning Problem Statements

### 2.1. Robot Model and Control Input

The two-wheel differential robot model discussed in this paper is shown in Figure 1. The dynamic models of the two-wheel model are described as follows.

$$
\dot{\mathbf{x}}=\left[\begin{array}{l}
\dot{x}  \tag{1}\\
\dot{y} \\
\dot{\theta}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & 0 \\
\sin \theta & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
u_{r} \\
u_{l}
\end{array}\right],
$$

where $\dot{\mathbf{x}}=(\dot{x}, \dot{x}, \theta)$ is the state vector, which is used as the control input of the robot. This state vector is determined by the Cartesian coordinate system $(x, y)$, the operation $\theta$, and
the dynamic constraints $u_{r}$ and $u_{l}$. In addition, two-wheeled differential robots generally have no backward motion and can support rotation in place.


Figure 1. The schematic diagram of the differential motion model.

### 2.2. Problem Statement

The motion planning problem is used to calculate a continuous path from the initial configuration $q_{\text {start }}$ to the goal state $q_{\text {goal }}$, avoiding collision with existing obstacles. Assuming that the environment and the geometry of the robot are described in an $n$ dimensional state space, the motion plan can be expressed as a path in the state space. Let $q \subseteq R^{n} n$-dimensional configuration space $C[24]$ and $C_{o b s}$ is the obstacle region. Therefore, $C_{f r e e}=C / C_{o b s}$ can be used to represent the free region of the configuration space. In the RRT algorithm, the spanning tree is represented as $T=(V, E)$, where $V$ is the set of vertices of the spanning tree in the configuration space and $E$ is the set of edges between vertices. RRT expands the spanning tree $T$ by searching for random samples in the configuration space. The goal of the exercise plan is to return the trajectory $\tau(t):[0, s] \rightarrow C_{\text {free, }}$ where $\tau(0)=q_{\text {start }}, \tau(s)=q_{\text {goal }}$, corresponding to the control input causing the robot to move from $q_{\text {start }}$ to $q_{\text {goal }}$.

## 3. Initial Path Generation Algorithm

In this section, we introduce and discuss the proposed initial path acquisition algorithm using an objective bias strategy and segmented forward pruning.

### 3.1. Initial Path Generation

Before navigation, the initial path is generated by the first layer in RRT*. Algorithm 1 shows the overall flow of the proposed initial path generation algorithm. The input parameters of the algorithm include the binary map of the environment map, the initial point $q_{\text {start }}$, and the goal point $q_{\text {goal }}$. The following terms are used to describe the algorithm.

ObjBiasSample (): returns the random node $q_{\text {rand }}(x, y)$ in the free configuration.
FindQNearest $(q, V)$ : finds the nearest node to $q_{\text {rand }}(x, y)$ from the current spanning tree by Euclidean distance.

FindQNearSets $(q, V)$ : returns the set of all nodes within $r$ range near $q_{\text {rand }}$ from the current spanning tree.

Steer $\left(q_{1}, q_{2}\right)$ : a partial path from $q_{1}$ to $q_{2}$.
CollisionDetection $\left(q_{1}, q_{2}\right)$ : connects $q_{1}$ and $q_{2}$ and judges whether the connection has an intersection with the obstacle.

ChooseParent $\left(q_{1}, q_{2}\right)$ : finds the nearest neighbors within a defined radius around the node $q_{1}$ as a candidate to replace the parent node of $q_{2}$.

Rewire $\left(q_{1}, q_{2}\right)$ : after reselecting the parent node for $q_{1}$, performs rewiring to ensure that the cost of the connection between the random tree nodes is as small as possible.
$\operatorname{Cost}(q):$ returns the cost value of the path from the root nodes of the spanning tree to $q$.

Distance $\operatorname{Cost}\left(q_{1}, q_{2}\right)$ : returns the cost value of the path between $q_{1}$ and $q_{2}$.
PathPruning $(V, E)$ : uses the segment forward pruning strategy to optimize the path.

```
Algorithm 1. \(T=\) Build Initial Path \(\left(\right.\) map \(\left., q_{\text {start }}, q_{\text {goal }}\right)\).
    \(V \leftarrow q_{\text {start }} ; E=\varnothing ; T=(V, E) ;\)
    for \(i\) from 0 to \(K\) do
    \(q_{\text {rand }} \leftarrow\) ObjBiasSample();
    \(q_{\text {near }} \leftarrow\) FindQNearest \(\left(V, q_{\text {rand }}\right)\);
    \(q_{\text {new }} \leftarrow \operatorname{Steer}\left(q_{\text {near }}, q_{\text {rand }}\right)\);
    if CollisionDetection \(\left(q_{\text {near }}, q_{\text {new }}\right)\) then
        \(q_{\text {new }}=q_{\text {temp }} ;\)
    else
        Continue;
    end if
    \(Q_{\text {near }} \leftarrow\) FindQNearSets \(\left(q_{\text {new }}, V, r\right)\);
    for \(q_{\text {near }} \in Q_{\text {near }}\) do
        \(T \leftarrow\) ChooseParent \(\left(q_{\text {near }}, q_{\text {near }}\right)\);
        \(T \leftarrow \operatorname{Rewire}\left(q_{\text {near }}, q_{\text {near }}\right)\);
    end for
    \(C_{\text {cur }} \leftarrow \operatorname{Cost}(T) ;\)
    if \(\operatorname{Distance}\left(q_{\text {new }}, q_{\text {goal }}\right) \leq d_{\text {min }}\) then
        return \(T=(V, E)\);
    end if
    end for
    \(T \leftarrow\) PathPruning \((V, E)\);
```

The difference between the proposed initial path generation algorithm and the conventional RRT* algorithm is mainly in the method of selecting sampling points and adding post-prune processing. ObjBiasSample() in the third line of Algorithm 1 is the objectivebiased sampling strategy. After $q_{\text {new }}$ is added to the tree at the minimum cost, the rewire optimization process is performed. First, obtain the set $Q_{\text {near }}$, which is the node within the distance $r$ around $q_{\text {new }}$. Then, calculate the cost for each $q_{\text {near }}$ in the set $Q_{\text {near }}$ and select the node with the smallest cost as the parent node of $q_{\text {new }}$. Finally, check whether $q_{\text {new }}$ can be the parent node of each $q_{\text {near }}$; if yes, connect the new line. As the tree expands to $q_{\text {goal }}$, the algorithm returns the path node. Because of the existence of multiple redundant nodes on this path, a segmented forward pruning strategy is proposed for optimization, as shown in the 14th line of Algorithm 1.

### 3.2. Objective-Biased Sampling Strategy

Figure 2 shows the node expansion strategy of the conventional RRT*; the node $q_{\text {start }}$ is the initial position, and the node $q_{n e a r}$ is a node that has been added to the spanning tree. As shown in Figure 2a, the node $q_{\text {rand }}$ is a random sampling point in $C_{\text {free }}$. The new node $q_{\text {new }}$ in Figure 2 b is generated by RRT* to the random sampling point $q_{\text {rand }}$ with an appropriate extension length. Due to the global randomness of the points taken by the conventional RRT* , it often leads to an excessive search on the map.

The feedback-based biased sampling strategy proposed in this paper uses the probability $P$ to refer to the node $q_{p r e v}$ that is added to RRT* as a reference and reduces the sampling area of $q_{\text {rand }}$ by $q_{\text {prev }}$ for a relative position and the goal state, enhancing the inspiration of the goal state. The relationship between $q_{\text {prev }}$ and the goal state $q_{b i a s}$ is used as a reference for the next selected point, as shown in Figure 3. At this time, $q_{b i a s}$ is located in the upper right corner of $q_{\text {prev }}$, choosing a quarter-circle area with $q_{\text {prev }}$ as the center. The distance between $q_{\text {prev }}$ and $q_{b i a s}$ is considered as the radius of the sampling point selection area. By this method, under the premise of ensuring random sampling, there is a probability
$P$ of obtaining biased sampling points, avoiding unnecessary or excessive searches and speeding up the acquisition of the initial path.


Figure 2. The schematic diagram for the node expansion of the convolutional RRT* scheme. (a) The robot at the nearest position $q_{\text {near }} ;(\mathbf{b})$ the new position of the robot generated by RRT* to move from the nearest position $q_{\text {near }}$ to the random sampling point $q_{\text {rand }}$.

(a)

(b)

Figure 3. The schematic diagram of the objective-biased sampling strategy and choosing a quartercircle area with $q_{\text {prev }}$ as the center. (a) The robot at the nearest point to the previous position; (b) The random position for a robot $\mathrm{RRT}^{*}$ used as a random sampling point $q_{\text {rand }}$ in the quarter-circle.

### 3.3. Segmented Forward Pruning

Under normal circumstances, the paths obtained through the RRT* and RRT*-variant algorithms are generally more complicated and tortuous paths, including more unnecessary and redundant nodes. To ensure the high-speed navigation of the robot, the generated path must remove as many nodes as necessary under the premise of ensuring no collision. The algorithm uses pruning to obtain a shorter and less tortuous initial path. The short-cutting approach [25] has been widely used to eliminate the pruning operation of redundant nodes. In Figure 4, let $q_{1}$ be the starting point, $q_{9}$ the endpoint, and the dotted line segment as the initial path. The short-cutting approach starts from $q_{1}$ to connect other nodes in sequence, i.e., connect $q_{1}$ to $q_{3}$ first and judge whether the connection is legal. If there is no intersection with the obstacle, delete the other nodes between $q_{1}$ and $q_{3}$. Until the line collides, i.e., $q_{1}$ and $q_{4}$ intersect with the obstacle, repeat the above operation with $q_{3}$ as a new starting point until finally reaching the goal state $q_{9}$. The resulting path is shown in the blue line in Figure 4a. An obvious defect of this pruning method is that the current connection stops prematurely. For example, if $q_{1}$ and $q_{4}$ cannot be connected, the connection to the next starting point $q_{3}$ is entered. However, we can see that $q_{1}$ and $q_{5}$ can be connected. Such a result will lead to poor pruning. We modify the short-cutting approach and propose a segmented forward pruning approach. As shown in Figure 4b, the node at the midpoint is selected to divide the path into two segments, i.e., one segment from the start point to the midpoint and one segment from the midpoint to the endpoint. The sequential connection is changed to the reversed connection, i.e., we first determine whether $q_{1}$ and $q_{6}$ can be connected. If the connection is illegal, the search will continue to determine the connection between $q_{1}$ and $q_{5}$, and so on. This method can effectively avoid the situation in which the redundancy removal of the traditional pruning method is not thorough enough.


Figure 4. The schematic diagram for the path-pruned approach. (a) The selected robot path from the start point to end point based on the short-cutting approach starts; (b) The selected robot path from the start point to end point by using segmented forward pruning approach.

## 4. Optimization Algorithm

In this section, we introduce the proposed path optimization algorithm using a reverse maintenance strategy.

### 4.1. Optimization Algorithm

After submitting the initial path, the robot obtains an initial motion plan. Since only one path is solved, the path cannot guarantee the optimal solution. Therefore, we make the path asymptotically optimal through the optimization algorithm, which uses a reverse maintenance strategy. The optimization process will continue until the robot reaches the goal state. Algorithm 2 shows the overall flow of the optimization algorithm. The algorithm initializes by $q_{\text {goal }}$ as the root node $q_{\text {root }}$; then, in the fourth line, UpdateLocation () updates the robot position; in the fifth line, HeuristicSample() uses the heuristic information provided by the initial path for sampling; and the eighteenth line calculates the cost of the current path.

```
Algorithm 2. \(T=\) Optimization \(\left(\right.\) map \(\left., T_{\text {Initial }}, q_{\text {goal }}\right)\).
    \(T \leftarrow T_{\text {Initial }} ; q_{\text {root }} \leftarrow q_{\text {goal }} ;\)
    \(C_{\min } \leftarrow \operatorname{Cost}(T)\);
    while NotreachGoal do
    UpdateLocation();
    \(q_{\text {rand }} \leftarrow\) HeuristicSample ();
    \(q_{\text {near }} \leftarrow \operatorname{FindQNearest}\left(V, q_{\text {rand }}\right)\);
    \(q_{\text {temp }}=\operatorname{Steer}\left(q_{\text {near }}, q_{\text {rand }}\right)\);
    if CollisionDetection \(\left(q_{\text {near }}, q_{\text {new }}\right)\) then
    \(q_{\text {new }}=q_{\text {temp }}\)
    else
    Continue;
    end if
    \(Q_{\text {near }} \leftarrow\) FindQNearSets \(\left(q_{\text {new }}, V, r\right)\);
    for \(q_{\text {near }} \in Q_{\text {near }}\) do
    \(T \leftarrow\) ChooseParent \(\left(q_{\text {new }}, q_{\text {near }}\right) ;\)
    \(T \leftarrow \operatorname{Rewire}\left(q_{\text {new }}, q_{\text {near }}\right)\);
    end for
    \(C_{c u r} \leftarrow \operatorname{Cost}(T)\);
    if \(C_{\text {cur }}<C_{\text {min }}\) then
    \(C_{\text {min }} \leftarrow C_{\text {cur }} ;\)
    Trajectory \(\leftarrow \operatorname{TractionBSpline}(T)\);
    end if
    end while
```


### 4.2. Reverse Maintenance Strategy

The second layer of the RRT* scheme is a reverse maintenance strategy, i.e., using $q_{g o a l}$ as a root node of DOB-RRT* to expand, which makes it easy for the planner to calculate $\operatorname{CostToGo()}$ and obtain the residual path cost. In the proposed DOB-RRT* scheme, the heuristic information provided by the initial path will be used with a certain probability $P$ based on the initial path node and reference node $q_{r e f}$. The sampling points are obtained through the relative positions of $q_{r e f}$ and $q_{\text {start }}$, and the sampling area selection will be consistent with the selection method explained in Section 3.

In the proposed DOB-RRT* scheme, the cost function is modified to consider the Euclidean distance and trajectory angle to improve the rationality of the cost function. In practical applications, the path generated by the algorithm needs to be as smooth as possible, which can reduce the speed change of the mobile robot and increase the execution speed. Therefore, the optimal path not only needs to consider the path length but also the smoothness of the path. As depicted in Figure 5, in the selection process of the parent node and after a new node $q_{\text {new }}$ is obtained, the candidate parent nodes are $q_{1}$ and $q_{2}$, and the extension paths from the root node $q_{\text {root }}$ to $q_{\text {new }}$ are $e_{1}$ and $e_{2}$, respectively. If we consider the Euclidean distance and trajectory angle to select $q_{2}$ as a parent node of $q_{n e w}$, this means that although the path length of $e_{1}$ is shorter than that of $e_{2}$, the path of $e_{2}$ is smoother than that of $e_{1}$.


Figure 5. The schematic diagram for selection of the parent node. (a) Selection process of the parent node (parent nodes are $q_{1}$ and $q_{2}$ ); (b) The extension paths from the root node $q_{2}$ to $q_{\text {new }}$ through the extension path $e_{2}$ ( $e_{2}$ is selected as its smoother).

Hence, the path of $e_{2}$ will reduce the speed change of the robot in practical applications. Because the distance and angle are different types of data, they need to be normalized before comprehensive consideration. The cost function is defined as

$$
\begin{gather*}
\operatorname{Cost}\left(q_{\text {new }}, q_{i}\right)=\lambda_{d} \frac{d\left(q_{\text {new }}, q_{i}\right)-d_{\min }}{d_{\max }-d_{\min }}+\lambda_{\theta} \frac{\theta\left(q_{\text {new }}, q_{i}\right)-\theta_{\min }}{\theta_{\max }-\theta_{\min }}  \tag{2}\\
\lambda_{d}+\lambda_{\theta}=1 \text { and } \lambda_{d}, \lambda_{\theta} \in[0,1] \tag{3}
\end{gather*}
$$

where $d\left(q_{\text {new }}, q_{i}\right)$ is the Euclidean distance between the new node $q_{\text {new }}$ and node $q_{i}$, and $d_{\max }, d_{\text {min }}$ represent the maximum and minimum distances between $q_{n e w}$ and nearby nodes, respectively. The angle value of the path between the new node $q_{\text {new }}$ and node $q_{i}$ is $\theta\left(q_{\text {new }}, q_{i}\right)$, and the maximum and minimum distances of the angle value of the path between $q_{\text {new }}$ and nearby nodes are expressed as $\theta_{\max }$ and $\theta_{\min }$, respectively. The weights of the distance and angle in the cost function are $\lambda_{d}$ and $\lambda_{\theta}$, respectively. The cost function can be adapted to different requirements by modifying the weights of the distance and
angle. The substitute value of each node is a cumulative sum of the costs from the current node to the root node.

## 5. Simulation and Experimental Results

In this section, we conduct some numerical simulations to test the effectiveness of our proposed motion planning algorithm. The first simulation compares the initial path generation method with the RRT algorithm, and the other simulation verifies the feasibility of the DOB-RRT* algorithm. The simulation is performed in MATLAB 2020a, and the computer used is an i7-8700 CPU with 16G memory.

### 5.1. Initial Path Generation Simulation

First, we verify the effectiveness of the initial path generated by DOB-RRT* and select RRT and RRT* for comparison. We choose two maps for simulation. One is a map with dense obstacles and the other is a map with only two obstacles, and the size of both maps is $500 \times 500$. In addition, the initial path generated by DOB-RRT* uses a segmented forward pruning strategy to optimize the path length. To achieve the contrast effect, we also perform the same pruning process on the paths generated by RRT and RRT*.

Figure 6 illustrates the paths generated by 10 simulations for each algorithm. Tables 1 and 2 show the result statistics of 100 simulations for each algorithm, including the time required to generate the path and the quality of the selected path, which is represented by the length of the path. The simulation results show that RRT takes the smallest amount of time to generate a path, but RRT cannot guarantee the path quality. RRT* can guarantee the path quality better than RRT, but it takes a long time. Although DOB-RRT* requires slightly more time to generate a path than RRT, it is better than the conventional RRT scheme in terms of path quality. Compared with RRT*, the proposed DOB-RRT* is better than RRT* in terms of the time required to generate the path, while the path quality is similar to that of RRT*. In addition, DOB-RRT* has better stability in maps with dense obstacles. In summary, these results show that DOB-RRT* is intermediate between RRT and RRT* and it is feasible to obtain high-quality initial paths within an acceptable latency time.

Table 1. Two obstacles: map planning results.

|  |  | Mean | Min | Max |
| :---: | :---: | :---: | :---: | :---: |
| RRT | Path Time (s) | 0.23 | 0.13 | 0.41 |
|  | Plan Length | 749.52 | 697.15 | 958.43 |
| RRT $^{*}$ | Path Time (s) | 3.81 | 1.51 | 9.22 |
|  | Plan Length | 694.15 | 673.88 | 888.41 |
| DOB-RRT $^{*}$ | Path Time (s) | 0.42 | 0.26 | 1.13 |
|  | Plan Length | 697.91 | 674.29 | 892.13 |

Table 2. Dense obstacles: map planning results.

|  |  | Mean | Min | Max |
| :---: | :---: | :---: | :---: | :---: |
| RRT | Path Time (s) | 0.48 | 0.26 | 0.98 |
|  | Plan Length | 711.71 | 656.1 | 811.21 |
| RRT $^{*}$ | Path Time (s) | 3.81 | 1.51 | 9.22 |
|  | Plan Length | 664.71 | 640.94 | 721.05 |
| DOB-RRT $^{*}$ | Path Time (s) | 0.68 | 0.44 | 1.24 |
|  | Plan Length | 660.21 | 642.47 | 726.72 |



Figure 6. The simulation results of the two maps; the red circle in the figure represents the initial point, and the green area represents the goal area. ( $\mathbf{a}, \mathbf{b}$ ) belong to the RRT scheme; $(\mathbf{c}, \mathbf{d})$ belong to the RRT* scheme; (e,f) belong to the proposed DOB- RRT* scheme.

### 5.2. Optimization Simulation

We choose a map with dense obstacles as an environment for the online optimization simulation with a map size of $500 \times 500$ (pixels). Considering the simulated robot as a point, the maximum linear velocity of the robot is set to be $1 \mathrm{~m} / \mathrm{s}$, and the maximum acceleration
is set to be $0.5 \mathrm{~m} / \mathrm{s}^{2}$. The planner first needs to find a feasible path from the initial point shown by the red dot in the upper left corner of the environment to the goal area shown as a green area. From our simulation and verification of the effectiveness of the proposed DOB-RRT* in online optimization, we select RRT* for comparison.

The simulation result of the proposed DOB-RRT* in real-time optimization is shown in Figure 7. The yellow dot in Figure 7 represents the current position of the robot, and the blue line represents the currently executed plan. Figure 7a shows the initial path and state tree structure, allowing the robot to travel along a relatively expensive path. When the robot starts to execute the plan, the number of states optimized online obtains a lower-cost route; see Figure 7 b . The process of online optimization will continue until the robot reaches the goal area. We compare the proposed DOB-RRT* scheme with the conventional RRT* in terms of the generated path; the simulation results of the online optimization based on RRT* are shown in Figure 8. The simulation results of each algorithm are listed in Table 3. $T_{i}$ represents the time required to calculate the initial path, and $T_{o}$ represents the average time required for online optimization.


Figure 7. The DOB-RRT* simulation results. (a) The initial path and state tree structure; (b) the first online-optimized lower-cost route before 100 pixels; (c) the online-optimized lower-cost route within 100~200 pixels; (d) the online-optimized lower-cost route at 300 pixels.


Figure 8. The simulation results of the anytime algorithm based on the RRT* scheme. (a) The initial path and the selected path; (b) the robot in the selected path before 100 pixels; (c) the robot in the selected path within 100~200 pixels; (d) the robot in the selected path at 300 pixels.

Table 3. Planning results of optimization simulation.

|  | $\boldsymbol{T}_{\boldsymbol{i}}(\boldsymbol{s})$ | $\boldsymbol{T}_{\boldsymbol{o}}(\boldsymbol{s})$ |
| :---: | :---: | :---: |
| RRT $^{*}$ | 2.71 | 2.33 |
| DOB-RRT $^{*}$ | 0.53 | 0.38 |

From the simulation results, we can see that a shorter time is required by the proposed DOB-RRT* to obtain the initial path compared to the conventional RRT* scheme and it can converge to the asymptotically optimal path faster. As the RRT* online optimization calculation time is longer, the robot has already executed some of the costlier paths. DOBRRT*'s online optimization solution can optimize the tree structure using the execution plan time and improve the path quality, including the path length and smoothness. The optimization of the proposed DOB-RRT* scheme allows it to find the path faster than the conventional $\mathrm{RRT}^{*}$ scheme by 400 ms . This search time reduction in the proposed DOB-RRT* scheme proves that it can be effective in online optimization and is suitable for unmanned driving systems.

## 6. DOB-RRT* Evaluations in Real Environment

### 6.1. Experimental Environment Configuration

To prove the validity of the proposed path-tracking algorithm in a real environment, a real experiment is performed. The tracked robot used in this experiment is shown in Figure 9a. The vehicle size is $270 \mathrm{~mm} \times 222 \mathrm{~mm}$ with a 229 mm wheelbase. An industrial computer with an i7-7500U processor (the yellow lined area in Figure 9b) and running the Kinetic robot operating system (ROS) is used in these experiments. The mapping package supported by the ROS is used to build the environment map. The adaptive Monte Carlo Positioning (AMCL) package is used for robot self-positioning and updates the real-time position. The STM32F103 (the red-lined area in Figure 9b) is used to communicate with the ROS software and control the robot motor. In this experiment, the maximum linear velocity of the robot is set to $0.5 \mathrm{~m} / \mathrm{s}$, with $0.2 \mathrm{~m} / \mathrm{s}^{2}$ maximum acceleration. When the robot is less than 5 cm from the goal state, we consider the robot to have reached the goal state.


Figure 9. The mobile robot used in the real experiment; (a) the tracked robot used in this experiment; (b) the robot operating system (ROS).

### 6.2. Mobile Robot Applications

To further verify the effectiveness of the algorithm in the actual environment, we conduct indoor experiments. The experiment is carried out using a crawler robot, as shown in Figure 9. We implement our motion planning algorithm in the ROS environment. Motion planning algorithms can also be transplanted to other robots running ROS. The experimental environment is shown in Figure 10. As illustrated in Figure 10a, in the beginning, and based on the surrounding environment, using a laser point, the robot can generate a laser point cloud map. This cloud map is stored as its recognized map. The initial path generated by the first layer of RRT* is shown in Figure 11a, and the optimized path obtained by the second layer of $\mathrm{RRT}^{*}$ is shown in Figure 11b. The time required for the robot to complete the navigation is 3.26 s , and the values of the linear velocity and angular velocity during navigation are shown in Figure 12. The detailed data of the operation are shown in Table 4. Based on these detailed data collected from the real experiment, the robot can quickly find the initial path based on the proposed DOB-RRT* algorithm and use the online optimization plan to improve the path quality during the execution of the plan. From the experimental results, we can see the strong similarity between the data obtained from the real experiment and the data obtained from the simulation results.


Figure 10. Experimental environments: (a) the real surrounding environment; (b) the stored recognized map.


Figure 11. Trajectories of the tracked robot: the mobile robot started from the green point and targeted the red point. (a) The initial path generated by the first layer of RRT*; (b) the path generated by the second RRT* layer.


Figure 12. The values of linear velocity and angular velocity during robot navigation (velocity profiles): (a) linear velocity; (b) angular velocity.

Table 4. Summary of the mobile robot real experiment.

| Plan Time (s) | Path Length (m) | $T_{i}(\boldsymbol{s})$ | $T_{\boldsymbol{o}}(\boldsymbol{s})$ |
| :---: | :---: | :---: | :---: |
| 0.34 | 2.57 | 2.24 | 3.26 |

## 7. Conclusions

This paper studies the problem of motion planning in an anytime motion scenario, focusing on the online solving and real-time optimization of motion planning problems. To achieve this goal, a double-layer RRT* algorithm is proposed. The proposed DOB-RRT* algorithm uses one tree to explore the initial path and another tree to optimize and update the selected path. The performance of the proposed DOB-RRT* algorithm is evaluated in a simulation and real experiments. The simulation results show that the proposed DOB-RRT* algorithm can reduce the calculation cost of the planned path. The proposed DOB-RRT* is superior to other reference algorithms in terms of its stability, path length, and smoothness. Through practical applications, we verify the effectiveness of the DOB-RRT* algorithm in real environments. In future research, the construction of a motion planning algorithm for multi-robot collaborative work will be conducted.
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