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Abstract: Understanding organism movement is at the heart of many ecological disciplines. The study
of landscape connectivity—the extent to which a landscape facilitates organism movement—has
grown to become a central focus of spatial ecology and conservation science. Several computational
algorithms have been developed to model connectivity; however, the major models in use today are
limited by their lack of flexibility and simplistic assumptions of movement behaviour. In this paper,
we introduce a new spatially-explicit, individual- and process-based model called Pathwalker, which
simulates organism movement and connectivity through heterogeneous landscapes as a function of
landscape resistance, the energetic cost of movement, mortality risk, autocorrelation, and directional
bias towards a destination, all at multiple spatial scales. We describe the model’s structure and
parameters and present statistical evaluations to demonstrate the influence of these parameters on the
resulting movement patterns. Written in Python 3, Pathwalker works for any version of Python 3 and
is freely available to download online. Pathwalker models movement and connectivity with greater
flexibility compared with the dominant connectivity algorithms currently available in conservation
science, thereby, enabling more detailed predictions for conservation practice and management.
Moreover, Pathwalker provides a highly capable simulation framework for exploring theoretical and
methodological questions that cannot be addressed with empirical data alone.

Keywords: connectivity; movement; simulation; individual-based; process-based; spatially-explicit;
landscape resistance; modelling; software

1. Introduction

This being human is a guest house.
Every morning a new arrival.

A joy, a depression, a meanness,
some momentary awareness comes
as an unexpected visitor.

Welcome and entertain them all!...
The dark thought, the shame, the malice,
meet them at the door laughing,
and invite them in.

Be grateful for whoever comes,
because each has been sent

as a guide from beyond.

Jalaluddin Rumi, translated by Coleman
Barks

Organism movement in our beautiful and mysterious world is fundamental to all
ecological processes [1,2]. In the context of conservation science, movement is necessary
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for individuals to utilise resources in their home range and to disperse from natal to adult
home ranges; it is central to gene flow, and to expressions of individual behaviour and
character. At broader scales in space and time, it plays a key role in population dynamics
by enabling populations to shift their geographic ranges in response to disturbances and to
changes in climate and land use [34].

Commonly studied influences on an animal’s movement behaviour involve biotic
and abiotic factors, such as access to resources, the ability to mate, and the avoidance of
mortality risks [5]—although the lives and pathways of animals are manifestly richer and
more complex than these factors alone [6,7]. Such influences are by no means static or
fixed; they are fluid and dynamic through space and time [8] and vary across multiple
spatiotemporal scales [9]. These biological processes depend deeply on the interactions
and relationships of individual animals with the landscape in which they dwell [10,11].

1.1. Landscape Connectivity

‘Landscape connectivity’, commonly defined to be the extent to which a landscape
facilitates the movement of individuals or larger groups of organisms [12], is a dynamic
phenomenon based on the cumulative movement choices of individuals across space and
time. It provides a helpful methodology for mapping the emergent pathways of animal
movement, and has grown to become a central focus of spatial ecology and conservation
science [13,14]. Modelling connectivity typically requires two components: (1) a ‘land-
scape resistance surface” and (2) an algorithm which uses this resistance surface to predict
connectivity [15].

1.1.1. Resistance Surfaces

The dominant connectivity models in use today are based on resistance surfaces, in
which the interactions between animal movement and landscape structure are reduced
to a cost-benefit relationship of push and pull factors. Specifically, a resistance surface
is a pixelated map of the landscape in which each pixel is assigned a numerical value;
this value reflects the estimated ‘cost of movement’ through the region of the landscape
corresponding to that pixel. It thus provides a measurement of how landscape features
affect movement choice. However, despite its widespread usage as the basis for modern
connectivity models, the landscape resistance framework does have its limitations as a
basis for modelling animal movement—we will revisit this in the discussion section.

Resistance surfaces can be estimated empirically using any of a wide variety of data
types, including opportunistic presence-only data, occurrence data, relocation data, genetic
data, and GPS telemetry data. The latter two data types are thought to have the strongest
performance in estimating resistance [16]; fine-scale telemetry data is often preferred since
it is more sensitive to temporal variation than genetic data [17]. Moreover, since dispersal
is considered to be the primary process by which organisms move between populations,
data (such as telemetry) that reflect dispersal events in a spatially explicit manner are
particularly important for understanding the drivers of landscape connectivity [18].

1.1.2. Modelling Connectivity

Once a resistance surface is developed, there are many algorithms one may use
to predict connectivity, each with its advantages and limitations. Most applications of
connectivity research have recruited one of two types of algorithms: circuit theory or a
cost-distance based approach [15]. The most popular of the former type is CircuitScape [19],
which models connectivity by simulating the flow of current across a resistance surface,
whereby source points are treated as nodes of a circuit and resistance values as the strength
of electrical resistors.

This algorithm produces a current density for each pixel on the resistance surface,
with areas of high current density representing regions of the landscape predicted to
have high connectivity. Thus, animals are modelled as electrons in CircuitScape, and
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the pathways and complexities of animal movement are reduced to the mechanisms of
electrical circuit theory.

Cost-distance algorithms, in contrast, are based upon the predicted cumulative ‘cost
of travel” from source points on a resistance surface, in which the cost of traversing a pixel
is given by its resistance value. These algorithms therefore estimate the accessibility of
regions in a landscape from a given location. The simplest form of this approach is a
least-cost path, which identifies the path (or corridor) of lowest cost between pairs of pixels
on the resistance surface [20]. Building on this is the factorial least-cost path algorithm,
which computes the least-cost paths between any given collection of source points [21]
(implemented in UNICOR [22]).

However, there are severe limitations to the least-cost path approach in practice,
centrally that there is little reason to assume that an animal knows (or even thinks in terms
of) the cost-ibenefit route of the least-cost path [23]. Moreover, the destination may not
be known to the animal prior to and during movement; even if this were so, obtaining
the knowledge of their precise destination can be difficult, particularly so with dispersing
animals. To remedy the latter issue, the resistant kernels algorithm (also implemented in
UNICOR) was developed to predict the density of movement as a function of the source
locations, landscape resistance, and dispersal capabilities, without the need for specified
destinations [24]. See Figure 1 for an illustration of the connectivity maps output by
CircuitScape, factorial least-cost paths and resistant kernels.

high

medium

low

Figure 1. Illustrations of three connectivity models—CircuitScape (b), factorial least-cost paths (c),
and resistant kernels (d)—applied to a resistance surface (a). For the resistance surface, the blue,
green, and yellow background colours, respectively, represent low, medium, and high resistance
values. For the three connectivity maps, the blue, green, and yellow background colours, respectively,
represent low, medium, and high connectivity.

1.1.3. Individual-Based Models

Despite their widespread usage and application in diverse ecological contexts, many
fundamental drivers of animal movement are absent in the above models. For example,
they do not account for the varying mortality risk or patterns of autocorrelation occurring
in movement [25,26] (acknowledged as a limitation of CircuitScape in [19]). Nor do they
account for the multiple spatial scales at which movement choice occurs [27], among several
other factors which play a major role in shaping movement patterns (such as spatiotemporal
variability [28,29], differences in age [18], and interspecific interactions [30]).

The algorithms mentioned above predict landscape connectivity using primarily a
resistance surface and a collection of specified locations. In contrast, individual- (or agent-)
based models simulate movement within a landscape by explicitly simulating the processes
that may influence individual movement choice [15], and they can provide a process-
based method to predict connectivity. They may be adapted to include parameters that
account for the aforementioned aspects of movement which are absent in algorithms such
as CircuitScape, meaning that individual-based models typically incorporate much more
detail in their predictions of movement and connectivity [31].

Early agent-based models (such as [32-34]) were limited in their use for conservation
contexts due to the lack of detail afforded to spatial complexity, in which the landscape
was treated either as homogeneous or as a binary patch mosaic. Recent and more so-
phisticated individual-based algorithms, such as HexSim [35] and RangeShifter [36], now
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use resistance surfaces to provide the same degree of spatial data as used in circuit- or
cost-based connectivity models. Although more focused on simulating general popula-
tion dynamics, they have recently been used in connectivity studies (for example, [37,38]).
Though there has been a proliferation of computational algorithms implementing circuit-
and cost-based connectivity models, spatially-explicit individual-based models have not
yet seen comparatively widespread application in connectivity modelling.

1.2. Pathwalker

In this paper, we introduce and describe a new spatially-explicit, individual- and
process-based movement model called Pathwalker, designed to predicted individual move-
ment paths and map connectivity with relatively few parameters. Pathwalker also uses
resistance surfaces for its spatial input data. This algorithm combines three basic move-
ment mechanisms, based on: energetic cost of movement, resistance-biased movement
choice, and mortality risk. In addition, there are parameters that incorporate two types of
directional bias: differing degrees of autocorrelated movement, and movement towards
a destination.

Finally, Pathwalker accounts for a multi-scale response to the spatially heterogeneous
resistance surface by allowing the movement mechanisms to be functions of landscape
resistance at different spatial extents around a focal point. Pathwalker outputs individual
movement paths starting from given source points on a resistance surface, together with
certain statistics about each path. These paths can be aggregated to produce a movement
density surface, which estimates the distribution of movement on the resistance surface and
thus gives a process-based prediction of landscape connectivity. There is also the option to
produce figures of the individual paths and the density surface (Figure 2).

Within the currently employed framework of landscape resistance and connectivity, the
flexibility and detail made available by Pathwalker make it a powerful tool for predicting
movement paths in complex landscapes, and for providing predictions of connectivity
which may more accurately reflect the multitude of ways an organism moves through their
environment [39].

But we have also designed Pathwalker explicitly as a movement and connectivity
model with immediate usage in contexts where CircuitScape, resistant kernels or factorial
least-cost paths are currently used; it thus has a similar interface and setup to these mod-
els, unlike software such as HexSim and RangeShifter. Furthermore, the process-based
simulated movement data provided by Pathwalker can be used to test the performance
and accuracy of different modelling methods and data sources used in movement and
connectivity studies [40], similar to the utility of simulation models like CDPOP [41] used
as such in landscape genetics studies [42,43].

This paper illustrates how Pathwalker works. We describe the model structure
and parameters, and then perform some elementary computations to show how the
different parameters interact and the extent to which they influence the resulting sim-
ulated movement. In addition, we provide a Supplementary Materials, which demon-
strates a result of theoretical interest using Pathwalker: we derive a movement den-
sity function for different levels of autocorrelated movement, which gives valuable in-
formation for modelling the effects of dispersal thresholds on connectivity predictions.
The Pathwalker software is written in Python 3 and can be obtained freely online at
https://github.com/siddharth-unnithankumar/pathwalker (accessed on 26 May 2022),
replete with documentation and a test example. To run, it requires Python 3 and the
commonly used Python packages numpy and matplotlib.
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Figure 2. (a) Displays an example individual path in red on the resistance surface used for the study
in [18] and (b) shows a connectivity map produced by aggregating 100 paths from 100 different
source locations. Made using Pathwalker.

2. Methods: The Pathwalker Model

The movement simulated by Pathwalker is governed by a set of specified input layers
and movement parameters. The model proceeds by tracing a path on a chosen resis-
tance surface from a given set of source points, moving at each step to one of a choice of
nine pixels—either staying in the current position or changing to one of the neighbouring
eight pixels—according to certain specified probabilistic movement parameters. In this
section, we describe the input layers, parameters, and output layers of the model. More
technical details and information on file formats can be found in the Pathwalker docu-
mentation at https://github.com/siddharth-unnithankumar/pathwalker (accessed on 26
May 2022). The first version of Pathwalker is available to freely download at this link as of
November 2021 (file size 1 MB).

2.1. Input Layers

To run Pathwalker, we require two essential input data: (1) a resistance surface and (2) a
list of source point coordinates. A third optional input is (3) a list of destination coordinates,
which are required if the user wants to simulate movement towards destination locations.
A fourth optional input is (4) a risk surface, for use with the risk mechanism (see below).

The resistance surface (and, if used, the risk surface) is to be in ascii format, with the six
header rows included. The source coordinates (which typically represent the distribution
and density of the studied or simulated population) are to be provided in a .txt file, using
the same geospatial projection as the resistance surface layer; this same format applies to
the destination coordinates, if used.

2.2. Model Parameters
2.2.1. Movement Mechanisms

The core model parameter is the choice of movement mechanism (Figure 3): energy,
attraction, risk, or any combination of these three basic mechanisms, giving a total of
seven options. Along with the chosen movement mechanism, the user specifies a second
parameter: the maximum total number of steps for the movement path.

1.  Energy. We first specify a value for the ‘total energy’ parameter, which represents the
maximum allowed cumulative energetic cost of movement. The walker then follows
an unbiased random walk on the resistance surface, and thus at each step chooses any
one of the nine pixels with equal probability. For the pixels traversed in the walk, a
cumulative sum of the resistance values is computed. The walk ends once this sum
reaches or exceeds the chosen total energy value, or once the maximum number of
steps has been reached.
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Attraction. The walker now follows a resistance-biased random walk. The probability
of choosing any one of the nine pixels is given by the inverse of that pixel’s resistance
value (where the inverse resistance values are scaled so that the nine inverse values
give a probability distribution; in other words, these nine inverse values sum to 1).
Thus, the walker will be more likely to move to pixels of lower resistance value and
vice versa. The four diagonally adjacent pixels are given a weighting of 1/+/2 to
account for the increased distance when moving diagonally. This mechanism does
not require any additional parameters to be specified, and the walk ends once the
maximum number of steps has been reached.

Risk. If risk is the only chosen factor in the movement, then we first specify a chosen
risk surface; this may be proportional to our resistance surface (the default setting),
or a different surface may be chosen but must be scaled so that the values of the
risk surface lie between 0 (no risk) and 1 (highest risk). The walker then follows an
unbiased random walk on the risk surface. At each step, the probability that the walk
ends is given by the value of that pixel in the risk surface. The maximum length of
the walk capped at the chosen maximum number of steps.

(a) (b) (c)

Figure 3. Paths of maximum length 1000 steps, using the energy (a), attraction (b), and risk (c) mech-

anisms, simulated on the resistance surface from Figure 1. Notice how the attraction mechanism

avoids the areas of higher resistance. The blue, green, and yellow background colours, respectively,

represent low (1), medium (50), and high (100) resistance values.

2.2.2. Spatial Scale of Movement Choice

In addition to the choice of one of the seven movement mechanisms described above,

we can choose the spatial scale at which these mechanisms work. This involves two
parameters: the scale of the response (the ‘window size’) and the functional form of the
response (the ‘scaling function’).

1.

The window size determines the spatial scale at which the movement responds
to resistance values. For example, if the chosen window size is 7-by-7, then the
movement will be affected by resistance values in a 7-by-7 pixel neighbourhood of
each of the nine pixels. The default scale, a 1-by-1 window, is equivalent to not
incorporating spatial scaling.

The scaling function determines the way in which the walker responds to landscape
resistance at a chosen spatial scale n. There are three choices for the scaling function:
focal mean, focal maximum, and focal minimum. With the focal mean, the resistance
value of a pixel is replaced by the mean average of the resistance values of all pixels in
a n-by-n neighbourhood of that pixel. With the focal maximum, the value of a pixel is
replaced by the maximum pixel value in that neighbourhood; with the focal minimum,
it is replaced by the minimum value. The window size and scaling function also act
in this way on the risk surface (if used).
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Let us look at an example of this, to see in more detail how this scaling interacts
with the movement mechanisms. Suppose we choose a 5-by-5 window with the focal
mean scaling function. Define the ‘scaled value’ of a pixel to be the mean average of the
resistance values in a 5-by-5 neighbourhood of this pixel. Then, in the case of energy, the
cumulative sum is computed from the scaled values of the pixels traversed; for attraction,
the probability of choosing one of the nine possible pixels is given by the inverse of the
scaled resistance values; with risk, the probability of the walking ending at each pixel
traversed is given by the pixel’s scaled value on the risk surface (Figure 4).

(a) (b) (c)

Figure 4. Paths of length 1000 steps with the attraction mechanism. They are parameterised with a
1-by-1 (a), 5-by-5 (b), and 9-by-9 (c) window size, using the focal mean scaling function. The blue,
green, and yellow background colours, respectively, represent low (1), medium (50), and high (100)
resistance values. Notice how, as the scaling increases, the paths avoid the areas of high resistance
with greater distance.

2.2.3. Directionality: Autocorrelation and Destination Bias

Pathwalker provides two parameters for determining the directional bias of the move-
ment: the autocorrelation C parameter, and the degree of bias D towards a destination.
They work in tandem with the movement and scaling mechanisms (Figure 5). Both C and
D can be simultaneously nonzero; however, the sum C + D is required to equal at most 1.

1.  Autocorrelation. This parameter C takes values between 0 and 1, and determines
the degree to which the walker is inclined to continue in the present direction of
travel. The default value of C is 0, an uncorrelated random walk. If we increase the
value of C, then our walk becomes more correlated, with the extreme case C = 1
resulting in a straight line (in other words, a path in which the walker continues in the
same direction with probability 1). For example, if we choose C = 0.3, then the nine
movement probabilities are scaled to sum to 1 — 0.3 = 0.7 instead of summing to 1,
and there will now be an added probability of 0.3 for continuing in the same direction
as the previous step.

2. Destination bias. This parameter D takes values between 0 and 1, and determines
the degree to which the walk will be biased towards a destination point X on the
resistance surface. It works by giving additional preference to moving to the pixel
closest to the direction of X. The default value is 0, in which there is no bias towards
the destination. As we increase the value of D, the walk becomes more biased towards
X, with the extreme case D = 1 resulting in a path which is a straight line towards X.
For example, if D = 0.2, then the nine movement probabilities are scaled to sum to
1 — 0.2 = 0.8 instead of summing to 1, and there will now be an added probability of
0.2 for moving to the pixel closest to the direction of X.
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(a) (b)

[\

Figure 5. In (a), no directionality is used, so C and D both equal 0. In (b), we have 0.7 autocorrelation
and 0 destination bias; notice how, for many parts of the path, the walker has continued in the same
direction of travel. In (c), we have 0 autocorrelation and 0.2 destination bias; notice how the overall
direction of the path leads from the source point (near bottom of image) to the specified destination
point (near top of image). The blue, green, and yellow background colours, respectively, represent
low (1), medium (50), and high (100) resistance values.

2.2.4. Additional Parameters

Finally, the user specifies four parameters that determine the output of the model:
(1) the manner in which the source and destination locations are paired; (2) how many
times the model is to run for each source—destination pair; (3) which outputs (individual
paths, path statistics, and density surface) are desired; and (4) which figures are desired.

2.3. Output Layers

By default, the algorithm will output one movement path for each source point—in
other words, it will return the list of coordinates for the path from each source point. We
can also choose for the model to output three statistics for each path: (a) the total number
of steps taken, (b) the cumulative energetic cost reached (if energy is involved), and (c) the
total accumulated risk (if risk is involved).

In addition to the individual movement paths and their statistics, we can choose to
obtain a prediction of landscape connectivity. This is produced by aggregating all of the
individual movement paths into a ‘movement density surface’. The density surface has
the same format and dimensions as the resistance surface. The value of each pixel is given
by the total number of times that pixel was traversed across all movement paths. When
producing a density surface to predict connectivity, we recommend running the model
several times from each source point (or source-destination point pair), so that the resulting
density surface averages the stochastic distribution of possible movement paths. Figures
can also be provided for the individual movement paths and density surface (as seen in
Figure 2).

2.4. Summary of Pathwalker Setup

To summarise, we first choose a resistance surface on which we would like the paths to
run, together with a list of source coordinates. Optionally, we may also provide destination
coordinates and/or a risk surface. Then, we choose one of the seven mechanisms for our
movement, and the maximum length of the path; if the energy mechanism is used, we also
specify a total energy value.

In addition, we can choose to incorporate spatial scaling into the movement by choos-
ing a scaling function and a larger scaling window than the default size of 1-by-1. We can
also incorporate autocorrelated movement and destination bias into our walk by choosing
a nonzero value for the parameters C and D.

Finally, we choose how to pair the source and destination locations, how many times
to run the algorithm from each point, and whether we would like our output to include the
coordinates for the individual movement paths, the statistics for each path, the movement
density surface, and any figures. See Figure 6 for an illustration of this schematic.
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PATHWALKER SETUP

INPUTS

STEP 2: MODEL PARAMETERS STEP 3: ADDITIONAL

STEP 1: INPUT LAYERS _ PARAMETERS
* Movement mechanism, and
* maximum number of steps * How to pair the source and
* total energy (if energy destination points (this is ‘0’ if no
mechanism is used) destination points used)

* Resistance surface

* Source coordinates

* Spatial scaling: (1) window size * How many times to run the

and (2) scaling function model for each source point (or
source-destination pair, if
destination points used)

 Destination coordinates
(optional)

* Risk surface (optional, for use ‘ g)i%:viiﬁfoagfﬁ;maﬁon
with risk mechanism) + Which outputs?

« Degree of destination bias

(between 0 and 1) * Include figures?

(All are optional)

OUTPUT

(All are optional)

* Individual path coordinates
» Statistics for each path
* Movement density surface

« Figures for individual paths
* Figures for density surfaces

==

Figure 6. Schematic for configuring Pathwalker.

3. Case Study

In this section, we provide a study of how the various movement parameters of
Pathwalker interact, and the extent to which each component influences Pathwalker’s
connectivity predictions. We do this by analysing and comparing the density surfaces
resulting from different parameter configurations. All analyses in this paper are performed
in Python 3.8.

3.1. Producing the Density Surfaces

We first provide a chosen resistance surface, together with 100 source points distributed
uniformly randomly across the resistance surface. For the cases in which we include
destination bias, we use the same 100 points as destinations too.

Then, we compute the density surfaces from 4 x 2 x 2 x 2 = 32 different configurations
of the model. These combinations are comprised of: four movement mechanisms (energy,
attraction, risk, or all three combined), two spatial scales (1-by-1 or 7-by-7) with the focal
mean scaling function, two degrees of autocorrelation (0 or 0.35), and two degrees of
destination bias (0 or 0.35). In producing the density surfaces, we run the model 100 times
from each source point, in order to average the stochastic variation in the movement paths.

3.2. Comparison of Density Surfaces

We perform four Mantel tests [44] to compare the influence of each of the four move-
ment parameters (movement mechanism, scale, autocorrelation and destination bias) on
the movement simulated by Pathwalker, as follows.

Once the 32 density surfaces are produced, we build a 32-by-32 matrix M whose
i, j-entry is given by the root mean squared error between surface i and surface j. The
error matrix M provides a measure of similarity between the 32 different density surfaces,
where the smaller values of the entries of M correspond to the pairs of surfaces which are
more similar.

To then quantify the extent to which the four different parameters influence the
movement across the resistance surface (and thus the extent to which they explain the
variation of the entries of M) we perform four Mantel tests, each one comparing the error
matrix M with the ‘model matrix” corresponding to one of the four different parameters.
We label these model matrices My, My, M3, and M, corresponding to the movement
mechanism, scale, autocorrelation, and destination bias, respectively.

We now give an example to see in more detail how one of these model matrices,
say M3 (which corresponds to the autocorrelation parameter), is constructed and then



ISPRS Int. ]. Geo-Inf. 2022, 11, 329

10 of 17

compared with M. To construct the 32-by-32 binary matrix M3, we give the i, j-entry the
value 0 if surface 7 and surface j are produced from differing autocorrelation values—for
example, if surface i is produced using C = 0 autocorrelation and surface j using C = 0.35.
We give the i, j-entry the value 1 if surface i and surface j are produced using the same
value of the autocorrelation parameter—for example, if both are produced using C = 0.
Then to compare M and M3, we perform a Mantel test between M and Mj3. This provides a
quantification of the similarity of these two matrices, and thus the extent to which changing
the autocorrelation parameter accounts for the variation between the density surfaces.

We enact the above procedure twice, first using a simple simulated resistance surface,
and secondly using the empirically derived resistance surface from [18] (Figure 7). The
first allows us to see clearly how the different parameters influence movement density on
a simplistic resistance surface, and the second shows how the model runs with an actual
example of a resistance surface used in practice.

In both cases, the surface consists of 256-by-256 pixels, taking resistance values between
1 and 100, and is surrounded by a barrier of infinite resistance, which ends the walk if
touched. When the risk mechanism is involved, we simply take the risk surface to be
proportional to the resistance surface (in other words, the risk surface is the resistance
surface scaled so that its values lie between 0 and 1). For this analysis, we use the Python
3.8 packages scipy and mantel [45], and for the Supplementary Materials, we use scipy and
scikit-learn [46].

b

0 (b) high
50
100

medium

150
200

250 low

0 100 200 0 100 200

Figure 7. The two resistance surfaces used in the case study: (a) the simulated resistance surface
(taking only the values 1, 50 and 100); and (b), the empirical resistance surface used for the study
in [18].

4. Results

The Mantel test results comparing the influence of the four movement parameters
are similar for the simulated and empirical resistance surfaces (Table 1). Namely, we find
in both cases that the two parameters which explain much of the difference between the
density surfaces are the movement mechanism (which varied between energy, attraction,
risk, and their threeway combination) and the degree of destination bias D (which took the
values 0 or 0.35).

We can see this from the small p-value (equivalently, high z-score), which indicate
that the similarity between M and M; and also M and M, make it highly probable that
these two factors explain much of the extent to which the density surfaces values differ. In
these two cases of movement mechanism and destination bias, the value of the Pearson
correlation coefficient p, although not close to 1, is typical of Mantel tests in which there is
a strong similarity between the two matrices involved.

In comparison, neither the degree of autocorrelation in the movement nor that of
spatial scaling produced as much overall difference in the density surfaces. However,
when configuring the degree of directionality bias in the model, it is important to note the
following: while changing the autocorrelation C from 0 to 0.35 did not have as great an
effect on the resulting density surfaces as changing the degree of destination bias D from 0
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to 0.35, if we had instead changed the autocorrelation parameter C from 0 to a higher value
(say, 0.9), then we could expect more dramatic variation in the resulting density surfaces.
The analysis in this paper simply shows that changing the degree of destination bias will
have a greater effect on movement density than if we change the autocorrelation parameter
by the same amount.

The results of this analysis can be anticipated by looking at Figures 8 and 9. For
example, we see that the energy mechanism produces a very different map of density
to the attraction mechanism, since the latter causes the movement to often avoid areas
of high resistance but does not restrict the extent of movement when in a region of high
resistance. Interestingly, in this case study where the risk surface is proportional to the
resistance surface, the risk mechanism produces a density of movement similar to that of
the energy mechanism, despite the energy and risk mechanisms being theoretically quite
different; this similarity would likely be less if the risk surface used is not proportional to
the resistance surface.

Table 1. Results from the Mantel test between the error matrix M and the four model matrices for
both the simulated and empirical resistance surfaces, with Pearson correlation coefficient p, two-tailed
p-value p, and z-score z. My, My, M3, and My correspond to the movement mechanism, spatial scale,
autocorrelation, and destination bias, respectively.

M, M, M; M,
p=01267 p=-0.0158 p=—-0.0158 p =0.1396
Simulated surface p=0.0001 p=0.3271 p=03203 p=0.0001

z=63860 z=-08178 =z=-08101 z=7.2117

p=01216 p=-0.0213 p=-0.0166 p=0.1743
Empirical surface p=0.0003 p=0.1709 p=03448 p = 0.0001
z=56065 z=-0989% z=-0.7718 =z =28.0040

d
0 Ll high density
50
100
medium density
150
200
250 low density
o 100 200

Figure 8. The four density surfaces produced from the four different movement mechanisms—energy
(a), attraction (b), risk (c), and their threeway combination (d)—with the other three parameters kept
at their default values.

] 100 200 [

high density

medium density

low density

0 100 200 0 100 200

Figure 9. Three density surfaces produced with the threeway combination movement mechanism,
each with one of the other three parameters increased: 0.35 autocorrelation (a), 7-by-7 spatial scaling
(b), and 0.35 destination bias (c).

5. Discussion

In this paper, we introduced and described Pathwalker, a new spatially-explicit,
individual- and process-based model for simulating organism movement through het-
erogeneous landscapes. Pathwalker incorporates a variety of movement parameters, which
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allow greater detail in predicting landscape connectivity than do widely used models
such as CircuitScape and resistant kernels. Namely, Pathwalker simulates movement as a
function of the landscape resistance, energetic cost, and mortality risk at multiple spatial
scales, whilst simultaneously accounting for autocorrelation and destination bias in the
movement.

The importance and utility of simulation techniques for addressing fundamental eco-
logical questions has been established in many branches of spatial ecology: for example, the
use of CDPOP in landscape genetics [43,47,48], and HexSim in population dynamics [49,50].
In light of this, we designed Pathwalker with a simple and highly flexible framework to
explore a wide range of behavioural responses to landscape features, enabling evaluations
of theoretical and methodological questions in landscape and movement ecology, conserva-
tion science and connectivity modelling (as demonstrated in the supplementary material;
see also [40]).

5.1. Relation to Popular Connectivity Models

Popular connectivity models, such as CircuitScape, resistant kernels, and factorial
least-cost paths, conspicuously do not account for many key drivers of animal movement,
which greatly limits their effective use for handling the complexities and richness of many
scenarios in applied ecology and conservation science.

For example, they assume the mortality risk to remain unchanged through different
regions of the landscape, and movement choice to occur at a single spatial scale. As
noted in [19], CircuitScape further assumes a symmetrical movement probability between
two adjacent pixels, even though movement from an area of higher to lower resistance
(or energetic cost, or mortality risk) is much more likely than the reverse. Moreover,
the simplistic random walk mechanisms in these models assume a ‘memoryless” walker,
despite the influence of autocorrelation on movement patterns [25,26].

In contrast, Pathwalker is able to incorporate these important aspects of movement
into its connectivity predictions. Other recent spatially-explicit, individual-based models,
such as HexSim and RangeShifter, also include several parameters, which afford greater
detail in simulating the factors influencing movement patterns. For example, as with
Pathwalker’s risk surface, HexSim allows for the use of multiple resistance-like surfaces
which approximate landscape features (such as food and nesting resources), in addition to
the spatial input data of landscape resistance.

Though HexSim and RangeShifter have seen some recent application in connectivity
studies (such as [37]), these individual-based models are primarily focused on simulating
general population dynamics. Pathwalker has instead been designed specifically for
simulating individual movement pathways and predicting connectivity, with an interface
similar to UNICOR (which implements resistant kernels and factorial least-cost paths)
and CircuitScape to allow for its immediate and straightforward usage in connectivity
modelling.

5.2. Limitations, Further Developments, and the Wider Context

The process-based mechanisms of Pathwalker attend to some of the important in-
fluences on movement patterns, which are absent in models like CircuitScape and many
cost-distance approaches, such as resistant kernels. However, other fundamental drivers of
movement and connectivity are yet to be accounted for in all resistance-based algorithms
discussed above, including individual-based models like Pathwalker. Centrally, within
the framework of landscape resistance, we acknowledge that there is little attention given
to the enormous effect of spatiotemporal variation in the dynamic relationship between
animals and landscape.

Temporally, examples include the dramatic role played by migratory behaviour and
various seasonal cycles on movement decisions [28,29,51,52]. Spatially, choices made
between landscape features will change depending on the unique composition of each
locale traveled through [53,54], with different regions resulting in different estimates of how
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environmental variables affect movement [55]. Spatiotemporal complexity is at the heart of
the relationship between animal and landscape [56], to the extent that movement patterns
through space and time cannot be understood through a universally applicable combination
of temporally static environmental conditions. We must develop methodologies to reflect
this (see recent works, such as [57]).

More generally, resistance-based connectivity models do little to capture the many
other ways in which movement patterns are thoroughly affected by key contextual details
in which the animal is moving in space and time [23]. The earth’s landscapes are increas-
ingly shaped by anthropogenic presence; for connectivity models to remain relevant and
reliable, the dynamic influence of human presence on movement must be given adequate
attention [58-60]. The rich and interactive relationships between humans and other ani-
mals, and the resulting effects on their movement pathways, can rarely be accounted for by
the simplistic, temporally static, cost-benefit framework of landscape resistance [61-65].
Resistance-based models also typically assume an unchanging and universal caricature of
animal behaviour, despite the established importance of their changing physiological and
emotional states on movement decisions [39,66,67].

In order to better understand and evaluate the complex dynamics of animal movement
occurring in reality, we must find ways to acknowledge and express in our computational
models that animals do not behave as mechanistic automatons, acting and moving in
relation to an inert landscape according to economical cost-benefit rules. Their lives are
much more creative, loving and charismatic than this [68,69]. If we can develop modelling
techniques that are concerned with, for example, the quality as well as the quantity of animal
life, then these tools will be of greater value for effective, resilient, and compassionate
conservation [70-73].

From more-than-human geography to conservation physiology, efforts are emerging
across ecological disciplines to creatively develop more holistic methodologies and models
for understanding and predicting animal movement and connectivity [6,74-76]. This
provides a tremendous opportunity for interdisciplinary conversation and collaboration
to explore and identify new objectives and parameters for connectivity modelling [77].
As discussed in the concluding paragraph of [78], we can better honour the richness and
wonder of this living, breathing, more-than-human world by opening to a multiplicity of
ways to understand its creative and generative processes [1,79-81].

Attending seriously to these manifold complexities of animal movement is thus a
central challenge for the future of conservation science and connectivity modelling, and
such efforts will take time to be explored and developed. With this in mind, we created
Pathwalker within the familiar framework of landscape resistance and random walk
theory for its immediate use in simulating movement pathways and modelling landscape
connectivity, but as a tool with more detail and flexibility than the popular connectivity
models presently used.

5.3. Conclusions

Modelling and predicting organism movement and landscape connectivity is a fun-
damental part of modern ecological science. However, the dominant connectivity models
currently in use are greatly limited by their simplistic and overly reductionist assumptions
of movement behaviour. In this paper, we worked to address this by introducing a new
spatially-explicit, individual- and process-based model called Pathwalker, which enables
the modelling of individual paths and landscape connectivity as a function of resistance-
biased movement choice, energetic cost of movement, mortality risk, autocorrelation, and
directional bias towards a destination, all at multiple spatial scales.

Moreover, Pathwalker provides a valuable simulation tool for evaluating theoretical
and methodological questions in spatial ecology and conservation science. While acknowl-
edging the limitations of resistance-based models to attend to the richness and complexity
of animal movement behaviour, we designed Pathwalker with an interface similar to pro-
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grams such as CircuitScape and UNICOR, for its straightforward and immediate uptake in
movement and connectivity modelling.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ijgi11060329 /s1, Figure S1: he four density surfaces produced
from the four different correlation values; Figure S2: The same four density surfaces, now plotted in
three-dimensional space with the same colouring as above; Table S1: Statistics for the four density
surfaces produced from the four different correlation values. The first row gives the overall extent of
the movement paths on the 500-by-500 resistance surface, and the second row gives the percentage of
the total area covered by these paths. The latter two rows give the parameters and 7 value for the
fitted power and exponential functions respectively..
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