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Abstract: Time geography considers that the motion of moving objects can be expressed using space–
time paths. The existing time geography methods construct space-time paths using discrete trajectory
points of a moving point object to characterize its motion patterns. However, these methods are
not suitable for moving polygon objects distributed by point sets. In this study, we took a type of
crime event as the moving object and extracted its representative point at each moment, using the
median center to downscale the polygon objects distributed by the point sets into point objects with
timestamps. On this basis, space–time paths were generated by connecting the representative points
at adjacent moments to extend the application scope of space–time paths, representing the motion
feature from point objects to polygon objects. For the case of the City of London, we constructed a
space–time path containing 13 nodes for each crime type (n = 14). Then, each edge of the space–time
paths was considered as a monthly vector, which was analyzed statistically from two dimensions of
direction and norm, respectively. The results showed that crime events mainly shifted to the east and
west, and crime displacement was the greatest in April. Therefore, space–time paths as proposed in
this study can characterize spatiotemporal trends of polygon objects (e.g., crime events) distributed
by point sets, and police can achieve improved success by implementing targeted crime prevention
measures according to the spatiotemporal characteristics of different crime types.

Keywords: time geography; crime; space–time path; statistical analysis

1. Introduction

Time geography regards the crime phenomenon as a mobile object whose spatial
location changes over time. Crime events during a certain period can be depicted as a
point set, where each point corresponds to a specific case. The point set of crime events
varies in different periods, indicating that crime phenomena evolve over time. Thus,
the footprint of crime phenomena can be represented as a time series of point sets with
timestamps. In terms of time geography, this footprint can be substituted by a space–time
path. Theoretically, this space-time path can be constructed by extracting and connecting
control points [1]: the representative point corresponding to the point set in each period
was obtained using the spatial analysis function of GIS (Geographic Information System);
representative points at adjacent moments were connected by spatial interpolation. In this
way, the footprint of regional crime can be analyzed based on its space–time path.

Yin et al. [2] proposed an approach for modeling the movement of geographical
phenomena distributed in areas based on time geography. The approach regarded the
COVID-19 pandemic as a mobile object, and a space–time path was constructed for it. Its
control points were derived from distributions of the epidemic at each moment through
two main steps: (i) rasterizing the distributions of epidemic areas and (ii) extracting
element centers of rasters as representative points. This space–time path was used to
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reveal spatiotemporal patterns of the epidemic, as well as changes in the epidemic that
occurred continuously, including its direction and pace of spread. In their results, they used
epidemiological statistics to extrapolate the epidemic spread in future based on the space–
time path. The representation of moving objects (e.g., the epidemic) possessing polygon
distribution characteristics based on the space–time path was proved to be effective.

However, in time geography, studies analyzing moving polygon objects remain con-
fined to constructing space–time paths. In this study, we constructed and statistically
analyzed space–time paths of crimes to analyze crime displacement, applying two exten-
sions. First, the construction of space–time paths was extended from the field of infectious
diseases to the field of crime. Unlike epidemic data, which are based on predefined region
units, crime events data are point sets. For each moment, a representative point of crime
events was extracted using the median center and was regarded as a spatiotemporal anchor
point. Secondly, compared with other research that only constructed a space–time path,
we statistically analyzed the space–time path from perspective of its edges to explore the
spatiotemporal pattern and movement law of crime events, including seasonal character-
istics and associations between crime types. In addition, norms and directions of edges
were measured separately. In this manner, we propose the mathematical foundation of
statistically analyzing crime events based on the space–time path, and an approach for
crime analysis based on time geography. This approach can effectively visualize and ana-
lyze the degree of crime displacement, and provide countermeasures for crime prevention,
especially for the development of hotspot policing. Theoretically, it has the potential to be
applied to spatiotemporal big data beyond the dataset in this study.

The basic idea of this study is as follows. Firstly, we collected the set of crime points
for each period and extracted its representative point as a spatiotemporal anchor point.
Secondly, according to the time series of crime point sets, space–time paths composed of
spatiotemporal anchor points were generated to realize the connection between crime point
sets and time geography. Finally, statistical methods were used to analyze the movement
characteristics and spatiotemporal evolution law of crime events. Crime types were divided
into groups, to provide support for urban crime prevention.

2. Background

This section introduces the foundations of time geography and its related research,
further advancing the contributions of this study.

2.1. Time Geography

Time geography focuses on analyzing spatiotemporal uncertainties of mobile objects
based on known spatiotemporal information, applying the principle of spatiotemporal
accessibility [3]. It involves two key concepts: space–time path and space–time prism. As
shown in Figure 1, the space–time path is a fold line where the trajectory points of the
moving object are known. Its straight-line segments connect trajectory points at adjacent
moments. The projection of a 3D space–time path expresses the 2D “footprint” and move-
ment trend of a mobile object in geographic space. The space–time path is the basis of the
space–time prism and the basic unit of time geography [3]. The space-time prism expresses
the potential space–time path set of a moving object between two spatiotemporal anchor
points [4,5].

Hägerstrand [3] and Thrift [6] pointed out that all objects occupying a certain space
have paths, even inanimate objects. This means that mobile objects include not only classical
point objects (e.g., individuals, animals), but also polygon objects, such as typhoons [7]
or COVID-19 epidemics [2]. The point object can be geometrically represented as a point,
such as a GPS trajectory point or a spatiotemporal point in a travel log [8]. Further, the
movement of point objects forms trajectories, which have been widely used in the fields
of public health [9], transportation [10], tourism [11], urban planning [12], and animal
protection [13].
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The polygon object can be geometrically represented as a point set or an area. Tian
et al. employed trajectory points at the same instant on different dates as a point set to
study human behavior [14]. Thus, the position of an individual at any given moment
could be described through a point set. Yin et al. [2] stated that the COVID-19 epidemic
was a polygon object with particular movement characteristics and that the geographical
distribution of infectious diseases expressed its geometric features. They proposed an
epidemic space–time path using time geography. The nodes and edges of the epidemic
space–time path correspond to representative points of the moving polygon object and
lines between them, respectively. These approaches inherit the basic principles of time
geography, i.e., analyzing mobile objects’ uncertainty based on observed deterministic
information. Moreover, the data range for constructing space–time paths was extended
from discrete points to discrete polygons. In this way, polygon objects can also generate
space-time paths in the same way as point objects so that time geography can be applied
in the uncertainty analysis of polygon objects. In the context of time geography, point
objects’ trajectories have been widely researched [15–17], but polygon objects’ trajectories
have received less attention, particularly for unseen macroscopic phenomena. Therefore,
the time geography framework has great potential for the study of the spatiotemporal
uncertainty of polygon objects, which can be used to explore complex spatiotemporal
activities (e.g., crime events) or their interaction with their environments.

2.2. Crime Data Characteristics

Crime data include not only suspects’ trajectories but also crime records in the prede-
fined regions. The crime records are usually described as a point set on a map. Suspects’
trajectories are available from mobile phone records or datasets of registered sex offenders.
Crime data can be used for spatial analysis of crime [18] or estimating the activity space of
offenders [19].

However, suspects’ trajectories are short because police respond to crime events and
aim to prevent people from committing further crimes. In addition, concealment of criminal
behavior and personal privacy protection [20] make it difficult to obtain public data of
suspects’ trajectories. Thus, publicly available crime data are typically crime records posted
on police departments’ official websites, recording the location, time, and other attributes of
each case. Crime point sets released by national police departments have been widely used
in crime research [21–26]. For example, UCR (uniform crime reporting) has been applied to
the study of the spatiotemporal evolution and prediction of crime [27–29].
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2.3. Time Geography in Crime Research

In recent years, with the development of the internet, historical criminal records and
crime-related data have shown a stepwise expansive growth. Urban crime has become the
focus of people’s attention in the social context. How to make full use of crime data has
become an urgent problem to be solved for social security. The large-scale collection of crime
data brings us opportunities and challenges to study the movement characteristics and
spatiotemporal patterns of crime. Since crime events have significant temporal and spatial
characteristics [30], new methods analyzing crime data need to consider both temporal
and spatial dimensions. Time geography is one of these methods. It assumes temporal
consistency of criminal behavior [31], which provides a theoretical basis for improving
crime prediction, crime association analysis, and reducing recidivism. Applications of
time geography in crime research include analysis of crime-related trajectories and crime
point sets.

For crime-related trajectories, scholars have used space–time paths and space–time
prisms to express uncertainty of crime. Space–time paths can express offenders’ activity
anchor points (residence, workplace, and other places where they spend a lot of time)
and activity routes. Space–time paths of potential victims, offenders, and supervisors in
criminal activities can be applied for crime risk assessment through interaction analysis.
For instance, Zahnow Renee et al. used activity bundles of space–time paths to describe
the “familiar stranger” phenomenon in bus stations and demonstrated its potential to deter
criminals [25]. In crime investigations, the disjointed space–time prisms of suspects and
victims have been used to check out alibis [32,33], and their intersections indicated the
spatiotemporal range where crimes were most likely to occur. Morgan [34] constructed
space–time prisms of victims to find out where and when they were most likely stolen
from, and verified the effectiveness of applying time geography to analyze crime events by
comparing it with a traditional 2D map.

For crime point sets, time geography uses PPA (potential path area) to express uncer-
tainty of crime. For example, Downs [19] used home and work addresses of registered
sex offenders in St. Louis to estimate probability PPA for each sex offender and combined
them into a density surface to map areas where sex offenders were more frequently present.
Downs [35] analyzed activity spaces of sex offenders, using PPT (potential path trees),
where PPT is a mapping of PPA in a road network. In general, crime point sets can reflect
both the spatial distribution of crime events and their mobility. Therefore, in principle,
applications of time geography to crime point sets can use not only PPA or PPT, but also
space–time paths.

3. Measurement of Crime Events’ Mobility

Centers of point sets have frequently been used to measure qualitative trends of
discrete geographic data (e.g., crime and infectious diseases) over time [36,37]. The mobility
of such phenomena can be expressed quantitatively by space-time paths composed of these
centers. The main task of this section is to establish mapping between crime point sets
and space–time paths, which are used to express the mobility of crime events. Through
statistical analysis of crime space–time paths, their geometric law was obtained, which was
transformed into the motion law of crime events.

3.1. Construction of Space-Time Path Using Crime Point Sets
3.1.1. Extraction of Crime Control Points

As shown in Figure 2, different from a traditional trajectory that only contains one
point of a single object at each time, the crime point sets analyzed in this study have several
points of many objects in a single time window. Previous research mainly focused on point
pattern analysis (e.g., kernel density estimation, standard deviational ellipse, and spatial
scan statistics) of crime data, which cannot effectively express crime displacements over
time due to high algorithm complexity and time cost. In fact, point pattern is simply one
of a group of spatial analysis patterns, which also includes line pattern and plane pattern.
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Compared with point pattern analysis, line pattern expresses not only discrete points,
but also connections between the points. The addition of such connections can reduce
uncertainty of spatial analysis, and improve its accuracy. Therefore, we analyze crime point
sets using line pattern, which requires converting the point sets into nodes of lines. The
point abstracted from a point set is the control point representing it, which should have
spatial, temporal, and attribute information.
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To convert multiple points into a single point, the first step is to decrease the dimen-
sionality of raw data, i.e., extracting crime control points. Since the center can reflect the
concentration trend of a crime point set, we used center to represent control point. The
centers commonly used in geography include mean center, element center, and median
center [38]. Mean center is more influenced by outliers than element center and median
center. Element center must be an actual data point, but median center can be anywhere, so
its square sum of error (SSE) is smaller. Compared with mean center and element center,
median center has the advantages of less influence by outliers and less error. Therefore, in
this study, we extracted crime control points using median center.

Crime control points have attribute information, i.e., number of crime cases, in addition
to spatiotemporal information. In general, adding attribute information can better visualize
the trend change in numbers of crime cases, and trajectory clustering can be performed. A
center can be expressed as follows:

ct,k = (xt,k, yt,k, at,k) (1)

where t denotes time, t = 0, 1, . . . , 12, t = 0 for December 2019, and t = 0, 1, . . . , 12 for
12 months of 2020; k denotes crime type; x and y are locations in geographic space; a is
attribute information, such as frequency or intensity of crime represented by the control
point. Accordingly, the center set of corresponding to crime type k of crime in the whole
year is:

Ek =
{

ct,k
∣∣t = 0, 1, . . . , 12

}
=
{

c0,k, c1,k, . . . , ct,k, . . . , c12,k
}

(2)

The 14 crime types can form a 13 × 14 matrix of center sets: c0,1 · · · c0,14
...

. . .
...

c12,1 · · · c12,14

 (3)

The above abstraction from discrete point sets to control points achieved two kinds
of dimensional reduction. One was to convert discrete point sets distributed in space
into spatial points, realizing the conversion from two-dimensional space to 0-dimensional
space. The other was to convert one-dimensional time windows where discrete point sets
were located into time points, realizing the conversion from one-dimensional time line
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to 0-dimensional time point. Therefore, the above transformation is essential to convert
a three-dimensional space–time cube into a 0-dimensional space–time point, which can
simplify the expression and spatial analysis of discrete phenomena.

3.1.2. Construction of Crime Space–Time Paths

The space–time path consists of control points and a sequence of path segments
connecting these points. For a given crime type, the control points used to construct crime
space–time paths were the median centers. It is worth mentioning that in addition to
thre median center, other feature points can be chosen, such as the center of the standard
deviation ellipse of a crime point set. Connecting control points with straight lines can
generate space–time paths which convert point pattern analysis into line pattern analysis,
thus facilitating the expression of displacement patterns of crime events. On the one hand,
line pattern analysis increases the connection relationship between points compared with
point pattern and can represent semantic relationships between points, including temporal
sequential relationships. On the other hand, line patterns add properties such as length
and direction and enable study of kinematic characteristics of moving objects (e.g., crime
events), including speed, direction, and intensity.

3.2. Geometric Analysis of Crime Space–Time Paths

To facilitate the analysis of these characteristics, we used spatial vectors to solve the
analysis problem of the space–time paths. This approach involves three steps. First, we
established the connection between space–time paths and spatial vectors, and represented
the points and lines involved in the problem with spatial vectors, to turn the space–time
path problem into a vector problem. Then, through vector operations, the position rela-
tionship, distance, and angle between points and lines were studied. Finally, the results of
vector operations were “translated” into the geometric conclusions of space–time paths.

3.2.1. The Vectors of Crime Space-Time Paths

The way to generate a line from two known points is to interpolate between these
points in 3D space. Types of interpolation include linear and nonlinear interpolation, such
as spline interpolation and Bezier curves. Linear interpolation produces straight lines,
which compose a space–time path in classical time geography. This can simply express the
movement trend of a moving object, but has a disadvantage that some positions on the
straight line may not be reachable for the moving object in reality. Nonlinear interpolation,
while generating a more natural curve to represent physical motion, requires additional
assumptions about the moving object’s behavior [39]. It involves behavioral issues, which
are beyond the scope of this measurement theory. Linear interpolation was used in this
study to simplify illustration. A line segment consisting of two control points representing
crime events can be described as follows:〈

ct−1,k, ct,k
〉
=
−−−−−−−−→ct−1,kct,k (4)

where
〈
ct−1,k, ct,k

〉
denotes a line segment that connects ct−1,k and ct,k linearly. It can also

be represented by a vector. Thus, a crime space-time path includes 13 control points and
12 edges. It can be formalized as:

pathk =
{〈

ct−1,k, ct,k
〉∣∣t = 1, 2, . . . , 12

}
(5)

Thus, we can form a 12 × 14 matrix of edges, which is an extension of the 13 × 14
matrix center sets:  〈c0,1, c1,1〉 · · · 〈c0,14, c1,14〉

...
. . .

...
〈c11,1, c12,1〉 · · · 〈c11,14, c12,14〉

 (6)
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As shown in Figure 3,
−−−−−−−−→

ct−1,k
′ct,k

′ is the projective vector of
〈
ct−1,k, ct,k

〉
in plane

space. It is also called monthly vector in this study and contains two properties: direction
and norm. The abstraction from line segments to vectors ignores positional information,
making it possible to move the starting point of a segment to a given origin. The monthly
vectors reduce the geometric problem of the space–time paths to a vector problem, provid-
ing a mathematical basis for statistical analysis of the space–time paths.
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3.2.2. Statistical Analyses of Monthly Vectors

(1) Statistics of norms
Mean, coefficient of variation (CV), and trend analysis were used for statistics of

norms. The Meank and CVk can be calculated as follows, respectively:

Meank =
1

12 ∑12
t=1 ‖
−−−−−−−−→

ct−1,k
′ct,k

′ ‖ (7)

CVk =

√
1

12 ∑12
t=1

(
‖
−−−−−−−−→

ct−1,k
′ct,k

′ ‖ −Meank

)/
Meank (8)

They can indicate the extent of crime displacement but cannot describe its tendency to
spread or contract relative to origin. We denote spread and contraction by positive (+) and
negative (−), respectively. As illustrated in Figure 4, with a given origin (c0,k

′), a difference
can be calculated as follows:

∆d〈t−1,t〉,k = ‖
−−−−−−−−→

c0,k
′ct,k

′ ‖ − ‖
−−−−−−−−→

c0,k
′ct−1,k

′ ‖ (9)

where,
−−−−−−−−→

c0,k
′ct,k

′ and
−−−−−−−−→

c0,k
′ct−1,k

′ are two vectors; ‖ ∗ ‖ denotes the norm of vector;

∆d〈t−1,t〉,k denotes the difference. If ∆d〈t−1,t〉,k > 0, the norm of
−−−−−−−−→

ct−1,k
′ct,k

′ is positive,
otherwise it is negative.
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This way, the norm of a monthly vector can be expressed as:

normt,k =

 ‖
−−−−−−−−→ct−1,kct,k ‖, ∆d〈t−1,t〉,k > 0

−‖−−−−−−−−→ct−1,kct,k ‖, otherwise
(10)

where normt,k denotes the trend and intensity of crime displacement. Each crime space-time
path has 12 normt,ks which represent the spread or contraction of crime events relative to the
origin. Therefore, the integrated norm of all crime types in one month can be quantitatively
calculated as follows:

normt =
1

14 ∑14
k=1 normt,k (11)

(2) Statistics of directions
The direction of a monthly vector is defined as θt,k which is zero due east and increases

counterclockwise. The statistics of directions include frequency statistics and directional
mean (Meanθt). We divided the frequency statistics described by rose diagrams into
statistics for each crime type and statistics for all crime types. The Meanθt describes the
directional mean of all monthly vectors in a month. It can be calculated as follows:

Meanθt =



arctan
(

∑14
k=1 sin θt,k

∑14
k=1 cos θt,k

)
, ∑14

k=1 sin θt,k ≥ 0 and ∑14
k=1 cos θt,k > 0

180− arctan
(

∑14
k=1 sin θt,k

∑14
k=1 cos θt,k

)
, ∑14

k=1 sin θt,k ≥ 0 and ∑14
k=1 cos θt,k < 0

180 + arctan
(

∑14
k=1 sin θt,k

∑14
k=1 cos θt,k

)
, ∑14

k=1 sin θt,k < 0 and ∑14
k=1 cos θt,k < 0

360− arctan
(

∑14
k=1 sin θt,k

∑14
k=1 cos θt,k

)
, ∑14

k=1 sin θt,k < 0 and ∑14
k=1 cos θt,k > 0

(12)

3.2.3. Geometric Conclusion of Crime Space-Time Paths

Based on the statistical analyses of crime space–time paths, movement parameters
such as direction and velocity (norm) of crime displacement can be obtained. Using the
geometric information, the integrated crime space–time path that reflects the movement
characteristics of all crime types in an area can be constructed. It consists of three parts:
(i) the origin (median center of {c0,1, c0,2, . . . , c0,14}); (ii) the integrated norm for each month
(normt); and (iii) the directional mean for each month (Meanθt).

Routine activity theory has become a theoretical framework for study of the seasonal
fluctuations of crime, but it has generally ignored crime events’ geographical distribution;
that is, it does not consider the seasonal spatial variations of crime [40]. To solve the
problem, this study analyzed spatial changes of crime events over time from the geographic
dimension, based on the geometric characteristics of crime space–time paths, and realized
the “translation” from the statistical characteristics of space–time paths to the laws of crime
displacement. Within the framework of routine activity theory, this approach can provide
support for exploring crime patterns across time and space, as well as for the deployment
of patrol resources. It can also help answer questions such as, “How much did each crime
type, or all crime types, vary geographically in a region during different periods?”. In
addition, we consider the impact of the COVID-19 pandemic on crime movement patterns.

4. Experiments
4.1. Data Source and Its Preprocessing

The dataset utilized in this work is open source, legitimate, and authoritative [41] and
was obtained from the British police’s official website (https://data.police.uk, accessed
on 18 March 2022). The published data include only the month of crime cases, with no
date or hour information. This study analyzed the dataset at the finest time granularity
possible, i.e., months. Fourteen crime types were defined in this website, and all of them
were used in this study. The dataset includes 14 crime types: antisocial behavior, bicycle
theft, burglary, criminal damage and arson, drugs, other crime, other theft, possession of

https://data.police.uk
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weapons, public order, robbery, shoplifting, theft from the person, violence and sexual
offences, and vehicle crime. We analyzed four aspects of crime records: time (month),
longitude, latitude, and type of crime.

Given that the City of London (2.6 km2) is more developed and provides better
information than other places, this study relied on its crime records. Analyzing the latest
data is conducive to increasing the value of results. Relatively new data from December
2019 to December 2020 were used in our work; these were the most recent data available
when this study started. Moreover, in 2020, the COVID-19 pandemic caused a large degree
of crime displacement, making hotspot policing work difficult. Analyzing the dataset from
this period is more conducive to demonstrating how crime space–time paths can visualize
and analyze these displacements, for crime prevention. Data preprocessing was performed
using Python 2.7 and ArcMap 10.2; the steps were as follows: removing missing data,
grouping, cropping, and format conversion.

Figure 5 shows the processed crime data. The number decreased from 6816 to 5845
after preprocessing, and the average number of cases per crime type was 418. Other thefts
accounted for the largest number of cases (1067). The case numbers for possession of
weapons were the least (only 54). Figure 5b depicts the temporal information of crime
events in comparison to Figure 5a. Cesium 1.93 was used for 3D display of the preprocessed
crime data. One intuitive approach is to connect the points of a crime type in different
months using a path. However, a crime type may have non-unique points in each month,
making it difficult to construct a crime space–time path.

4.2. Construction of Crime Space-Time Paths

(1) Method
By connecting a crime type’s control points, which are the median centers of crime

point sets, the crime space–time path for this crime type can be constructed. Each median
center includes spatial location (longitude, latitude), timestamp (month), and attribute
(number of cases). Thus, the movement of a crime type can be represented by a crime
space–time path composed of 13 control points and connecting lines between them. The
vertical direction represents the time interval. Because the time dimension and space
dimension are independent in the 3D space and have different scales, the scale of the time
dimension is somewhat arbitrary. In this study, one month corresponds to 0.1 km in the
vertical direction.

(2) Results
Figure 6 depicts crime space–time paths which express crimes’ spatiotemporal patterns.

The nodes and edges represent the center and displacement (both intensity and direction)
of crime events. As illustrated in Figure 6, crime space–time paths were not straight
lines, meaning that crime centers swung with the seasons, and the swing amplitude had
a certain seasonality. Furthermore, different crime space–time paths were not identical,
meaning that the spatiotemporal characteristics of different crime types were also not the
same. The visualization of crime space–time paths on maps can help us understand the
interaction patterns between different crime types in an area, such as random, attractive, or
repulsive relationships [15]. It can also support the study of interactions between crime
and environment, including geography or society. For example, an offender may commit
multiple crimes in his or her surroundings [42], resulting in complex dependencies between
crime types [20], which manifests as a tendency to attract each other along space–time paths.
It is obvious from the above that joint analysis of crime space–time paths can contribute to
revealing and discovering the general characteristics and patterns of crime events in an
area, thereby offering a more complete description of crime.
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4.3. Statistical Analysis of Crime Displacement Characteristics

The crime displacement characteristics include temporal (e.g., seasonality), spatial
(e.g., distance and directionality), and spatiotemporal dimensions (e.g., velocity).

(1) Method
In geographical space, crime space–time paths had 168 monthly vectors (14 crime types

× 12 edges). Each monthly vector is specified by norm and direction. It can be expressed
by two parameters in the polar coordinate system: polar diameter and polar angle.
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Figure 6. Crime space-time paths.

The 3D space–time paths showed the dynamic movement of crime centers, but they
are cluttered, as illustrated in Figure 6, making it difficult to extract useful information
such as movement patterns and interactions [43,44]. The monthly vectors, similar to the
marginal distributions, can be analyzed using dimensionality reduction, i.e., considering
one parameter while ignoring the effect of another. For the norms, Meank and CVk were
calculated for each crime type according to Equations (7) and (8). Then, in order to analyze
the trends of crime displacement, the symbol of each norm was determined in accordance
with Equation (9), where “+” denotes spread and “−” denotes contraction. Finally, the
integrated norm of all crime types in one month was calculated according to Equation (11).
For the directions, the average direction of all monthly vectors in each month was calculated
according to Equation (12).

The statistical heterogeneity of norms and directions can provide a quantitative basis
for differentiated crime prevention.

(2) Statistical results of norms
As shown in Figure 7, norms can be used to analyze some indicators of crime displace-

ment and to classify crime types. Figure 7a shows statistical information, including the
Meank and CVk of norms for each crime type. Meank characterizes the size of displacement
for each crime type. The larger it is, the greater displacement of crime between months,
and vice versa. CVk characterizes the stability of displacement for each crime type. The
smaller its value, the stronger stability of crime displacement, i.e., the smaller gap between
norms of monthly vectors in different months. In addition, we also calculated the Meanall
and CVall of all crime types. Figure 7a indicates that the corresponding Meank and CVk of
different crime types varied greatly. With the decrease of Meank, CVk tended to increase,
and the two showed a “scissor” shaped distribution, meaning that the lower Meank, the
more sensitive CVk is to outliers of norms, and vice versa.
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Figure 7. Analysis of norms: (a) Meank and CVk of crime types; (b) division of crime types.

Figure 7b shows the division of crime types based on Meank, CVk, Meanall and CVall .
Based on the size relationships, 14 crime types can be divided into 4 groups. There were
three crime types in Group I: burglary; criminal damage and arson; and shoplifting. There
were six crime types in Group II: antisocial behavior; bicycle theft; drugs; other theft; public
order; and theft from the person. Group III had four crime types: other crime; possession of
weapons; violence and sexual offences; and robbery. Group IV had one type: vehicle crime.
As can be seen from Figure 7b, the number of crime types in each group is uneven. There
were more crime types in Group 2 and Group 3 than the others, i.e., CVk was inversely
proportional to Meank, which was consistent with the “scissor” distribution.

Table 1 lists specific response steps that should be taken for each group. For Group
I, the norms were generally small and narrowly distributed, and monthly crime displace-
ments were small and stable. Thus, police departments should actively supervise the
hotspots of these crime types. Crime hotspots are often used to indicate areas where crime
events are clustered in geographic space [45]. For Group II, the norms were generally small
but widely distributed, and monthly crime displacements were small and fluctuant. Thus,
police departments should not only supervise the hotspots of these crime types, but also
focus on the months when crime displacement is large. For Group III, due to the large
and stable monthly crime displacement, the norms were generally large and narrowly
distributed, i.e., the crime displacement remained high throughout the year. Thus, rather
than limiting forces to crime hotspots, police need to deploy resources across a broader area
and increase inter-regional coordination among departments to systematically use crime
information to prevent crime. For Group IV, the norms were generally large and widely
distributed. Therefore, the scope of police resource allocation should be broad in general,
and its location should be adjusted in time. The above measures are based on studies
showing that measures for crime prevention mainly depend on crime type [46], and crime
hotspots shift significantly over time [47]. It can be inferred that effective hotspot policing
needs to consider not only the changes in crime hotspots over time but also different crime
types [48], so that police resources can be matched to specific crime hotspots.

Table 1. Corresponding responses for each crime group.

CVk < CVall
The norms distribute narrowly, and

stability is strong.

CVk > CVall
The norms distribute widely, and

stability is week.

Meank < Meanall
The norms and crime displacements

are generally small.

Crime hotspots should be actively
regulated.

Crime hotspots should be monitored
intensively in months when crime

displacement is small, but not in other
months.

Meank > Meanall
The norms and crime displacements

are generally large.

Police resources should be expanded
beyond hotspots.

The scope of police resource allocation
should be broad in general, and its

location should be adjusted with time.
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(3) Statistical results of changes in norms over time
Figure 8 shows rose diagrams of changes in norms over time for crime types’ monthly

vectors. For each crime type, the norms had obvious heterogeneity, i.e., the magnitude
of norms varied over time, and the months in which the maximum value appeared were
different. In terms of morphology, there were crime types with unipolar morphology, such
as antisocial behaviour, which shifted significantly in just one month. Bipolar morphology,
such as for violence and sexual offences, refers to a significant change in two months.
Multipolar morphology, such as for vehicle crime, indicates significant displacements over
many months. Figure 8 denotes the trend of any monthly vector’s endpoint relative to
its starting point. Each crime type shows an alternating distribution of spread (red) and
contraction (green). There was no crime type that continued to spread or contract over a
prolonged time.
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Figure 8o is a synthesis of other rose diagrams, showing that crime displacement in
the City of London is bipolar, i.e., crime events spread in spring and winter but contracted
in summer and autumn. This is because, in temperate climates, the long and cold nights of
winter or spring are spent mostly indoors, with limited outdoor activities. There are fewer
potential victims in an area, which forces offenders to move and seek more opportunities
to commit crimes, leading to an increase in the norms and spread of crime. In summer
and autumn, the nights are shorter and the weather is warm [49], so people spend more
time outdoors and their activity spaces are larger, which increases the number of potential
victims, leading to a decrease in norms and contractions of crime displacement. As shown
in Figure 8o, the spread trend of crime displacement was most significant in April, which
may be related to the COVID-19 epidemic lockdown policy in that month, i.e., the closure
of public places (e.g., bars and schools) and working from home [50] that contributed to the
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spread of crime. This heterogeneity provides the basis for real-time adjustments in hot-spot
policing, because crime events are seasonal [51,52].

(4) Statistical results of directions
Figure 9 illustrates the frequency of monthly vector directions, including the rose

diagrams for 14 crime types, where 360 degrees is divided equally into 16 subregions;
the polar angle indicates the direction of monthly vector; the polar diameter indicates
the frequency of monthly vectors in the corresponding subregion. For each crime type,
the frequency of directions had obvious anisotropy, that is, it varied with the direction
and the maximum occurred at different angles. The morphological discontinuity of the
rose diagrams was obvious. Some crime types showed a unipolar trend. For example,
possession of weapons showed a single direction of crime displacement. In addition,
violence and sexual offences showed a bipolar trend, shifting mainly in two directions. For
multipolar crime types such as drugs, the main directions of displacement were multiple
and not obvious. However, temporal information was ignored in the distribution of
monthly vector directions.
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(5) Statistical results of changes in directions over time
Figure 10 shows the linear overlay of 14 rose diagrams (Figure 9) for each season,

reflecting the time-variant characteristics of crime events in the City of London. The
polar diameter of the rose diagram for any season was the sum of the corresponding
polar diameters in Figure 9. Accordingly, the rose diagram of a year was the sum of all
polar diameters in Figure 9. As can be seen from Figure 10, the displacement direction of
crime events in the City of London had obvious variability. There was a distinct polarity
throughout the year, i.e., oscillations along the east and west directions. In winter, spring,
and autumn, crime events shifted mainly along the east and west directions, while in
summer they moved mainly in the east direction. This means that the deployment of
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police resources should also be along the east and west directions, and resources should be
deployed to the east in the summer.
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Figure 11 shows the integrated crime space–time path, which characterizes the overall
trend of crime events in a region. The norm and direction of each edge were calculated
according to Equations (11) and (12), respectively. According to Figure 11, crime centers
shifted to some extent every month. Initially, they were mainly distributed in the east of the
City of London, and gradually deviated to the northeast over time. The residential areas on
the west side were bypassed, possibly due to the natural community surveillance effect
that discouraged crime.
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5. Conclusions and Discussion

In this study, crime space–time paths were constructed for the City of London. The
realistic significance of its movement parameters was statistically analyzed to understand
crime displacement in the region. According to the norms and directions of monthly
vectors, a dimensionality reduction approach was adopted to analyze the spatiotemporal
characteristics of crime events. Firstly, considering the differences in the Meank and CVk of
crime types, the 14 crime types were divided into 4 groups (Figure 7b), and corresponding
suggestions were given for each group (Table 1). On this basis, the changes in norms over
time were analyzed from the perspective of monthly vectors (Figure 8). Secondly, through
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the statistical analysis of directions, it was found that the directions of crime displacement
were obviously heterogeneous, mostly in the east and west directions. Furthermore, the
characteristics of directions were analyzed from the perspective of seasonal differences, and
we found that crime events shifted in a particular direction in summer (Figure 10). Finally,
an integrated crime space–time path was constructed for the City of London (Figure 11),
revealing the characteristics of crime events in general.

These results affirm the practical application of space–time paths in the study of crime
point sets. Its theoretical implications are outlined in the following: A crime point set at
each moment corresponds to a space–time disc from the perspective of time geography,
so that the spatial distribution sequence of crime events can be converted into a sequence
of space–time discs. This approach breaks through the limitation that the space-time disc
sequence in classical time geography can only be constructed based on anchor points.
Space–time path is another key concept of time geography, in addition to space–time disc,
which can quantitatively describe the movement characteristics of geographical phenomena
and their interaction patterns. Control points constituting a crime space–time path can be
transformed from the crime point sets. The approach proposed in this study enables time
geography to be applied to point sets. Compared with point pattern analysis, it is a faster
and more reliable method for visualization and analysis of point sets.

The contributions of this study include extending the application of the time geography
framework from discrete points for point objects to discrete point sets for polygon objects,
and combining crime space–time paths with routine activity theory to reveal the crime
movement patterns in a region. Through experiments, we illustrated the effectiveness of
crime space-time paths in quantifying the spatiotemporal patterns of crime displacement,
which is important for the effective implementation of hotspot policing.

This study classified crime types according to the degree of crime displacements. In
future work, we can consider more factors (such as the number of crimes, the direction
of crime displacements, the spatial distribution range of crimes, etc.) to divide them into
different spatial and temporal patterns, which will make the grouping of crime types more
interpretable and contribute to crime prevention. In addition, this study mainly considered
temporal factors, such as seasons in regard to temperature and sunshine duration, but did
not consider the built environment and demographic characteristics when explaining the
patterns of crime displacement. Future work needs to incorporate more factors to explain
the movement patterns of crime events in a more refined and comprehensive manner.

As far as the practical application of the approach proposed in this work was con-
cerned, some specific parameters or algorithms needed to be specified, and these choices
had an impact on the results. First, we the used median center to extract the representative
point from a crime point set. In fact, the representative points may be hotspots in addition
to centers, and the choice depends on the research objective. Since a crime point set contains
non-unique hotspots, the median center was chosen in this study.

Second, the time interval of monthly vectors needed to be specified. The time span of a
crime point set represented by a center is one month. The monthly vector is the connection
between two centers at adjacent moments, and in some sense it has no time interval. In this
study, we specified that the time of each center corresponded to the last day of each month,
so that the logical time interval of monthly vectors was one month.

Third, the origin needed to be specified when calculating the symbol of norms
(Equation (9)). Similar to the reference system, different origins may produce very dis-
parate results. The origin was the starting point of each space–time path. In addition to
the starting point, the origin can also be the center of all control points. The purpose of
choosing the starting point was to facilitate analysis of the trend of crime displacement
relative to the first month.

Finally, the number of subregions for rose diagrams (Figure 9) required specification.
Geographic space can usually be divided into 4, 8, 16, 32 direction subregions. As with the
raster scale, the larger the number of subregions, the higher the accuracy. Too many or too
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few subregions are not conducive to the statistical analysis of directions. Given that there
are 12 monthly vectors of a space–time path, 16 direction subregions are sufficient.

Author Contributions: Conceptualization, methodology, data curation, writing—review and edit-
ing: Zhangcai Yin, Yuan Chen, and Shen Ying; investigation, software, visualization, writing—original
and draft preparation: Zhangcai Yin, Yuan Chen; funding acquisition and project administration:
Zhangcai Yin. All authors have read and agreed to the published version of the manuscript.

Funding: This research has been supported by grants from the National Natural Science Foundation
of China (42171415).

Data Availability Statement: The data of this study can be obtained from the British police’s official
website (link: https://data.police.uk, accessed on 18 March 2022).

Acknowledgments: The authors would like to thank the editor and anonymous reviewers for their
insightful comments and substantial help on improving this article.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Miller, H.J. A measurement theory for time geography. Geogr. Anal. 2005, 37, 17–45. [CrossRef]
2. Yin, Z.; Huang, W.; Ying, S.; Tang, P.; Kang, Z.; Huang, K. Measuring of the COVID-19 Based on Time-Geography. Int. J. Environ.

Res. Public Health 2021, 18, 10313. [CrossRef]
3. Hägerstraand, T. What about People in Regional Science? Pap. Reg. Sci. 1970, 24, 7–24. [CrossRef]
4. Dijst, M.; Vidakovic, V. Travel time ratio: The key factor of spatial reach. Transportation 2000, 27, 179–199. [CrossRef]
5. Forer, P. Geometric approaches to the nexus of time, space, and microprocess: Implementing a practical model for mundane

socio-spatial systems. In Spatial and Temporal Reasoning in Geographic Information Systems; Oxford University Press: Oxford, UK,
1998; pp. 171–190.

6. Thrift, N. An introduction to time-geography. In Geo Abstracts; University of East Anglia: Norwich, UK, 1977; pp. 1–17.
7. Lu, P.; Xu, M.; Sun, A.; Wang, Z.; Zheng, Z. Typhoon Tracks Prediction with ConvLSTM Fused Reanalysis Data. Electronics 2022,

11, 3279. [CrossRef]
8. Kwan, M.-P. Interactive geovisualization of activity-travel patterns using three-dimensional geographical information systems: A

methodological exploration with a large data set. Transp. Res. Part C Emerg. Technol. 2000, 8, 185–203. [CrossRef]
9. Vrotsou, K.; Andersson, G.; Ellegård, K.; Stefansson, C.-G.; Topor, A.; Denhov, A.; Bülow, P. A time-geographic approach

for visualizing the paths of intervention for persons with severe mental illness. Geogr. Ann. Ser. B Hum. Geogr. 2017, 99,
341–359. [CrossRef]

10. Widener, M.J.; Minaker, L.; Farber, S.; Allen, J.; Vitali, B.; Coleman, P.C.; Cook, B. How do changes in the daily food and
transportation environments affect grocery store accessibility? Appl. Geogr. 2017, 83, 46–62. [CrossRef]

11. Xu, Y.; Li, J.; Xue, J.; Park, S.; Li, Q. Tourism geography through the lens of time use: A computational framework using
fine-grained mobile phone data. Ann. Am. Assoc. Geogr. 2021, 111, 1420–1444. [CrossRef]

12. Chen, B.Y.; Wang, Y.; Wang, D.; Li, Q.; Lam, W.H.; Shaw, S.-L. Understanding the impacts of human mobility on accessibility
using massive mobile phone tracking data. Ann. Am. Assoc. Geogr. 2018, 108, 1115–1133. [CrossRef]

13. Dodge, S.; Su, R.; Johnson, J.; Simcharoen, A.; Goulias, K.; Smith, J.L.; Ahearn, S.C. ORTEGA: An object-oriented time-
geographic analytical approach to trace space-time contact patterns in movement data. Comput. Environ. Urban Syst. 2021, 88,
101630. [CrossRef]

14. Tian, H.; Ma, X.; Wang, H.; Song, G.; Xie, K. A novel approach to estimate human space-time path based on mobile phone
call records. In Proceedings of the 2010 18th International Conference on Geoinformatics, Beijing, China, 18–20 June 2010;
pp. 1–6. [CrossRef]

15. Yin, Z.-C.; Wu, Y.; Winter, S.; Hu, L.-F.; Huang, J.-J. Random encounters in probabilistic time geography. Int. J. Geogr. Inf. Sci. 2018,
32, 1026–1042. [CrossRef]

16. Shi, W.; Chen, P.; Shen, X.; Liu, J. An adaptive approach for modelling the movement uncertainty in trajectory data based on the
concept of error ellipses. Int. J. Geogr. Inf. Sci. 2021, 35, 1131–1154. [CrossRef]

17. Andersson, G.; Ellegård, K.; Bülow, P.; Denhov, A.; Vrotsou, K.; Stefansson, C.-G.; Topor, A. A longitudinal study of men and
women diagnosed with psychosis: Trajectories revealing interventions in a time-geographic framework. GeoJournal 2019, 87,
2423–2440. [CrossRef]

18. Griffiths, G.; Johnson, S.D.; Chetty, K. UK-based terrorists’ antecedent behavior: A spatial and temporal analysis. Appl. Geogr.
2017, 86, 274–282. [CrossRef]

19. Downs, J.A. Mapping sex offender activity spaces relative to crime using time-geographic methods. Ann. GIS 2016, 22,
141–150. [CrossRef]

20. Virtanen, S.; Girolami, M. Spatio-temporal mixed membership models for criminal activity. J. R. Stat. Soc. Ser. A Stat. Soc. 2021,
184, 1220–1244. [CrossRef]

https://data.police.uk
https://doi.org/10.1111/j.1538-4632.2005.00575.x
https://doi.org/10.3390/ijerph181910313
https://doi.org/10.1111/j.1435-5597.1970.tb01464.x
https://doi.org/10.1023/A:1005293330869
https://doi.org/10.3390/electronics11203279
https://doi.org/10.1016/S0968-090X(00)00017-6
https://doi.org/10.1080/04353684.2017.1408028
https://doi.org/10.1016/j.apgeog.2017.03.018
https://doi.org/10.1080/24694452.2020.1812372
https://doi.org/10.1080/24694452.2017.1411244
https://doi.org/10.1016/j.compenvurbsys.2021.101630
https://doi.org/10.1109/geoinformatics.2010.5567559
https://doi.org/10.1080/13658816.2018.1428748
https://doi.org/10.1080/13658816.2020.1828591
https://doi.org/10.1007/s10708-019-10036-y
https://doi.org/10.1016/j.apgeog.2017.06.007
https://doi.org/10.1080/19475683.2016.1147495
https://doi.org/10.1111/rssa.12642


ISPRS Int. J. Geo-Inf. 2023, 12, 210 18 of 18

21. Yu, D.; Fang, C. How neighborhood characteristics influence neighborhood crimes: A Bayesian hierarchical spatial analysis. Int. J.
Environ. Res. Public Health 2022, 19, 11416. [CrossRef]

22. Wüllenweber, S.; Burrell, A. Offence characteristics: A comparison of lone, duo, and 3+ perpetrator robbery offences. Psychol.
Crime Law 2021, 27, 122–139. [CrossRef]

23. Andresen, M.A. Theorizing globally, but analyzing locally: The importance of geographically weighted regression in crime
analysis. Crime Sci. 2022, 11, 10. [CrossRef]

24. Ramos, R.G.; Melo, S.N. Income inequality and the geography of residential burglaries: A spatial model applied to Campinas,
Brazil. Appl. Geogr. 2022, 147, 102787. [CrossRef]

25. Zahnow, R.; Zhang, M.; Corcoran, J. The girl on the bus: Familiar faces in daily travel and their implications for crime protection.
Ann. Am. Assoc. Geogr. 2021, 111, 1367–1384. [CrossRef]

26. Cheng, W.; Rao, Y.; Tang, Y.; Yang, J.; Chen, Y.; Peng, L.; Hao, J. Identifying the spatio-temporal characteristics of crime in
Liangshan Prefecture, China. Int. J. Environ. Res. Public Health 2022, 19, 10862. [CrossRef] [PubMed]

27. Zhu, H.; Wang, F. An agent-based model for simulating urban crime with improved daily routines. Comput. Environ. Urban Syst.
2021, 89, 101680. [CrossRef]

28. Mazeika, D. The effect of unreported gun-related violent crime on crime hot spots. Secur. J. 2022, 36, 101–117. [CrossRef]
29. DeLang, M.; Taheri, S.A.; Hutchison, R.; Hawke, N. Tackling UCR’s missing data problem: A multiple imputation approach. J.

Crim. Justice 2022, 79, 101882. [CrossRef]
30. Grubesic, T.H.; Mack, E.A. Spatio-temporal interaction of urban crime. J. Quant. Criminol. 2008, 24, 285–306. [CrossRef]
31. van Sleeuwen, S.E.; Steenbeek, W.; Ruiter, S. When do offenders commit crime? An analysis of temporal consistency in individual

offending patterns. J. Quant. Criminol. 2021, 37, 863–889. [CrossRef]
32. Kuijpers, B.; Grimson, R.; Othman, W. An analytic solution to the alibi query in the space–time prisms model for moving object

data. Int. J. Geogr. Inf. Sci. 2011, 25, 293–322. [CrossRef]
33. Egenhofer, M. Approximation of geopatial lifelines. In Proceedings of the SpadaGIS, Workshop on Spatial Data and Geographic

Information Systsems; University of Genova: Genova, Italy, 2003; pp. 1–5.
34. Morgan, J.D. A Visual Time-Geographic Approach to Crime Mapping; The Florida State University: Tallahassee, FL, USA, 2010.
35. Downs, J.A. Using potential path trees to map sex offender access to schools. Appl. Spat. Anal. Policy 2014, 7, 381–394. [CrossRef]
36. Cummings, A.R.; Markandey, N.; Das, H.; Arredondo, C.; Wehenkel, A.; Tiemann, B.L.; Lee, G. The spill over of crime from urban

centers: An account of the changing spatial distribution of violent crime in Guyana. ISPRS Int. J. Geo-Inf. 2019, 8, 481. [CrossRef]
37. Zorigt, T.; Ito, S.; Isoda, N.; Furuta, Y.; Shawa, M.; Norov, N.; Lkham, B.; Enkhtuya, J.; Higashi, H. Risk factors and spatio-temporal

patterns of livestock anthrax in Khuvsgul Province, Mongolia. PLoS ONE 2021, 16, e0260299. [CrossRef] [PubMed]
38. Mitchel, A. The ESRI Guide to GIS Analysis, Volume 2: Spartial Measurements and Statistics; ESRI Press: Redlands, CA, USA, 2005.
39. Zhang, J.; Goodchild, M.F. Uncertainty in Geographical Information; CRC Press: London, UK, 2002. [CrossRef]
40. Brunsdon, C.; Corcoran, J.; Higgs, G.; Ware, A. The influence of weather on local geographical patterns of police calls for service.

Environ. Plan. B Plan. Des. 2009, 36, 906–926. [CrossRef]
41. Nakaya, T.; Yano, K. Visualising crime clusters in a space-time cube: An exploratory data-analysis approach using space-time

kernel density estimation and scan statistics. Trans. GIS 2010, 14, 223–239. [CrossRef]
42. Roach, J.; Pease, K. Police overestimation of criminal career homogeneity. J. Investig. Psychol. Offender Profiling 2014, 11,

164–178. [CrossRef]
43. Zhu, X.; Guo, D. Mapping large spatial flow data with hierarchical clustering. Trans. GIS 2014, 18, 421–435. [CrossRef]
44. Zhou, X. Understanding spatiotemporal patterns of biking behavior by analyzing massive bike sharing data in Chicago. PLoS

ONE 2015, 10, e0137922. [CrossRef] [PubMed]
45. Eck, J.; Chainey, S.; Cameron, J.; Wilson, R. Mapping Crime: Understanding Hotspots; National Institute of Justice: Washington, DC,

USA, 2005.
46. ToppiReddy, H.K.R.; Saini, B.; Mahajan, G. Crime prediction & monitoring framework based on spatial analysis. Procedia Comput.

Sci. 2018, 132, 696–705. [CrossRef]
47. Reppetto, T.A. Crime prevention and the displacement phenomenon. Crime Delinq. 1976, 22, 166–177. [CrossRef]
48. Weisburd, D.; Wyckoff, L.A.; Ready, J.; Eck, J.E.; Hinkle, J.C.; Gajewski, F. Does crime just move around the corner? A controlled

study of spatial displacement and diffusion of crime control benefits. Criminology 2006, 44, 549–592. [CrossRef]
49. Lewis, L.; Alford, J. The influence of season on assault. Prof. Geogr. 1975, 27, 214–217. [CrossRef]
50. Sun, Y.; Huang, Y.; Yuan, K.; Chan, T.O.; Wang, Y. Spatial patterns of COVID-19 incidence in relation to crime rate across London.

ISPRS Int. J. Geo-Inf. 2021, 10, 53. [CrossRef]
51. Andresen, M.A.; Malleson, N. Crime seasonality and its variations across space. Appl. Geogr. 2013, 43, 25–35. [CrossRef]
52. Ceccato, V.; Uittenbogaard, A.C. Space–time dynamics of crime in transport nodes. Ann. Assoc. Am. Geogr. 2014, 104,

131–150. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.3390/ijerph191811416
https://doi.org/10.1080/1068316X.2020.1780589
https://doi.org/10.1186/s40163-022-00173-0
https://doi.org/10.1016/j.apgeog.2022.102787
https://doi.org/10.1080/24694452.2020.1828026
https://doi.org/10.3390/ijerph191710862
https://www.ncbi.nlm.nih.gov/pubmed/36078577
https://doi.org/10.1016/j.compenvurbsys.2021.101680
https://doi.org/10.1057/s41284-022-00329-2
https://doi.org/10.1016/j.jcrimjus.2022.101882
https://doi.org/10.1007/s10940-008-9047-5
https://doi.org/10.1007/s10940-020-09470-w
https://doi.org/10.1080/13658810902967397
https://doi.org/10.1007/s12061-014-9116-0
https://doi.org/10.3390/ijgi8110481
https://doi.org/10.1371/journal.pone.0260299
https://www.ncbi.nlm.nih.gov/pubmed/34797889
https://doi.org/10.1201/b12624
https://doi.org/10.1068/b32133
https://doi.org/10.1111/j.1467-9671.2010.01194.x
https://doi.org/10.1002/jip.1405
https://doi.org/10.1111/tgis.12100
https://doi.org/10.1371/journal.pone.0137922
https://www.ncbi.nlm.nih.gov/pubmed/26445357
https://doi.org/10.1016/j.procs.2018.05.075
https://doi.org/10.1177/001112877602200204
https://doi.org/10.1111/j.1745-9125.2006.00057.x
https://doi.org/10.1111/j.0033-0124.1975.00214.x
https://doi.org/10.3390/ijgi10020053
https://doi.org/10.1016/j.apgeog.2013.06.007
https://doi.org/10.1080/00045608.2013.846150

	Introduction 
	Background 
	Time Geography 
	Crime Data Characteristics 
	Time Geography in Crime Research 

	Measurement of Crime Events’ Mobility 
	Construction of Space-Time Path Using Crime Point Sets 
	Extraction of Crime Control Points 
	Construction of Crime Space–Time Paths 

	Geometric Analysis of Crime Space–Time Paths 
	The Vectors of Crime Space-Time Paths 
	Statistical Analyses of Monthly Vectors 
	Geometric Conclusion of Crime Space-Time Paths 


	Experiments 
	Data Source and Its Preprocessing 
	Construction of Crime Space-Time Paths 
	Statistical Analysis of Crime Displacement Characteristics 

	Conclusions and Discussion 
	References

