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Abstract: Analysis of the spatiotemporal distribution of online public opinion topics can help un-
derstand the hotspots of public concern. The topic model is employed widely in public opinion
topic clustering for social media data. In order to handle topic-clustering of low-quality geospatial
social media data, such as microblog data, with short text and timeliness characteristics, this study
proposed a Dirichlet multinomial mixture over time (DMMOT) model to cluster microblog topic for
public opinion analysis. The DMMOT model assumes that a single document belongs to a single
topic, in line with the characteristics of a short text, and it introduces the probability distribution of
“topic-time” in the process of topic generation. The model parameter inference process was presented
in detail by exploring the Gibbs sampling method. Results generated using the DMMOT model in
case study show that the “topic-word” distribution is semantically aggregated within various topics,
and “topic-time” distribution clustered within a time window under each topic. Furthermore, the
characteristics of the trend of each topic over time are basically consistent with the corresponding
trend of topic in reality in terms of content. These indicate that the DMMOT model improves topic
clustering for short text to some extent. Furthermore, the DMMOT model performed well in both
temporal and spatial analysis of public opinion topics based on microblog data.

Keywords: topic clustering; microblog data; DMMOT model; public opinion analysis; Gibbs sampling

1. Introduction

Social media amass rich user-generated content such as text, pictures, locations, and
videos. Such abundant data provide a new perspective to study the spatiotemporal behav-
ior characteristics of humans and reveal the spatial distribution patterns and spatiotemporal
evolution process of social phenomena [1]. When a significant event occurs, the public
tends to post by reflecting its attention to and cognition of the event on social media
platforms such as Weibo, thus triggering the topic’s dissemination and discussion. Social
media gather a large amount of semantic data, which have become an important source to
understand social situations and public opinion [2]. Such data have been analyzed using
text mining and various geospatial methods to determine the public’s behavior over time
and their related opinions in a specific environment.

Further, because of the increasing popularity of social media research, many scholars
have used data from social media to analyze public opinion in the field of emergencies,
such as natural disasters and public health [3–8]. With the COVID-19 (Corona Virus Disease
2019) outbreak, social media quickly became an important data source for information
generation and dissemination. Further, it is of great practical significance to objectively
understand public opinion and regional differences during the pandemic to improve the
policy regulation and scientific governance of major public health events.

Sina Weibo is an important social media platform for online users to record their lives,
express and exchange opinions, and obtain and share information. Weibo has a large user
base. As of September 2020, the monthly active users have reached 511 million, and the
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daily active users have reached 224 million [9]. Therefore, Weibo platform has become an
important source of information acquisition, and microblog data obtained from Weibo is
widely used in various studies such as behavior analysis, interest recommendation, urban
planning, public safety, and social perception. This study aims to mine and analyze public
opinion on an urban scale from microblog data by exploring a topic-clustering model. The
latent Dirichlet allocation (LDA) model is one of the most popular topic models, with
the advantage of automatically identifying semantic topics from massive texts [10]. The
traditional LDA topic model mainly discovers latent topics based on word co-occurrence.
Because of the lack of co-occurrence information between the words in short texts, the
LDA model is not effective enough when applied to short texts. Instead, the Dirichlet
multinomial mixture (DMM) [11] model is more suitable for short text topic modelling as it
assumes that each document is generated from one topic. Moreover, the topics over time
(TOT) [12] model uses beta distribution to fit the distribution of topics over time to discover
the topics’ evolution processes. However, it is difficult to distinguish between different
topics if the words show little difference in their temporal distribution.

Accordingly, this study proposes a new topic-clustering model—the Dirichlet multino-
mial mixture over time (DMMOT) model—which combines the advantages of the DMM
and TOT models to handle low-quality microblog data with short text and timeliness
characteristics. The hypothesis conditions of the DMMOT model are more in line with
the characteristics of microblog data, and this model can directly identify the temporal
distribution probability of topics and the unique topic to which a document belongs. This
research can help obtain the spatiotemporal evolution characteristics of public opinion
topics about hot social issues.

2. Related Works

The topic model was originally a probabilistic model proposed by Hofmann [13]
based on latent semantic indexing. Blei et al. [14] added the probability distribution and
parameters’ prior information to the probabilistic latent semantic indexing model to obtain
a more complete probability generation model called the LDA topic model. In topic models,
a topic is added as a hidden variable to the generative model of documents and words, and
LDA model is the basis for all the extended topic models.

Most extended probabilistic topic models redefined the assumptions of the document
generation process to solve the limitation of existing topic models; then, latent topics were
derived based on the results of parametric statistical inference. Blei et al. [15] changed
the Dirichlet prior distribution of the LDA model to a logistic-normal distribution and
obtained a correlated topic model by increasing the correlations between latent topics, and
found that an estimated Correlated Topic Model (CTM) can be used to explore otherwise
unstructured observed documents. Li et al. [16] obtained the labeled-LDA model by
building the documents’ category levels, which weakened the phenomenon wherein topics
that did not belong were forcibly assigned to certain documents in the LDA model.

With the rise of social media, recent research mainly focused on solving the problem
of data sparsity in documents and topic models for short texts. Further, researchers
of [17] have improved the problem of text sparsity by changing the model structure with
the hypothesis condition of model generation. The DMM [11] model is a typical topic
model for short texts that assumes independence between the words in one document,
which dealt with the sparse and high-dimensional problem of short texts, and can obtain
the representative words of each cluster. Ma et al. [18] aggregated short texts into long
texts according to related characteristics, which introduced external knowledge to assist
document clustering using a topic model. To handle short documents well, the biterm topic
model (BTM) [17] introduced the biterm, which is an unordered co-occurrence word pair
in a short document, based on the LDA model. The BTM model assumes that the topic
of each word also depends on the previous word, thus contributing to the expansion of
document length. However, the BTM model considers word order and is still influenced by
the sparsity of word order. A previous study [19] showed that short-distance co-occurrence
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information is more valuable than long-distance co-occurrence information, and increasing
the window length contributes little to the number of co-occurrence words. Relevant
study [20] has introduced a word-embedding model based on these models and added
semantic information. The local LDA model [21] focused on short distance co-occurrence
but did not assume inter-word dependencies. It added a fixed size overlapping window
to the LDA model to extract more coherent and meaningful topics. The above research
attempts to solve the problem of data sparsity of short text clustering from various aspects,
but they do not pay attention to the sequential variation characteristics of short texts.

The probabilistic models with time series were developed to analyze the time evolution
of topics in large document collections. Current temporal topic models were proposed
to simulate and infer the evolutionary trends of topics. For instance, the dynamic topic
model [22] considers discrete time in the topic model, but the model results are affected
by the size of the time window. However, for latent topics in the document, the TOT [12]
model fits the distribution of topics over time through beta distribution, which solved
problem caused by time window. These studies indicate that the results generated by topic
model can be dynamically varied. Specially, for social media data, the topic clustering
would be influenced by time information in addition to word co-occurrences in text.

In addition, the parameter estimation method for topic models mainly includes Vari-
ational Bayesian (VB) inference and Gibbs sampling [18]. The inference process of VB is
complicated and related to setting of the initial parameter values. It may yield local optimal
results and has high time efficiency. However, the mathematical derivation process of Gibbs
sampling is simpler than the VB inference and is less affected by the parameters’ initial
values. Collapsed Gibbs sampling uses the Bayesian formula to solve the integral of the
hidden variables in the model to eliminate unknown parameters. Thus, it can overcome the
problems caused by the inference using approximate posterior distributions and facilitate
more accurate parametric statistical inference of the model. Thus, this article adopted Gibbs
sampling method to conduct parameter inference.

Prior research on topic models mainly focused on the analysis of online public opin-
ion [23–26]. For instance, Han [23] combined the LDA topic and random forest models
to obtain different topic contents of microblog texts related to the pandemic situation
as well as obtain the spatiotemporal distribution characteristics of each public opinion
topic on a national scale. Han found that the change trend of the topic-time of public
opinion and the pandemic development trend is synchronized, while the topic’s spatial
distribution is related to pandemic severity, population intensity, and so on. Wang [24]
built a topic extraction and classification model to analyze the distribution characteristics
of public opinion in focal areas, such as several metropolitan areas and border ports in
China. Boon-Itt and Skunkan [25] conducted sentiment analysis and LDA topic modeling
based on Twitter data, showing that the public was mainly pessimistic during the outbreak.
They revealed three pandemic-related topics: pandemic emergency, pandemic control, and
pandemic reporting. Amara et al. [26] used a multilingual corpus from Facebook to extract
topics using LDA topic modeling to track trends of the COVID-19 pandemic. In the above
applications, LDA topic model was widely adopted to analyze the public opinion, and the
additional information in datasets was not incorporated to improve the model while LDA
model may not be the optimal solution.

3. Topic-Clustering Model with Temporal Distribution

In the current context, although Weibo has removed the 140-character limit, most
microblogs have fewer words. Thus, there is less word co-occurrence information in
microblog text. When applying the LDA model to the analysis of such short texts in social
media, the generated results might be of poor quality because of less word co-occurrence
information in such short texts. To meet the needs of short texts, the DMM model assumes
that one document belongs to only one topic, and all the words under the document
stem from that one topic. By considering the topic evolution processes, the TOT model
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incorporates temporal features based on LDA, fitting the temporal distribution features of
document topics using a beta distribution.

To make better use of low-quality microblog data, this study integrates the user’s check-
in time to build the DMMOT model by combining the temporal evolution characteristics
with the DMM model for topic clustering of microblog text; we also explore the Gibbs
sampling method for parametric inference of our model.

3.1. DMMOT Topic Model

The DMMOT is a probabilistic generative document model. It assumes that one
document belongs to only one topic, and all words in the document are independent of
each other. Document topics need to be sampled only once. All words in a document are
sampled from one topic once the document’s topics are assigned, and both “topic-word”
and “document-topic” distributions behave according to a polynomial distribution. For
microblog texts, different topics maintain high prevalence for a certain period, and then, this
prevalence slowly disappears over time. With reference to the literature [12], the temporal
distribution features of topics can be fitted using beta distribution. The probability density
function of the beta distribution is given by Equation (1).

f (x; ψ1, ψ2) =
Γ(ψ1 + ψ2)

Γ(ψ1)Γ(ψ2)
xψ1−1(1− x)ψ2−1 =

xψ1−1(1− x)ψ2−1

B(ψ1, ψ2)
, (1)

where Γ is the gamma function, and B(ψ1, ψ2) is the beta function.
The DMMOT model is suitable for short texts, such as microblog text. Figure 1

shows this model’s generation process where the box represents the number of repeated
samplings, the circles with shadows are observable variables, and the other circles are
unobservable variables. In the figure, D is the number of documents, Nd is the number
of words included in document d, and K is the number of topics. The DMMOT model
selects the document’s topics from the polynomial distribution of document-topic and then
selects words under the chosen topics from the polynomial distribution of topic-word to
yield the document. Here, α is the hyperparameter of the Dirichlet prior distribution of the
document-topic distribution, and β is the hyperparameter of the Dirichlet prior distribution
of the topic-word distribution.
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Document generation using the DMMOT model is divided into the following three
steps:

I. Select topic z of document d according to polynomial distribution θ [θ ∼ Dir(α)] of
the document-topic;

II. Select the word distribution under the zth topic according to polynomial distribution
Φ [Φ ∼ Dir(β)] of the topic-word. Then, Nd words of the document are obtained by
sampling Nd times under the probability distribution;
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III. According to the time attribute of documents, the value of probability that one doc-
ument belongs to a different topic is obtained from the probability distribution of
“topic-time,” which is part of the Gibbs sampling probability.

3.1.1. Inference Process of the DMMOT Model by Gibbs Sampling

Gibbs sampling is a special Markov chain algorithm. The Markov chain assumes that
the transition probability of the current state is only related to the previous state. When
setting the arbitrary probability distribution of the initial state, distribution π converges
to a stationary distribution after the state transition matrix P of the Markov chain model
transforms. Therefore, when the probability distribution of the sample is unknown, an
arbitrary initial probability distribution can be set. Given a Markov chain, distribution π,
and probability transition matrix P, if the following equation holds, satisfying the detailed
balance condition, then this Markov chain has a stationary distribution π:

π(i)P(i, j) = π(j)P(j, i), (2)

Gibbs sampling iteratively converges to the probability stationary distribution by
sampling only one dimension when fixing the other dimensions every time, while taking
the conditional probability of stationary distribution π as the sampling probability. This can
yield sampling results based on the joint probability density calculated by sampling based
on the conditional probability density function. Therefore, when applying Gibbs sampling
to topic modeling, it is necessary to first obtain the joint probability density generated from
the corpus and derive the conditional probability formulation for topic sampling.

In the DMMOT model, the Dirichlet distribution serves as a conjugate prior to the
polynomial distribution. Table 1 describes the parameters in the DMMOT topic model. If
parameter θ follows a Dirichlet distribution, it is denoted as θ| α ∼ Dir(α). The document,
words, and time in the DMMOT model obey the probability distributions in Equation (4):

θ|α ∼ Dir(α); Φ|β ∼ Dir(β), (3)

z| θ ∼ Mult(θ); w|Φ ∼ Mult(Φ); t|ψ ∼ Beta(ψ) (4)

Table 1. Representation of the parameters in the DMMOT model.

Parameter Meaning of Parameters

mk Number of documents belonging to topic k
D Number of documents in the corpus
K Topic number
V Number of words in the corpus

α, β
Hyperparameter of Dirichlet prior distribution ofthe “document-topic”

and “topic-word”
Nw

d Number of times word w appears in document d
Nd Total number of words in document d
nw

k Number of times of word w belongs to topic k
nk Total number of words belonging to topic k
td Time attribute value for document d

ψzd1, ψzd2 Two parameters of the beta distribution for document zd

To use the Gibbs sampling method, joint probability of the generated document is first
obtained, as shown in Equation (5):

p
(→

d ,
→
z ,
→
t
∣∣∣∣α, β, ψ

)
= p(d|z, β)p(z|α)p(t|z, ψ)

=
∫

p(d|z, Φ)p(Φ|β)dΦ
∫

p(z|θ)p(θ|α)dθp(t|z, ψ)

(5)
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The following equations can be derived from the probability density function of the
probability distribution of document-topic, topic-word, and topic-time:∫

p(d|z, Φ)p(Φ|β)dΦ

=
∫ K

∏
k=1

V
∏

t=1
Φ

nt
k

k,t

K
∏

k=1

1
∆(β)

V
∏

t=1
Φβt−1

k,t dΦ

=
∫ K

∏
k=1

1
∆(β)

V
∏

t=1
Φ

nt
k+βt−1

k,t dΦ

=
K
∏

k=1

1
∆(β)

∫ V
∏

t=1
Φ

nt
k+βt−1

k,t dΦ

=
K
∏

k=1

∆(nk+β)
∆(β)

,

(6)

where ∆(β) =
∫ V

∏
i=1

pβi−1
i dp = ∏V

i=1 Γ(βi)

Γ(∑V
i=1 βi)

, nk =
V
∑

t=1
nt

k,

∫
p(z|θ)p(θ|α)dθ =

∫ K
∏

k=1
θ

mk
k

1
∆(α)

K
∏

k=1
θ

αk−1
k dθ

= 1
∆(α)

∫ K
∏

k=1
θ

mk+αk−1
k dθ

= ∆(m+α)
∆(α) ,

(7)

where ∆(α) =
∫ K

∏
i=1

pαi−1
i dp = ∏K

i=1 Γ(αi)

Γ(∑K
i=1 αi)

, m =
K
∑

k=1
mk,

p(t|z, ψ) =
D

∏
d=1

p
(
td
∣∣ψzd

)
(8)

Combining Equations (6)–(8), the joint probability in Equation (5) can be defined as
follows:

p
(→

d ,
→
z ,
→
t
∣∣∣∣α, β, ψ

)
=

K
∏

k=1

∆(nk+β)
∆(β)

× ∆(m+α)
∆(α) ×

D
∏

d=1
p
(
td
∣∣ψzd

) (9)

According to the Bayesian formula of joint probability, the conditional probability that
document d belongs to topic k is defined as follows:

p
(

zd = k
∣∣∣∣→d , z−d,

→
t , α, β, ψ

)
=

p
(

d,k,t
∣∣∣∣→d−d ,

→
z −d ,

→
t −d ,α,β,ψ

)
p
(

d,t
∣∣∣∣→d−d ,

→
z −d ,

→
t −d ,,α,β,ψ

)

∝
p
(→

d ,
→
z ,
→
t
∣∣∣∣α,β,ψ

)
p
(→

d−d ,
→
z −d ,

→
t −d

∣∣∣∣α,β,ψ
)

∝ ∆(nk+β)

∆(nk,−d+β)
∆(m+α)

∆(m−d+α)
p
(
td
∣∣ψzd

)
(10)
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Based on the continuous multiplication property of the gamma function, we further
derive Equations (11) and (12):

∆(nk+β)

∆(nk,−d+β)
= Γ(nk+β)

Γ(nk,−d+β)
Γ(∑V

t=1(nt,−d+β))
Γ(∑V

t=1(nt+β))

=
∏w∈d Γ(nw

k +β)

∏w∈d Γ
(

nw
k,−d+β

) Γ(nk,−d+Vβ)
Γ(nk+Vβ)

=

∏w∈d Γ(nw
k +β)

∏w∈d Γ(nw
k,−d+β)

∏
Nd
i=1(nk,−d+Vβ+i−1)

,

(11)

∆(m+α)
∆(m−d+α)

= Γ(m+α)
Γ(m−d+α)

Γ(∑K
k=1(mk,−d+α))

Γ(∑K
k=1(mk+α))

= Γ(mz+α)

Γ(mz,−d+α)
Γ(D−1+Kα)

Γ(D+Kα)

=
mz,−d+α
D−1+Kα .

(12)

Based on the derivation of DMM [10], beta distribution in Equation (13), and the
aforementioned formulations, we derive the sampling probability in Equation (14):

p
(
td
∣∣ψzd

)
=

td
ψzd1−1(1− td)

ψzd2−1

B
(
ψzd1, ψzd2

) , (13)

p
(

zd = k
∣∣∣∣→d , z−d,

→
t , α, β, ψ

)

∝

∏w∈d Γ(nw
k +β)

∏w∈d Γ(nw
k,−d+β)

∏
Nd
i=1(nk,−d+Vβ+i−1)

× mk,−d+α
D−1+Kα ×

td
ψzd1−1

(1−td)
ψzd2−1

B
(

ψzd1,ψzd2

) .

(14)

In Equation (14), parameters of the beta distribution, ψzd1, ψzd2 can be computed using
the moment estimation method. The mean value tz and variance s2

z can be computed as
follows:

tz =
ψzd1

ψzd1 + ψzd2
, (15)

s2
z =

ψzd1ψzd2(
ψzd1 + ψzd2

)2(
ψzd1 + ψzd2 + 1

) . (16)

According to the mean and variance of the beta distribution of topic z in
Equations (15) and (16), parameters of the beta distribution can be obtained as follows:

ψzd1 = tz

(
tz
(
1− tz

)
s2

z
− 1

)
, (17)

ψzd2 =
(
1− tz

)( tz
(
1− tz

)
s2

z
− 1

)
. (18)

3.1.2. Gibbs Sampling Algorithm for the DMMOT Model

According to the sampling probability in Equation (14) of the DMMOT model, we
obtain the posterior distribution of the document-topic, topic-word, and topic-time by
constantly assigning topics to all documents in the corpus during each iteration. Specifically,
the definition domain of the beta function is between 0 and 1, and temporal properties
of the documents must be normalized before sampling. Details of the Gibbs sampling
algorithm are shown in Algorithm 1.
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Algorithm 1: The Gibbs Sampling algorithm for DMMOT model

Input: the number of topics K, the number of document D and number of iterations iter
Output: the topic classification labels Kd for all documents
1 set up hyper-parameters of Dirichlet distribution α, β, let mk, nk, nw

k equal to 0 respectively;
2 for document d ∈ [1, D] do
3 random sampling for document d’s topic classification label kd;
4 insert kd into Kd;
5 mk ← mk + 1 ; nk ← nk + Nd ;
6 for word w ∈ d do
7 nw

k ← nw
k + Nw

d ;
8 end for
9 end for
10 calculate the Mean and Variance of timestamps under every topics;
11 employ the method of Moments to estimate the parameter ψ of Beta distribution;
12 for iteration i ∈ [1, iter] do
13 for document d ∈ [1, D] do
14 record the topic classification label k = kd and timestamp td of this document d;
15 mk ← mk − 1 ; nk ← nk − Nd ;
16 for word w ∈ d do
17 nw

k ← nw
k − Nw

d ;
18 end for

19
sample a new topic label kd for document d based on the deduced Gibbs Sampling

equation;
20 insert kd into Kd;
21 mk ← mk + 1 ; nk ← nk + Nd ;
22 for word w ∈ d do
23 nw

k ← nw
k + Nw

d ;
24 end for
25 end for

26
utilize the Mean and Variance of timestamps to estimate Beta distribution parameters ψ

for different topics;
27 end for

4. Case Study and Discussion

The study area includes 13 municipal districts of Wuhan city. Hu et al. [27,28] pooled
all posts on Weibo of every user and built a rich Weibo corpus with a user pool of 20 million
active users. Based on Weibo corpus in [28], we filtered the check-in data from Wuhan
City before and after the COVID-19 outbreak in Wuhan from December 2019 to April 2020.
The available attributes of the data include posting time, location marked as latitude and
longitude, and text.

In this study, we transformed the coordinates of the acquired Weibo data (check in mi-
croblogs), unified the coordinate system, extracted the microblog check-in data for Wuhan
according to the spatial scope, and obtained 617,032 microblogs posted by 124,281 users
on Weibo. Simultaneously, we counted the number of Chinese characters in microblogs
and found that most users posted short texts as shown in Figure 2. After text filtering
using keywords and dividing using stop words with high frequency, 46,774 non-empty
microblogs were finally extracted after replacing the synonyms.

4.1. Comparison Results for the DMM and LDA Topic Models

To explore the topic of public opinion during the pandemic, this study used the DMM
and LDA models for topic mining of microblog texts and compared the application of
the two models to a complex text corpus. As the text topics were unknown, the number
of topics for all the models was set to 15 during the experiment. Table 2 presents the
meaningful topics selected from the mining results of the two models. Partial results of
the DMM and LDA models are similar. Both models mined the following topics: case
reports (topic 0), work resumption (topic 1), global outbreak (topic 2), praying for the end
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of the pandemic (topic 3), community life (topic 4), daily pandemic prevention and control
(topic 5), hospital diagnosis (topic 6), treatment (topic 7), nucleic acid test (topic 8), family
care (topic 9), and salute to medical staff (topic 10).
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Table 2. Topic-clustering results of the DMM and LDA models.

Topic ID Words Describing the Topic of the DMM Model Words Describing the Topics of the LDA Model

0 New, case, confirm, death, cumulative, COVID-19, number,
pneumonia, suspected case, and discharge

Work resumption, new, case, confirm, firm, lift the
lockdown, prevent and control, work, on duty, proof,

enterprise, recover, staff, cumulative, and inform1 Work resumption, firm, enterprise, work, influence, life,
consumption, economy, express delivery, and situation

2 Virus, China, COVID-19, pneumonia, America, infect,
country, patient, coronavirus, and global

China, COVID-19, virus, country, America, global,
pneumonia, world, economy, and influence

3 Lockdown, city, life, safe, early, spring, day, work
resumption, Sakura, and expect

Life, safe, day, early, health, lockdown, hurry up, mood,
at home, and expect

4 Neighborhood, community, estate, volunteer, resident,
groupon, quarantine, confirm, supply, and go out

Neighborhood, community, volunteer, resident, estate,
groupon, supply, staff, worker, and proprietor

5
Mask, go out, neighborhood, work resumption,
supermarket, on duty, at home, go home, disinfect, and
lockdown

Mask, go out, neighborhood, supermarket, disinfect,
protection, at home, on the road, alcohol, and

downstairs

6 Hospital, patient, protective clothing, mask, work, medical
workers, frontline, supply, appreciate, and support Hospital, patient, quarantine, test, nucleic acid, doctor,

community, therapy, examine, CT, discharge, infect,
fever, situation, and heat7 Hospital, patient, quarantine, community, confirm, nucleic

acid, pneumonia, doctor, test, and infect

8
Work resumption, test, nucleic acid, quarantine,
neighborhood, prevent and control, staff, community, lift
the lockdown, and proof

9 Mom, dad, hospital, at home, quarantine, worry, go home,
go out, child, and infect

Mom, dad, on duty, protective clothing, child, go home,
work, go back, at home, and husband

10 Hero, China, anti-epidemic, people, appreciate, salute,
frontline, national, pneumonia, and fight

Frontline, appreciate, medical workers, anti-epidemic,
people, hero, China, support, national, and fight

Topics generated by the LDA model were a mixture of multiple words that may belong
to two topic categories. For example, topics 0 and 1 were clustered into one topic in the LDA
model. In the DMM model, the same word appeared frequently for various topics, such as
the words “hospital” and “work resumption”. This is because one document in the corpus
belonged to a single topic, which was determined by the assumptions of the DMM model,
and the same words may appear frequently in documents under different topics. Despite
only a few instances of the same words appearing in different topics generated by the LDA
model, there was low semantic coupling of words within a topic, and different categories
of words may be mixed within the same topic. In contrast, each topic mined by the DMM



ISPRS Int. J. Geo-Inf. 2023, 12, 274 10 of 19

model was semantically compact between words so that the results can express more
details. For instance, hospital supplies (topic 6), patient infection and diagnosis (topic 7),
and nucleic acid testing proof required for work resumption (topic 8) were clustered into
one topic in the LDA model. Instead, three topics were generated for the above by the
DMM model for microblog text.

Simultaneously, the DMM model is theoretically able to adaptively determine the num-
ber of topics by gradually iterating and discarding unpopular topics with small numbers of
documents. However, this is related to the value α of the prior distribution.

4.2. Results of Comparing the TOT and LDA Topic Models

The TOT model adds the influence of time information on topic clustering to the LDA
model. Based on the microblog corpus, the number of topics was set to 15 to compare the
results of the two models. Tables 3 and 4 show the meaningful topics mined by the TOT
and LDA models and their distributions over time, respectively.

Table 3. Topic-clustering results of the topics over time (TOT) topic model.

Topic ID Words Describing the Topics of the TOT Model Popularity of Each Topic over Time

0
Community, neighborhood, patient, quarantine,
hospital, life, work, lockdown, COVID-19, and

virus
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Table 3. Cont.

Topic ID Words Describing the Topics of the TOT Model Popularity of Each Topic over Time

8
Work resumption, neighborhood, virus, mask,
COVID-19, quarantine, China, hospital, go out,

and life
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Table 3 indicates that the topics mined by the TOT model mainly include the current
status of hospital and community infections (topics 0 and 6), discussion of virus type at the
beginning of the outbreak (topic 5), attention to the situation of hospital patients during
the severe pandemic period (topic 7), discussion on work resumption in the later period
of the pandemic (topics 2, 8, 10, and 13), and attention to the mourning of heroes and
the day of lifting the lockdown. The difference in topic-word distribution between these
topics obtained by the TOT model were less varied, and the same words appeared more
frequently on different topics. Among the figures in the last column of Table 3, the red lines
are fitted results of the beta distribution of each topic over time, while the blue lines are
trends of each topic’s popularity over time. The abscissa represents the date from December
2019 to April 2020 and is labelled every two weeks. However, the time distribution of
each topic was relatively concentrated, had obvious peaks most of the time, and was quite
independent between different topics.

In contrast to the TOT model, topics mined by the LDA model mainly include diag-
nosis and treatment of hospital patients (topic 3), saluting of the medical staff (topic 4),
relatives and family care during the Lunar New Year (topic 5), community living mate-
rials (topic 10), attention to virus information (topic 11), and confirmed cases and work
resumption (topic 12). From the results yielded by LDA model, there was a difference
in topic-word distribution among the topics, and generally dissimilar words appeared in
different topics. The figures in Table 4 show that the popularity of most topics is evenly
distributed throughout the study period, compared to the results of the TOT model.



ISPRS Int. J. Geo-Inf. 2023, 12, 274 12 of 19

Table 4. Topic-clustering results of the latent Dirichlet allocation (LDA) topic model. (The blue lines
are trends of each topic’s popularity over time).

Topic ID Words Describing the Topics of the LDA Model Popularity of Each Topic over Time

3 Hospital, patient, quarantine, test, nucleic acid,
doctor, community, therapy, examine, and CT
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Frontline, appreciate, medical workers,

anti-epidemic, people, hero, China, support,
national, and fight
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Tables 3 and 4 indicate a considerable difference between topics generated by the LDA
and TOT models. The LDA model strengthens the topic-word distribution differentiation
among different topics, which means weakening the frequency of using the same words
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to describe different topics, whereas the TOT model emphasizes their time distribution
differentiation, which means that different topics have different trends over time. The TOT
model assumes that one document in the corpus consists of multiple categories of topics in
some proportion, each topic has its corresponding variational trend over time within the
study period, and the topic-time distribution of different topics can be as discriminable as
possible. Compared with the LDA model, the time distribution of each topic mined by the
TOT model is more concentrated and has an obvious peak value. Because the probability
density value of topic-time distribution is larger than that of topic-word distribution, the
topic-clustering results are greatly affected by time. Meanwhile, the TOT model assumes
that each document consists of multiple topics; thus, the added probability distribution of
topic-time weakens the impact of topic-word distribution assumption for a single topic.
Therefore, the words in each document can be assigned arbitrarily to different topics, with
each topic clustered almost entirely according to the temporal distribution. Consequently,
several same words can be discovered to describe different topics, thus leading to the small
distinction of words under various topics.

Above all, the TOT model adds the probability distribution to the model assumption,
which represents the influence of temporal information on the topic-clustering results.
However, each document consists of multiple topics in the TOT model, thus contributing
little to short text topic clustering.

4.3. Spatiotemporal Analysis and Discussion on the Mining Results for the DMMOT Model

The DMMOT model is a time-topic model for short text topic clustering that this
study built. The DMMOT model assumes that one document belongs to only one topic,
and that the creation time of the document also affects topic clustering. We conducted
experiments based on a microblog corpus using the DMMOT model. Table 5 shows the
word distribution of all topics when the number of topics was set to 15. From the detailed
description of topics generated from the DMMOT model, the hot topics of public attention
focus on work and family, and the hope for an early victory against the epidemic. While
the characteristics of the virus’s human-to-human spread and an enthusiastic discussion of
the infection sources are getting very little public attention.

Regarding the topic-word distribution, our proposed model mined many topics.
Compared with the DMM model, although the same words still appeared several times
in topic-words of different topics, the documents created simultaneously have greater
probability of belonging to the same topic because of the addition of the time variable in
the model. Thus, the influence on topic sampling probability of the co-occurrence words in
one document is weakened.

Compared with the TOT model, the DMMOT model assumes that one document
belongs to only one topic, rather than a combination of multiple topics, and it conforms
to the real situation in which one document contains only one timestamp. The DMMOT
model thus weakens the independence of different topic trends over time, which means
that while some overlap areas could be obtained between different topic-time distributions,
each topic-time distribution remains as separate as possible.

When the LDA model is employed for topic clustering, one document consists of multi-
ple topics. There are still some problems in analyzing topic evolution by simply attributing
the document to a certain topic according to the maximum value of the document-topic
probability and establishing the relationship between the document’s topic and its spa-
tiotemporal label according to its topic category. Our proposed DMMOT model improves
the limitations of the DMM and TOT models and weakens the phenomenon in which the
same words appear frequently in different topics in the DMM model by cooperating with
temporal information; the temporal influence on topic generation in the TOT model is also
weakened by adding the assumption that a single document belongs to one topic.

When adopting our model for topic clustering, a document’s topic category can be ob-
tained directly. Accordingly, temporal distribution of a topic can be obtained by connecting
the document’s topic and temporal attributes. Therefore, the DMMOT model can better
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mine topic information of microblogs, and it can be further utilized for spatiotemporal
analysis of public opinion topics in microblogs.

Table 5. Topic-clustering results of the DMMOT topic model.

Topic ID Topic Summary Words Describing the Topics of the DMMOT Model Number of Documents

0 Expect and Pray Lockdown, city, life, spring, safe, early, day, sakura, expect, and
work resumption 6156

1 Material Donations Hospital, supply, mask, patient, donate, pneumonia, medical
workers, frontline, protective clothing, and Huoshenshan 999

2 Infection and
Patients

Hospital, patient, quarantine, community, confirm, nucleic acid,
mom, doctor, infect, and pneumonia 1583

3 Work and Family Work resumption, mask, mom, at home, go out, life, lockdown,
on duty, work, and dad 9922

4 Global Pandemic China, country, virus, COVID-19, people, world, life, global,
quarantine, and pneumonia 4116

5 Care for Family and
Friends

Mask, go out, lockdown, at home, hospital, quarantine, friend,
family, safe, and pneumonia 5521

6 Virus Profile COVID-19, virus, pneumonia, patient, infect, coronavirus, China,
America, test, and novel 1771

7 Community
Epidemic

Community, neighborhood, patient, quarantine, confirm, resident,
new, case, citywide, and prevent and control 299

8 Policy of Work
Resumption

work resumption, test, neighborhood, nucleic acid, mask, go out,
lift the lockdown, on duty, quarantine, and firm 4316

9 Appreciation and
Salutation

Appreciate, anti-epidemic, hero, people, frontline, China, salute,
hospital, medical workers, and national 3361

10 Epidemic Report New, case, confirm, death, cumulative, suspected case, number,
suspect, data, and discharge 784

11 Medical Work Patient, hospital, protective clothing, work, mask, quarantine, on
duty, nurse, and frontline, and medical workers 2730

12 Community Supply Neighborhood, community, mask, go out, supermarket, groupon,
at home, volunteer, confirm, and estate 3385

13 Work Influence Work resumption, enterprise, work, prevent and control, firm,
influence, life, pneumonia, COVID-19, and situation 1696

14 Virus Mechanism Virus, America, Trump, mechanism, rise, person to person, China,
society, COVID-19, and at present 135

4.3.1. Trends of Public Opinion Topics over Time

To measure the popularity of topics by the number of microblogs, we analyzed the
temporal and spatial distribution characteristics of the popularity of different topics. Fig-
ure 3 shows the popular trends in topics over time. The blue curve indicates how the
number of documents changes over time for different topics. The red curve is the result of
the topic-time posterior probability distribution of the DMMOT model, that is, the fitted
curve with a beta distribution.

From the results mined using the DMMOT model, the topics were relatively concen-
trated over time. For example, topic 5 (Care for Family and Friends) emphasized mutual
care of family members and friends, so it mainly focused on the beginning of lockdown
measures (23 January) and the Chinese New Year (25 January). Topic 8 (Policy of Work
Resumption) was about the resumption of work after lifting the lockdown, with public
attention focused on prevention and control measures such as nucleic acid testing and
quarantine before returning to work. Topic 9 (Appreciation and Salutation) peaked on
April 4, the national day of mourning, and its content was about paying tribute to medical
workers to show appreciation to heroes of the pandemic. During the severe period of
the pandemic, the public was mainly concerned with the situation of daily necessities
during the lockdown, which was consistent with topic 12 (Community Supply). As the
pandemic’s severity gradually eased, the public began to worry and increased their concern
about its impact on work and daily life, which is consistent with the content of topic 13
(Work Influence). However, some topics were widely distributed over time and did not
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concentrate within a certain period. For example, the popularity of topic 6 (Virus Profile)
continued throughout the study period since the outbreak of the pandemic.
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Most trends in the popularity of topics were consistent with the topics’ content, and
the topics peaked on festivals or days when important events occurred. The changing trend
of the time series under different topics was closely related to the topic content, verifying
that the text clustering results of the DMMOT model were effective.

4.3.2. Spatial Distribution of Public Opinion Topics

As hotspots of check-in microblogs are closely related to population density, and
Wuhan City has high population density in the city center, the spatial distribution of public
opinion topics emerges as a phenomenon of aggregation. Most check-in microblogs were
concentrated within the Fifth Ring Road of Wuhan, and hotspots outside the Fifth Ring
Road were mainly in the residential areas of the suburban district and Tianhe Airport. In
this context, this study focused on analyzing the distribution of public opinion on the Fifth
Ring Road of Wuhan. Maps of Wuhan City with administrative areas were obtained from
the map world website. Figure 4 shows the kernel density distribution map of topics within
and around the Fifth Ring Road of Wuhan, and deeper the color it presents, higher is the
density of check-in microblogs.
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Spatial distributions of most topics were similar to that of topic 0 (Expect and Pray),
which was concentrated in the residential areas of Wuhan Central District. As shown
in Figure 4a, the hotspots of topic 0 (Expect and Pray), concerning extensive residents’
discussions, were mainly concentrated in Jianghan District and other areas with large
residential populations. The spatial distribution of topic 1 (Material Donations) in Figure 4b
was wide-ranging and maintained high popularity in the central area of Wuhan. Some
hotspots were distributed around Leishenshan Hospital and Huoshenshan Hospital. This
kind of distribution indicated that users discussed donations in almost every municipal
district, and the phenomenon of donating medical supplies appeared in most parts of
Wuhan.

Topics 3 (Work and Family) and 13 (Work Influence) were related to resumption of
work. Most topics about resumption of work appeared after the lockdown was lifted,
so the scope of public action had widened. Therefore, regarding the spatial distribution
of the hotspots, they were more evenly distributed in the living areas on both sides of
the Yangtze River. Topic 5 (Care for Family and Friends) is similar to topic 3 (Work and
Family), and they were both popular and more widely distributed; topic 5 had significantly
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more hotspots near the three railway stations compared with other topics because public
mobility was strengthened around the lockdown. Topic 7 (Community Epidemic) involved
the epidemic in the community, so the hotspots were scattered. The hotspots of topic 9
(Appreciation and Salutation) appeared near Leishenshan and Huoshenshan hospitals
in Wuhan, and the description of seeing off medical staff at the airport also led to the
emergence of public opinion hotspots near Tianhe Airport.

Thus, based on the public opinion analysis of microblog data during the pandemic,
we mined several topics, most of which are related to population density distribution and
mainly concentrated in the central city of Wuhan. However, topics related to the diagnosis
and treatment of hospital patients, relief supplies, gratitude, and tributes appeared as
obvious hotspots in the vicinity of Leishenshan and Huoshenshan hospitals, while the
airport and railway stations were also part of the gathering areas of public opinion.

5. Conclusions

The analysis of online public opinion under the pandemic situation is of great signifi-
cance to understand the issues of public concern as well as grasp and guide the developing
trend of public opinion over time. Based on the assumption that a single document belongs
to a single topic, our study added the influence of temporal information to the topic of
the document and proposed a DMMOT model. This proposed topic model analyzed the
evolution of online public opinion topics based on check-in microblog data from Wuhan
from 1 December 2019, to 30 April 2020. We further analyzed the temporal and spatial
distribution characteristics of the topic hotspots. The following conclusions were drawn:

(1) From the perspective of the model-generation process, the assumption of DMMOT
model about the document’s topic made it possible to obtain a document’s topic
directly from the assigned results of Gibbs sampling. Furthermore, we could get the
fitted topic-time distribution and combine the spatial information with the topic for
spatiotemporal analysis of public opinion topics.

(2) The proposed DMMOT model performed better than the LDA, DMM, and TOT mod-
els for public opinion topic mining based on microblog data. The mining results
indicated that topic-word distribution among different topics generated by the DM-
MOT model is differentiated, and the topic-word distribution within various topics
is semantically aggregated. Meanwhile, the microblog text under each topic was
gathered in a certain time window because of the topic-time distribution in the model
assumption.

(3) From the perspective of the temporal and spatial distribution of public opinion topics,
the topic-time distribution, obtained by the DMMOT model, generated topics that
were relatively concentrated in the time window, and the characteristics of the trends
of various topics over time were basically consistent with the corresponding topic
content. Spatial distributions of all topics were concentrated in residential areas, and
detailed distribution of the hotspots was related to the summaries of topics. Further,
spatial distribution of different public opinion topics can help identify hotspots of
public opinion distribution, perform differentiated public opinion management, and
guide public opinion accurately.

However, this approach has certain limitations in its present state, which mark the
direction of our future research. First, evaluation of the topic model’s effectiveness is left
for future research. Second, the beta distribution hypothesis of topic trends over time does
not completely fit all topics. Therefore, future research will involve further analysis of the
distribution characteristics of topic trends over time.
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