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Abstract: Three-dimensional voxel models are widely applied in various fields such as 3D imaging,
industrial design, and medical imaging. The advancement of 3D modeling techniques and measure-
ment devices has made the generation of three-dimensional models more convenient. The exponential
increase in the number of 3D models presents a significant challenge for model retrieval. Currently,
these models are numerous and typically represented as point clouds or meshes, resulting in sparse
data and high feature dimensions within the retrieval database. Traditional methods for 3D model
retrieval suffer from high computational complexity and slow retrieval speeds. To address this issue,
this paper combines spatial-filling curves with octree structures and proposes a novel approach for
representing three-dimensional voxel model sequence data features, along with a similarity measure-
ment method based on symbolic operators. This approach enables efficient similarity calculations
and rapid dimensionality reduction for the three-dimensional model database, facilitating efficient
similarity calculations and expedited retrieval.

Keywords: 3D voxel model; feature representation; similarity measures; model retrieval

1. Introduction

With the advancement of three-dimensional modeling technology and measurement
devices, the generation and acquisition of three-dimensional models have become more
convenient [1]. In various fields such as healthcare, architecture, natural sciences, and
gaming [1-4], three-dimensional models have extensive application prospects, enriching
people’s production and daily lives. However, the widespread generation and usage
of three-dimensional models have led to a significant increase in their quantity, which
has created a higher demand for three-dimensional model retrieval technology. How to
effectively extract features from three-dimensional models and measure their similarity,
enabling the rapid retrieval of suitable three-dimensional models from a large-scale model
database, is a pressing issue in the development of three-dimensional model research.

Feature extraction is a fundamental and critical task in three-dimensional model re-
trieval [5]. It involves extracting specific attributes and information from models, such as the
shape, surface texture, geometric structure, and topological structure [6], to obtain feature
descriptors that enable the calculation of similarity between models, facilitating model classifi-
cation and retrieval. Traditional three-dimensional model retrieval methods face challenges
due to the high dimensionality of models [7], resulting in high computational complexity.
However, representing three-dimensional models as sequential data [8] can achieve rapid
dimensionality reduction and improve the efficiency of similarity calculations.

Therefore, based on the features of three-dimensional models, this paper focuses on
researching voxelization methods based on space-filling curves [9], which preserve the
aggregation features of models, and utilize an octree structure [10] to store voxel data.
Through voxelization, intricate geospatial data can be transformed into structured and
manageable data formats, greatly facilitating spatial analysis, retrieval, and visualization.
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This approach enables researchers to simulate and analyze the three-dimensional shape,
spatial distribution, and attribute characteristics of geological bodies more precisely, thus
providing powerful support for geological exploration, resource assessment, disaster warn-
ing, and other applications [11-15]. To address the high dimensionality issue in representing
three-dimensional voxel models, this paper proposes a feature extraction and sequential
representation method based on symbolic operators, mapping three-dimensional model
data into one-dimensional sequences. The measurement between models is transformed
into the measurement between symbol sequences, enabling similarity calculation based on
symbolic operators for three-dimensional voxel models and improving the efficiency of
model retrieval. The feasibility of the proposed algorithm is validated through classification
and retrieval experiments conducted on the open-source datasets ModelNet10 and Model-
Net40. The experimental results demonstrate that the proposed feature extraction method
for three-dimensional voxel models effectively preserves the shape characteristics of mod-
els. Furthermore, the feature representation method and similarity measurement based on
symbolic operators achieve good performance in three-dimensional model classification
experiments. The main contributions of this paper are the following:

e  Based on space-filling curves and octree structures, this study focuses on voxelization
and feature extraction methods for three-dimensional models. A feature extraction
method for three-dimensional voxel models based on the Hilbert curve is proposed,
enabling the mapping of three-dimensional models to voxel models and further to se-
quential data. This approach achieves feature extraction and sequential representation
for three-dimensional voxel models.

e  We propose a method for representing the features of three-dimensional voxel models
based on symbolic operators and their similarity measurement. Symbolic operators
are mappings from a function space to a symbolic space. To mitigate the curse of
dimensionality, the sequential data obtained from the three-dimensional voxel model
are mapped to a hexadecimal symbolic space, yielding the feature description of the
three-dimensional model (VSO, representation of 3D voxel model based on symbolic
operators). Based on this representation, a similarity measurement method is proposed.

The remainder of this paper is organized as follows: the next section is the related work.
Section 3 provides a detailed description of the Symbol Sequence Feature Representation
(VSO) for 3D models and its similarity measurement methods. Section 4 presents the
experiments and analysis of the results. Finally, in Section 6, we present our conclusion.

2. Related Work

The current 3D model retrieval methods can be divided into text-based [15] and
semantic-based [16] retrieval and 3D model structure content retrieval [17]. The method of
using text keywords to complete 3D model retrieval relies too much on the manual annota-
tion of 3D models, which is highly subjective and cannot adapt to the rapid growth in the
number of 3D models, so more research focuses on content-based 3D model retrieval [18].
The key technology of the content-based 3D model retrieval method lies in the feature
extraction [19] of the model. Existing content-based feature extraction methods for 3D
models can be divided into two main categories: manual design-based and learning-based,
as shown in Table 1.

Manual design involves designing feature extraction algorithms based on various
attributes of 3D models such as statistical data [20], geometric shape [21], topological
structure [22], and local features. Statistical data-based retrieval methods involve statistical
analysis and calculations to match and retrieve 3D models. They are computationally
simple and have strong adaptability to models with a higher level of noise. However, they
provide relatively coarse descriptions of models, resulting in a generally lower similarity
strength between models. Feature extraction based on geometric shape allows for the more
comprehensive extraction of high-level information from the models. [23] However, most
methods require complex computations and slow conversion speeds due to the need for
model transformation. Additionally, they require a significant amount of storage space.
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Topological structure-based retrieval algorithms can differentiate between the primary and
secondary structures of 3D objects [24]. However, before feature extraction, a series of model
normalization processes must be performed, which consume substantial computational
resources and are sensitive to noise. Local feature-based retrieval methods have lower
feature dimensions and computational requirements [25]. However, they are sensitive to
occlusion and missing data.

Learning-based methods, on the other hand, utilize data-driven deep-learning tech-
niques to automatically extract features from 3D models using end-to-end models [26].
Deep-learning-based 3D model retrieval methods can automatically learn more represen-
tative high-level semantic features through training on large-scale data [27]. However,
this approach requires a large amount of annotated data for training and relies on manual
annotation or limited existing datasets. Updating the database and retraining the models
can be time-consuming and costly.

Table 1. Content-based 3D model retrieval methods.

Feature Extraction Algorithm
. GD [28]
Based on statistical data D2 [29]
LFD [19]
. Based on geometric shape SPH [30]
Manual design-based ICP [31]
Based on topological structure Reeb [32]
FPFH [33]
Based on local feature SHOT [34]
Based on voxelization VoxelNet [35]
o . . . 3D ShapeNet [36]
Learning-based Based on multiple viewpoints MVCNN [37]
Based on raw point cloud PointNet [38]

Three-dimensional models have the characteristic of high dimensionality. Extracting
features from the models can yield descriptors for three-dimensional models. Sequence
data representation enables the rapid dimensionality reduction of three-dimensional models,
enhancing efficiency in similarity computation. Therefore, sequence data representation and
similarity measurement have also become research topics in three-dimensional model retrieval.

Currently, commonly used sequence representation methods can be divided into
three categories: non-data-adaptive methods, data-adaptive methods, and model-based
methods [39], as shown in Table 2. Non-data-adaptive methods use the same transforma-
tion parameters for each sequence during sequence transformation from high-dimensional
to low-dimensional space. They are often used to represent equi-length sequences or seg-
mental sequence data with the same transformation parameters. For example, the classical
Discrete Fourier Transform (DFT) can transform sequences into the frequency domain [40]
to address the curse of dimensionality. The Discrete Wavelet Transform (DWT) simulta-
neously represents both the time- and frequency-domain information of sequences [41].
Piecewise Aggregate Approximation (PAA) utilizes segmental average values [42] to rep-
resent sequence data, with the dimensionality reduction ratio determined by the number
of segments. PAA exhibits better performance in terms of indexing speed and flexibility.
Data-adaptive methods allow transformation parameters to vary with sequences but are
influenced by both individual sequences and the entire dataset. For instance, Symbolic
Aggregate Approximation (SAX) [43] performs dimensionality reduction and standard-
ization on data information based on the segmental aggregate approximation method.
This method not only effectively eliminates noise interference and retains important fea-
ture information in sequences but also achieves high compression rates and significant
dimensionality reduction effects on data. Singular Value Decomposition (S5VD) is mainly
used for decomposing non-square matrices [44], driven by principal component analysis
to transform high-dimensional sequence data into low-dimensional data through numer-
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ical decomposition methods. Model-based methods assume that sequence data can be
generated by a certain model and appropriate parameters are set to represent sequences
accordingly. For example, the Hidden Markov Model (HMM) defines relationships between
sequence variables [45], and the Markov Chain Model (MCs) is a stochastic process model
that can discretize sequences [46].

Table 2. The primary representation method for sequential data.

Type Feature Representation Methods Time Complexity
DFT O(nlog(n))
Non-data-adaptive methods DWT Om)
PAA Fastest O(n)
) . SAX O(n)
Data-adaptive methods SVD O(Mn?)
HMM
Model-based methods MCs

Similarity measurement methods involve measuring the distance between two differ-
ent sequences to determine whether they are similar to each other [47]. Currently, research
on similarity measurement methods mostly builds upon existing approaches, proposing
improvements for applications in data mining. The Euclidean distance maps two original
sequences into points in an n-dimensional vector space, then calculates the distances be-
tween point values in a pairwise manner [48]. Its advantages lie in its simplicity and ease
of implementation. However, due to its point-to-point calculation nature, the Euclidean
distance requires the compared sequences to be of equal length and is more sensitive to
deformation and noise. The Manhattan distance is derived from the distance between city
blocks, where the values of corresponding feature vectors in each dimension are subtracted
to obtain the accumulated differences as the sum of absolute differences between the
two points” axes. This method is relatively simple but exhibits instability. The Mahalanobis
distance is a modification of the Euclidean distance that corrects issues of inconsistent and
correlated scales in each dimension, making it suitable for addressing non-independently
distributed dimensions in high-dimensional linearly distributed data. Dynamic Time Warp-
ing (DTW) effectively addresses the limitation of the Euclidean distance in only being able
to compute distances for equi-length sequences [49]. This method allows for warping,
stretching, and shrinking through point-to-point calculations. It can compute the similarity
of sequences with different lengths reasonably. The Longest Common Subsequence (LCSS)
distance measurement method exhibits strong noise-handling capabilities, but further
improvement is needed to address stretching and amplitude shifting issues, and it does not
support the triangle inequality [50].

3. Architecture of 3D Model Retrieval Based on VSO

The proposed 3D model retrieval method in this paper, as shown in Figure 1, first
combines Hilbert space-filling curves [51] and octree to voxelize the original 3D model,
obtaining a 3D voxel model. Then, the voxel model is subjected to feature extraction and
dimensionality reduction using a sequential representation method. Based on symbolic
operators, the 3D voxel model is transformed into a series of symbol sequences, resulting
in a symbolic sequence feature descriptor for the 3D model. Finally, based on the symbolic
sequence representation method, a corresponding similarity distance measurement is
proposed to calculate the similarity between different 3D models and achieve the fast
retrieval of 3D model data. This section will be divided into three parts to provide detailed
explanations of the three key steps of the method proposed in this paper: voxelization
of models based on the Hilbert curve, 3D voxel model feature representation based on
symbolic operators, and the similarity measurement method based on VSO.
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Figure 1. Three-dimensional model retrieval based on VSO architecture.

3.1. Voxelization of Models Based on the Hilbert Curve

Voxelization of a 3D model is the process of converting polygon mesh data into a
discrete voxel representation that closely approximates the original model while preserving
its accuracy. The accuracy of voxel representation depends on the resolution of the voxels,
where a higher resolution results in larger storage space and a higher level of detail pre-
served from the original model. By traversing the file data of a 3D model, the maximum and
minimum values of the vertex coordinates are obtained, and these values are, respectively,
denoted as Xmax, Ymax, Zmax a0 Xypiy, Yinin, Zmin, determining two vertices (Xmax, Ymax, Zmax)
and (Xuin, Ymin, Zmin)- By taking these two vertices as diagonal points, a three-dimensional
cubic space can be determined. This cubic space represents the minimum bounding box
of a three-dimensional model. The three-dimensional model is divided into voxel models
of n x n x n using an AABB bounding box. Here, “n” represents the number of voxels
in a certain direction of voxel space during the voxelization process, and it can also be
referred to as voxelization granularity. If the size of the minimum bounding box is denoted
as Ly x Ly x Lz, and assuming the smallest voxel unit size is [y x [, x I, the calculation
method for the geometric information of each voxel is as follows:

X — Xni
I, = _ max _ mln_ 1)
ly _ Ymax ;ymin @)
z — Zyi
lz _ _ max - min | (3)

The values of the voxel units in the voxel space formed by the AABB bounding box
can be calculated using the following method:

Xy = ceil <x—xmm) 4)
Ly

Yo = ceil (y_ymm> ®)
ly

zp = ceil (Z_Z"””) 6)
L,

For each voxel, the voxel information can be represented using a single bit of data
based on the spatial relationship between each voxel unit and the 3D model. The spatial
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relationship refers to the intersection or separation between the voxel unit and the 3D model.
If the voxel unit intersects with the surface of the 3D model, it is represented as 1; otherwise,
it is represented as 0. After this operation, a complete voxelized model of the 3D model can
be obtained. Considering the spatial locality, continuity, and effectiveness of the 3D voxel
model, and making the model easy to handle and analyze, we chose to map the 3D voxel
model to one-dimensional data space using spatial-filling curves. Spatial-filling curves are
one-dimensional curves that can “fill” d-dimensional space. The most common and widely
used spatial-filling curve mapping methods include Hilbert curves [51], Z curves [52],
Gray curves [53], etc. Among them, the Hilbert spatial-filling curve performs the best in
data clustering.

The Hilbert curve is a space-filling curve that can fill an entire square plane. It was
proposed by mathematician David Hilbert in 1891. Taking the first-order Hilbert space-
filling curve as an example, a square space is evenly divided into four subspaces. The center
points of these subspaces are denoted as (R1, R2, R3, R4), and then connecting these center
points forms the grid curve. In practical applications, it is often necessary to construct an
i-th-order Hilbert curve. During construction, the i-th-order Hilbert curve can be divided
into grids within the grid, replacing the (i — 1)-th-order curve. Additionally, to ensure the
continuity of the curve, a flipping operation is performed on the curve within the grid.
The flipping operation is carried out as follows: Firstly, for the curve in R1, rotate it 180°
around the line connecting the bottom-left and top-right points of the grid. Then, connect
it with the curve in R2, and connect R2 with R3. Next, rotate them 180° around the line
connecting the top-left and bottom-right points of the grid, and connect them with the
curve in R3. This process yields the i-th-order Hilbert space-filling curve. Figure 2 depicts
the first-, second-, third-, and fourth-order Hilbert space-filling curves, respectively.

0 1 0 1 2 3
| 1 1 | | |
0 -
0 [o
| 5
L]
1 5
3 —
0123 02 46 8101214
L. k. E. | L
0 — P | ¢ & ? \4
1 SRR i
2 4 AR ‘Lj l‘
3¢ &old 2
4 41|
5 Jotd | &
6 — -:I,— —‘
7 48414

Figure 2. The Hilbert curve.

Similar to the construction of Hilbert space-filling curves in two-dimensional space, it
is also possible to construct Hilbert space-filling curves in three-dimensional space. Figure 3
shows a simple three-dimensional Hilbert space-filling curve. If we assume that a three-
dimensional Hilbert curve can fill a space R3 with dimensions 2" x 2" x 2", then we refer
to this curve as an n-th-order three-dimensional curve.

By constructing the Hilbert curve to fill the 3D model space, there is only one traversal
through the discrete voxel units of the 3D model. The Hilbert encoding avoids large-scale
jumps, resulting in the good clustering performance of the Hilbert space arrangement.
Adjacent points on the Hilbert curve are guaranteed to be adjacent in the original space.
After scanning the 3D voxel model in the order of the 3D Hilbert curve, an octree data
structure is selected to store the voxel data of the 3D model. Fine-grained voxel data are
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stored for local models with rich detail, while coarse-grained voxel data are stored for parts
of the model with less detail. This approach not only saves the storage space required
during the 3D model storage process but also preserves the detailed features of the 3D
model to a great extent. During the octree node partitioning process, different levels of
precision for voxel models are achieved by adjusting the data threshold in the nodes and the
tree depth. Non-empty nodes that do not reach the threshold are further split, increasing
the number of approximation operations of the space-filling curve. For an n-order Hilbert
curve, as n approaches infinity, the Hilbert curve approximately fills the entire space.

Figure 3. The three-dimensional Hilbert curve.

Figure 4 shows the flowchart of voxelization and octree storage based on Hilbert space
curve filling. For all three-dimensional model data, voxelization is achieved using the
Hilbert curve method to obtain three-dimensional voxel models, and an octree structure is
employed to flexibly store model structural data, saving storage space.

® Voxelization of 3D models ® Filling with Hilbert curve ® Octree storage

Figure 4. Hilbert space-filling curve-based voxelization and octree storage of 3D models.

3.2. Three-Dimensional Voxel Model Feature Representation Based on Symbolic Operators

After applying the voxelization method represented in Figure 4, a three-dimensional
voxel model can be obtained. Storing the voxel model using an octree structure also helps
to save storage space. However, when facing a large-scale 3D model retrieval, frequent data
reading imposes significant pressure on the similarity calculation. Therefore, by traversing
the octree, the 3D voxel model data are mapped to a binary encoding sequence, achieving
the initial feature mapping of the 3D model. Figure 5a represents the binary sequence
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representation of a voxel granularity of 4 x 4 x 4 under the second-order Hilbert curve,
while Figure 5b represents the same model with a voxel granularity of 8 x 8 x 8 under the
third-order Hilbert curve.

bathtub bathtub

19 104

0.8

08 » 061

04 = oad

.
0 0 2 40 50 60

series series

value

] LABEL

L ] LABEL VALUE
4 sathtub p100010100000001000001010101010101010.10]

4 |bathiun f00000000000000101070101000001070103010)]

a b

Figure 5. (a) Voxel granularity 4 x 4 x 4, (b) voxel granularity 8 x 8 x 8.

Although the binary sequence can achieve a certain level of representation for the 3D
model, as the data volume increases and higher voxel granularity is required, the binary
sequence still occupies a large amount of storage space and cannot effectively represent the
feature differences between different 3D voxel models, leading to an accurate similarity
measurement. Therefore, it is necessary to use the binary sequence representation of the
voxel model as a basis for further dimensionality reduction and similarity measurement.

Let X = (x1,x2,...,X,) be the original sequence, D be the operator applied to X, and
the sequence obtained by applying operator D to X be denoted as

XD = (x1d, x2d, ..., x,d) (7)

D is referred to as a sequence operator. If the sequences formed by XD consist solely of
symbols, then D is called a symbolic operator. D is a mapping from the function space to
the symbol space, through which the symbol sequence XD is obtained. By using sequence
operators, the feature mapping from 3D models to sequence data is achieved. As the order
of the Hilbert curve increases, a higher-precision representation of 3D voxel models is
obtained. However, this approach has high computational complexity and requires a large
amount of storage space. Therefore, this paper proposes a method for representing 3D voxel
models based on hexadecimal symbolic operators, called VSO (representation of 3D voxel
model based on symbolic operators). Since every four adjacent voxels can form sixteen
different filling states, their planar representation is shown in Figure 6a. Each state can be
mapped to a hexadecimal symbol. In order to better measure the similarity of 3D voxel
models and perform 3D model retrieval, the high-dimensional serialized data obtained
are mapped through symbolic operators to obtain a specified length of symbol sequence.
By calculating the distance between the sequence data, the complex similarity calculation
between 3D voxel models is transformed into a similarity calculation between the sequence
data. Based on the hexadecimal representation method for 3D voxel models, a hexadecimal
symbol sequence of the 3D model can be obtained. Considering that a model should have
at least eight voxels to be distinguishable, the sequence data are divided into model blocks,
with every two characters representing one model block, as shown in Figure 6b.
Dimensionality reduction can be further applied to the obtained symbol sequences
from the hexadecimal representation. Since any nonzero value in a state implies a nonzero
symbol representation, the symbol sequence can be transformed from hexadecimal to
binary representation by grouping every four bits into a unit and setting the nonzero parts
to 1 while leaving the zero parts as 0. This process yields a binary representation derived
from the hexadecimal representation. Repeating this procedure allows for obtaining shorter
sequences that capture global features. At the same time, the representation of the 3D voxel
model becomes coarser, achieving a lower granularity in the voxel model representation.
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Figure 6. (a) Sixteen filling states of voxels (b) Representation of 3D models based on symbolic operators.

Figure 7 depicts the symbol sequences generated using two different VSO methods for
three different models from distinct categories. Since the models have different categories
and significant shape variations, the resulting symbol sequences are entirely different.
The symbol sequences provide detailed shape descriptions, and it is evident that the
three sequences have low similarity, indicating that they do not belong to the same label
category. Figure 8 represents the symbol sequences generated from three different models
within the same category. Although the details still differ slightly, the sequences exhibit
minor differences and have similar trends and variations, suggesting that they belong to
the same label category.

H‘]N“ rI TN

W III'LHIx 'I‘#‘I..
h 'LF } il .ﬂi ”;’Iﬁ" dlwm

(@) (b)

Figure 7. (a) Symbol sequence of length 16, (b) symbol sequence of length 128.

w!
|

Using the VSO for the feature representation of three-dimensional models enables the
expression of 3D models as symbol sequences. That is, representing a three-dimensional
model as a sequence composed of symbols, and being able to distinguish different mod-
els through sequence features, allows similar three-dimensional models to have similar
symbol sequences, while different three-dimensional model symbol sequences are also
different. When traversing voxel models using Hilbert curves of different orders, the
three-dimensional space can be partitioned more accurately, resulting in voxel models with
different granularities.
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Figure 8. Symbol sequence for the bathtub class model.

3.3. Similarity Measurement Method Based on VSO

As shown in Figure 9, the voxelization of 3D models and their representation using
the proposed symbol operator-based method allow for the transformation of 3D models
into a series of one-dimensional symbol sequences. The calculation of similarity between
two 3D models is then transformed into the computation of similarity between two sym-
bol sequences.

001110100111101011101 3 ATAED7AGSAA
2683

101011110101000101010 5
100000100010011111. .. 089FC26B3..
° o> wullmm "“”I > MW N¢>

Figure 9. Feature representation processes based on symbolic operators.

When calculating the similarity between two models, the feature representation of
the voxel model’s symbolic sequence is divided based on adjacent model blocks in 3D
space. Each pair of characters represents the status of a model block. When calculating the
similarity of each model block, only the corresponding symbolic sequence distances need
to be computed. To preserve the structural information of adjacent voxels within model
blocks, this approach maps the symbolic sequences to a 16 x 16 plane coordinate system.
Each model block is represented by a point in the corresponding plane. The Euclidean
distance between two points in the plane is calculated as the similarity distance measure
between the model blocks. The closer the points are in the plane, the more similar the
model blocks are. By mapping all symbolic sequences to the plane coordinate system
and calculating the distances between each unit, the total sum of distances between all
sequences is obtained as the final similarity distance of the 3D voxel model. The process of
the similarity measurement for 3D voxel models is as follows:

For each 3D voxel model /], its serialized representation with a length of 7 is obtained
as follows:

M= {my,my,..., my} (8)

The segmented sequence S is obtained by further dimensionality reduction representation:

S = segMapper = {s1,52,...,5,/8} )
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The sequence data are obtained by the sign operator to obtain a sequence of symbols
of length w:
H = hvaMapper(S) = {hy,hy, ..., hy} (10)

Map the characters into a hexadecimal flat grid to obtain the point sequence P for each
model block:
P = htpMapper(H) = {p1,p2, -, Puw/2} (11)

pi = (Pix, piy) PD (Pg, Pc) represents the Euclidean distance between sequences Pg
and Pc, used to measure their similarity. The calculation method is as follows:

PD(Pq, Pc) = \2/2;0_1 ((htpMapper (h?) - htpMapper(hf) )2 (12)
=i (- )’ (13)
= i/ (AR pfy)2> (14)

As shown in Figure 10, for a specific local model block in the 3D voxel model, the
binary encoding of the model block obtained through the Hilbert curve is represented as
(0110 0011) and (1100 0111), respectively. Using VSO representation, the corresponding
symbol sequence representations are ”63” and “C7”. These symbol sequences are then
mapped to a 16 x 16 plane coordinate system, resulting in the coordinates (6,3) and (12,7),
respectively. By calculating the Euclidean distance between these two points, we can obtain
the similarity distance between the two model blocks. By sequentially calculating the
distances between the corresponding points of all segmented model blocks in the 3D voxel
model, we can determine the overall similarity between the 3D models.

63

Figure 10. Similarity measurement based on VSO.

After the voxelization of the 3D model based on the Hilbert curves in Section 3.1 and
the feature representation of the three-dimensional voxel model based on the symbolic
operators in Section 3.2, we obtain a sequence M representing the features of the 3D
model. Diminishing sequence M results in S, which undergoes the operation of the symbol
operator D to produce the symbol sequence H. Subsequently, mapping each character in H
to the plane coordinate system yields the corresponding point sequence P for the model.
By calculating the Euclidean distance for each corresponding point in the point sequence,
we can determine the similarity between the final 3D models.
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3.4. Summary

This section mainly introduces the architecture of 3D model retrieval based on the
VSO. Firstly, it elaborates on how to combine Hilbert filling curves with octrees to achieve
a voxelization method based on Hilbert filling curves. Then, for voxel models, it adopts a
sequence representation method for dimensionality reduction and expression, represent-
ing three-dimensional voxel models as a series of symbolic sequences based on symbolic
operators. Finally, based on the symbolic sequence representation method, correspond-
ing similarity distance metrics are proposed to calculate the similarity between different
3D models.

4. Experimental Validation

This chapter primarily focuses on the experimental evaluation and result analysis of
several research aspects proposed in the previous two chapters, including model voxeliza-
tion, feature representation methods, and similarity measurement methods. The experi-
mental evaluation is conducted based on experimental data, evaluation metrics methods,
and results, with a comparative analysis from aspects such as the classification accuracy of
similarity measurement, dimensionality reduction rate, etc.

4.1. Experimental Data

The experimental data used in this study are the ModelNet dataset provided by
Princeton University. The ModelNet dataset consists of 127,915 CAD models divided into
two subsets: ModelNet10 and ModelNet40. ModelNet10 contains 10 categories with a
total of 4899 CAD models, including training and testing sets. The training set consists of
3991 models, while the testing set consists of 908 models. ModelNet40 contains 40 categories
with a total of 12,311 3D models, also divided into training and testing sets. The training
set consists of 9843 models, and the testing set consists of 2468 models. The models in the
database have standardized coordinates, with the main axis oriented vertically, and they
have been normalized based on translation and rotation. The dataset includes virtual 3D
models from various sources, such as airplanes, and tables.

4.2. Evaluation Metrics

The evaluation metrics used to validate the effectiveness of 3D model retrieval in this
paper include the following:

e  Accuracy:

Accuracy is a common metric used to evaluate classification models, representing the
percentage of correct predictions among all samples. In binary classification problems, all
classifications can be divided into positive class (Positive) and negative class (Negative).
Assuming that one class is considered as the positive class in the classification results of 3D
models, while the other class or several classes are considered as the negative class, where
correctly predicting a positive instance as positive is True Positive (TP), correctly predicting
a negative instance as negative is True Negative (TN), incorrectly predicting a positive
instance as negative is False Positive (FP), and incorrectly predicting a negative instance as
positive is False Negative (FN). The formula for accuracy is calculated as follows:

Accuracy = IP +1IN
Y= TP+ FP + IN + EN

x 100% (15)

e  Confusion Matrix:

The confusion matrix compares the relationship between the classification results and
the ground truth of each category in matrix form. Each column in the matrix represents a
predicted category, each row represents a true category, the data in each column indicate
the proportion of models predicted as that category, and the data in each row indicate the
proportion of true models in that category. The contents of the confusion matrix are shown
in Table 3.
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Table 3. Confusion Matrix.

Predicted Value
Positive Negative
Positive P FN
Ground truth
Negative FP N

4.3. Experimental Methods

The experimental part of this paper is mainly divided into two parts for evaluation
and analysis:

e  Three-dimensional model voxelization particle size analysis experiment:

The main objective of this experiment is to validate the effectiveness of the voxelization
method proposed in this paper, based on Hilbert curves. Voxelization granularity is
an important factor that affects the results and efficiency of 3D voxel model retrieval.
The experiment analyzes the classification accuracy and computation time of 3D voxel
models under different voxelization granularities.

e  Three-dimensional model similarity measurement method and feature dimension
analysis experiment:

The main purpose of this experiment is to validate the effectiveness of the proposed 3D
model feature representation method and similarity measurement in this paper. To reduce
the influence of classifiers, the experiment uses the classical nearest neighbor classification
method KNN [54] for classification experiments. In order to demonstrate the superiority
of the proposed method more intuitively, a comparative analysis with classical 3D model
feature representation methods such as the ED, SAX, SPH, LFD, and 3D ShapeNets is
conducted. The ED is a classical distance measurement method that always ensures high
accuracy. SAX is an efficient symbolic sequence representation method that uses the
Piecewise Aggregate Approximation (PAA) method for rapid dimensionality reduction.
SPH, LFD, and 3D ShapeNets are commonly used feature representation methods in the
field of 3D model retrieval. Additionally, some parameters involved in the experiment
can also affect the results, so the experiment includes an analysis and evaluation of the
classification accuracy under different parameter settings.

4.4. Analysis of Experimental Results

e  Three-dimensional model voxelization particle size analysis experiment:

When the order of the space-filling curve is n, the corresponding voxelization granular-
ity is 2"*. The length of the symbol sequence obtained through VSO feature representation
is 2% Voxel data obtained after the voxelization of 3D models can to some extent describe
the information of the models. A higher voxelization granularity value results in a more de-
tailed representation of the 3D model. However, pursuing a high granularity voxelization
for 3D models alone is not practical. As the voxelization granularity increases, the scale
of the voxel model data in the 3D model database also increases, requiring more storage
space and increasing the computational time, which becomes an important factor in the
query time. Table 4, using an airplane model from the ModelNet40 database as an example,
demonstrates the voxel models at different voxelization granularities. Compared to the
original 3D model, the voxel models show varying degrees of loss in detail features. How-
ever, even at higher voxelization granularities, the voxel models are still able to represent
the shape of the airplane and differentiate it from other categories.
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Table 4. Three-dimensional voxel models at different granularities.

Original 3D model Voxel model, G = 32

Voxel model, G = 16 Voxel model, G =8

In the query process of 3D models, both the accuracy of query matching and the query
time consumption are equally important. If the accuracy is low and the retrieved results
differ significantly from the given data, the goal of returning similar models cannot be
achieved. Conversely, if the query time consumption is too long and the efficiency is low,
it becomes difficult to apply the method in practical production and daily life. Table 5
compares the classification accuracy and average query time for different voxelization
granularities in the ModelNet10 dataset. The calculation involves the feature representation
method VSO proposed in this paper and the similarity measurement. The research exper-
iment indicates that as the voxel resolution continues to increase, the fine details of the
models become more prominent, resulting in increased differences between different mod-
els. The classification accuracy of the dataset also shows a slight improvement. However,
the voxel data size increases dramatically, leading to a significant increase in the average
query time. In practical application scenarios, if a high accuracy of the retrieval results
is not a strict requirement, one can choose a relatively lower voxel resolution in order to
achieve efficient queries, instead of solely pursuing high accuracy at the cost of a longer
retrieval time.



ISPRS Int. ]. Geo-Inf. 2024, 13, 89 15 of 21
Table 5. The influence of voxel granularity on model classification and query.
Voxelized Granularity Classification Accuracy Average Calculation Time (ms)
22,4 x4x4 75.3% 0.208
23,8 x8x8 80.0% 3.398
24,16 x 16 x 16 84.0% 10.392
25,32 x 32 x 32 85.9% 118.163

e  Three-dimensional model similarity measurement method and feature dimension
analysis experiment:

In this section, the feature representation method and similarity measurement based
on the symbolic operator are adopted, and the experimental results are compared with
other common 3D model feature representation methods and similarity measurement
methods. In this experiment, the ModelNet10 and ModelNet40 datasets were used to
calculate the feature representation method and similarity measure of the 3D model in
the classification accuracy of a certain feature dimension. To compare, the experiment
utilized light field descriptors (LFDs), spherical harmonic descriptors (SPHs), and features
learned by the 3DShapeNets for the feature representation of 3D models. The LFD employs
multiple camera arrays to capture multi-view 2D images for describing 3D models; the
SPH uses spherical harmonics to analyze and compute sampled points on the shape of 3D
models, describing their geometric and structural features; whereas 3DShapeNets utilizes a
convolutional deep belief network to represent the shape of 3D models using the probability
distribution of binary variables on a three-dimensional voxel grid. The descriptor vector
dimensions are 4700 and 544 for the LFD and SPH, respectively, while the feature vector
dimension for 3D ShapeNet is 4000.The experimental results are shown in Table 6.

Table 6. Comparison of the classification accuracy of the model.

Dataset
Algorithm Feature Dimensions
ModelNet 10 ModelNet 40

SPH [29] 544 0.798 0.682
LFD [17] 4700 0.799 0.754
3DshapeNets [35] 4000 0.792 0.720
ED [47] 4096 0.827 0.727
SAX [41] 1024 0.652 0.692
VSO 128 0.840 0.726

By comparing the data, it can be found that the method proposed in this paper has
the best classification performance rate on the ModelNet10 dataset, reaching 84%, and the
classification accuracy on the ModelNet40 dataset is only 2.8% lower than that of the best
LFD. Although the LFD method has the highest classification accuracy on the ModelNet40
dataset, the corresponding feature dimension is also large, the computational complexity of
the 3D model classification calculation is higher, and the pressure of feature vector storage
is large. To validate the effectiveness of the proposed similarity measurement method, the
experiment incorporates the ED and SAX methods. By combining the voxelized 3D models
and representation methods, the classification accuracy is computed for the ModelNet10
and ModelNet40 datasets with a voxel resolution of 4. The Euclidean distance (ED) achieves
a relatively high accuracy on both the ModelNet10 and ModelNet40 datasets. However,
the ED does not effectively reduce the dimensionality of the data. The feature dimension
of a model increases by several tens of times compared to the VSO method, which poses
greater challenges in large-scale data environments. The SAX method can reduce the
dimensionality based on the chosen parameters. When selecting a feature dimension of
1024, SAX, which is based on the Piecewise Aggregate Approximation (PAA) method, only
retains the mean values of data segments while ignoring the fluctuation information of the
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sequence. This leads to a loss of fine-grained details in the models, resulting in a lower
classification accuracy on both the ModelNet10 and ModelNet40 datasets compared to
the VSO representation and similarity measurement methods. The experimental results
demonstrate that the proposed algorithm exhibits notable advantages in the classification
of 3D models.

Figure 11 shows the confusion matrix generated based on the classification results
of the ModelNet10 dataset. In the confusion matrix, the rows represent the true class
labels, and the columns represent the predicted class labels. The diagonal elements of
the matrix represent the classification accuracy of each class in the ModelNet10 dataset.
The off-diagonal elements represent the misclassification rates, indicating the probability of
incorrect predictions for each class being assigned to other classes.

bathtub 0.04 0.02 0.0 0.04 0.02 0.02 0.02 0.0 0.0
bed 0. 0.05 0.0 0.02 0.0 0.0 0.0 0.0 0.0 0.8
chair | 0.0 0.0 00 0.0 00 00 001
desk 4 0.0 0.05 0.0 0.01 0.03 0.02 0.06 0.08 0.0 i
= .
E dresser 40.02 0.02 0.0 0.01 0.06 0.01 0.0 0.0
[ V]
£  monitor {0.0 0.0 0.0 0.0 0.01 0.02 0.0 0.01 0.0
= 0.4
night_stand 40.01 0.02 0.0 0.010.44 0.0 0.44 0.02 0.05 0.0
sofa { 0.0 0.05 0.0 0.0 0.01 0.0 0.0
F0.2
table {1 0.0 0.0 0.0 0.09 0.0 0.0 0.05 0.0
toilet 40.02 0.07 0.02 0.0 0.0 0.0 0.0 0.0 0.0
T T T T T T T T T o 0.0
L & o & & i @ G
FE L g FP P S
'Q‘O & (§ X/
NS
‘;\\Q
Predicted label

Figure 11. ModelNet10 classification confusion matrix.

Observing the experimental data, it is found that there are some types of data in the
ModeNet10 dataset that are easy to confuse and misseparate, among which the night_stand
class and dresser class, desk class, and table class are the most obvious. Figure 12 shows
the confusing model in the night_stand class and the dresser class.

The “night_stand” and “dresser” classes have similar cube-like shapes, making it
challenging to distinguish their details when using voxel representations. The main dif-
ference between the two classes lies in the fact that dressers are typically larger in size.
However, the VSO representation does not explicitly capture the volume information when
generating the serialized models, making it difficult to differentiate the classes based on
volume. However, this characteristic of VSO representation can be advantageous for objects
within the same class but with different sizes. It allows for judging the similarity of objects
based solely on their shapes while disregarding the differences in volume.
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night stand 210 night stand 202

Figure 12. Confusing night_stand and dresser models.

The experiment has shown that different feature dimensions have a significant impact
on the classification efficiency of 3D models. The VSO representation method utilizes the
voxelization of 3D models to obtain voxel data, followed by dimensionality reduction
through the filling of spatial curves of different orders. This approach not only preserves
the shape information of 3D models but also retains the neighboring structural information.
Figure 13 illustrates the feature representation dimensions of the aforementioned algorithm.
The feature descriptors of the aforementioned algorithms can essentially be converted into
vectors. The vector dimensions of the LFD descriptor and SPH descriptor are 4700 and 540,
respectively, while the vector dimension of the 3D shape features learned by 3DShapeNets
is 4000. In the experiments, the three-dimensional models were voxelized with a voxel
granularity of 4 using the method proposed in this paper. The feature vector dimensions
for similarity measurements of three-dimensional models using the ED, SAX, and VSO
methods are 4096, 1024, and 128, respectively.

VSO

SAX

ED

3DShapeNets

LFD

m SPH

0 1000 2000 3000 4000 5000

Features represent dimensions

Figure 13. The section represents the characteristic dimensions of the method.

In the classification experiments, the VSO representation method achieves a high
classification accuracy with a minimum feature dimension of only 128, which is much
smaller than other popular feature representation methods such as 3DShapeNets. Addi-
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tionally, it does not require high storage or computational performance from the computer.
This characteristic makes the proposed method suitable for storing and processing massive
amounts of 3D models.

5. Discussion

This paper conducts comparative analyses using the publicly available dataset Model-
Net to validate the effectiveness of the proposed method. Regarding the feature extraction
of 3D voxel models, the choice of voxelization granularity simultaneously affects the
accuracy of 3D model classification and the time consumed in experiments. An appro-
priate voxelization granularity can achieve a better classification accuracy in a shorter
time. In terms of the similarity measurement, compared with classical 3D model retrieval
methods such as SPH, LFD, and 3D ShapeNets, the VSO representation and its similarity
measurement method achieve a classification accuracy of 84% on the ModelNet10 dataset,
with a feature dimension of only 128, which is superior to other algorithmic results. It is
worth noting that compared with other algorithms, the VSO representation method has the
highest dimensionality reduction rate, with the feature dimension being less than half of
other algorithms, without high requirements for computer storage and computing perfor-
mance. However, the method proposed in this paper operates on 3D model voxel forms,
and when the voxel granularity increases, the voxelization time cost is higher. Additionally,
since the feature extraction method VSO only considers the structural information of 3D
models and ignores other attribute information, the retrieval accuracy of 3D models has
not reached the most ideal state. In the future, we aim to overcome these limitations and
achieve the efficient and accurate retrieval of 3D models.

6. Conclusions and Future Works

The main focus of this paper is on the similarity measurement and indexing methods
for 3D voxel models. To reduce information loss and avoid the curse of dimensionality,
which can lead to decreased retrieval performance, a series of solutions are proposed for 3D
model classification and retrieval. Key issues in 3D model retrieval research include how
to extract features from 3D models to retain more model information, and how to choose
suitable feature descriptors and similarity measurement methods to reduce computational
complexity. Addressing these issues, this paper first proposes a voxelization method based
on space-filling curves to obtain 3D voxel data that preserve the structural features of 3D
models to some extent. Then, it introduces the VSO feature representation method based
on symbolic operators to effectively reduce the feature dimensionality of the data. Finally,
a similarity measurement method based on symbolic sequences is proposed to achieve
efficient retrieval on 3D model databases. Experiments conducted on the publicly available
ModelNet dataset demonstrate that the proposed methods can improve the efficiency and
accuracy of 3D model similarity calculation. Moreover, they do not require high demands
on computer storage and computing performance, making them suitable for storing and
processing massive 3D models. Despite the partial success achieved in the aforementioned
research, there are still several areas that require further investigation:

1.  Feature extraction of 3D voxel models is based on voxel representation, preserving
the complete voxel data of 3D models. However, many 3D models have complex
structures composed of numerous edges and faces. When the voxel granularity
increases, the time cost of voxelization also increases. Therefore, improving the
efficiency of voxelization for 3D models is an important area for future research.

2. The VSO representation and similarity measurement methods for 3D voxel models
currently focus mainly on shape and structural information. However, real-world
3D models also include rich attribute information such as color, texture, and density.
Incorporating other attribute information in addition to shape and structural infor-
mation is expected to enhance the accuracy of 3D model classification and retrieval
and broaden the application scope. Therefore, exploring how to fully utilize vari-
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ous attribute information of models and designing similarity measurement methods
applicable to multi-attribute features are worthwhile directions for further research.

3. Inthe field of geographic information, there are many three-dimensional geographic
spatial objects, such as underground geological bodies like rock masses and ore
bodies, as well as landform features like mountains and valleys. Utilizing the method
proposed in this paper to voxelize these three-dimensional geographic spatial objects
and exploring how to use them for feature representation and similarity measurement
is one of our future research directions. This research can facilitate the understanding,
analysis, and management of the Earth’s surface and subsurface spaces, providing
more possibilities for the application of geographic information systems.
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