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Abstract: Location-aware devices can be used to record the positions of moving objects for further
spatio-temporal data analysis. For instance, we can analyze the routes followed by a person or a
group of people, to discover hidden patterns in trajectory data. Typically, the positions of moving
objects are registered by GPS devices, and most of the time, the recorded positions do not match
the road actually followed by the object carrying the device, due to different sources of errors.
Thus, matching the moving object’s actual position to a location on a digital map is required.
The problem of matching GPS-recorded positions to a road network is called map matching (MM).
Although many algorithms have been proposed to solve this problem, few of them consider the
uncertainty caused by the absence of information about the moving object’s position in-between
consecutive recorded locations. In this paper, we study the relationship between map matching and
uncertainty, and we propose a novel MM algorithm that uses space-time prisms in combination
with weighted k-shortest path algorithms. We applied our algorithm to real-world cases and
to computer-generated trajectory samples with a variety of properties. We compare our results
against a number of well-known algorithms that we have also implemented and show that it
outperforms existing algorithms, allowing us to obtain better matches, with a negligible loss in
performance. In addition, we propose a novel accuracy measure that allows a better comparison
between different MM algorithms. We applied this novel measure to compare our algorithm against
existing algorithms.

Keywords: map matching; trajectory and moving object data; space-time prism; k-shortest
path algorithm

1. Introduction

GPS devices can be used not only as navigational tools, but also for recording the position of
moving objects (MOs) for further spatio-temporal data analysis [1]. For instance, we can analyze
the routes followed by a single MO or a group of MOs, to discover hidden patterns in trajectory data.
However, GPS-obtained coordinates will not always match the road followed by, for instance, a car or
a pedestrian, due to different sources of errors. Besides the typical measurement errors, in real-world
data, we can find traffic jams (producing many consecutive points with a very small spatial gap) or
large gaps between two consecutive measured points, produced by some interference in the satellite
signal (for instance, when moving in tunnels or urban tunnels). Thus, matching the user’s actual
position with a location on a digital map is required. The general problem of matching GPS-recorded
positions to road segments in a road network is called map matching (MM) [2].
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Many algorithms have been proposed to solve the MM problem, although none of them
considers the uncertainty caused by the absence of information about the MO’s position in between
to consecutively recorded locations. A common problem in moving object databases (MOD) is the
reconstruction of a trajectory from a trajectory sample [3]. Linear interpolation between sample
points, which assumes that objects move at constant minimal speed, is a classical solution. A more
realistic model is based on the notion of uncertainty. For example, space-time prisms can be used to
model the unknown, but possible, positions of an MO between sample points, by using background
information, like speed limitations. A space-time prism acts as an envelope that encompasses all
possible locations that a MO can have visited between consecutive measured sample points, given a
speed limit.

In this paper, we study the relationship between MM and uncertainty. Our main contribution
is a novel MM algorithm that uses space-time prisms combined with weighted k-shortest path
algorithms [4]. This algorithm is applicable to a wide range of trajectory sample types. In short,
it first selects parts of the road network by computing, for each pair of consecutive sample points,
the road segments that the MO could have moved on (using the bounding boxes of the projections
of space-time prisms). Then, for each sample point, the algorithm computes the closest road segment
and assigns scores to each road segment. Finally, the algorithm computes, within the limited road
network (as determined in the first step), the k-shortest paths (taking the shortest path with the
highest score computed in the second step).

We applied our algorithm to real-world cases, as well as to computer-generated trajectory
samples with a variety of properties. Observations are taken at small regular intervals and at larger
and irregular intervals, to capture the classical distinction between low sampling and high sampling
rates in trajectory data. We also compared our results against a number of well-known algorithms
that we have implemented. Our results show that the incorporation of uncertainty in the MM process
leads to obtaining better matchings. This positive outcome largely compensates the longer running
times, which remain within reasonable limits, however. It is worth noting that we have produced
a great variety of experimental scenarios that show the applicability of our method in a wide range
of situations. This is relevant given that, as stated in the survey by Hashemi and Karimi [5], most
work in the field does not clearly specify the testing environment, making it difficult to compare
proposals. We believe that having implemented ourselves the most classic algorithms and comparing
these implementations against our proposal in a wide variety of scenarios help to make our results
more reliable.

As a second contribution, we address the problem of accurately comparing the performance
of MM algorithms against each other. We review possible properties of trajectory samples and
techniques to obtain datasets with these properties. We also discuss a number of existing methods to
measure the accuracy of an MM algorithm over these different kinds of datasets. We propose a novel
accuracy measure called curve-and-length-accuracy that, combining the strengths of those methods,
does not suffer from their drawbacks. We applied this novel measure to compare our algorithm
against existing MM algorithms, as described above.

Organization

The remainder of the paper is organized as follows. In Section 2, we present an overview of
the main existing MM algorithms. In Section 3, after reviewing the notion of space-time prisms, we
present our MM algorithm. Section 4 introduces our novel method to evaluate MM algorithms, which
we use, in Section 5, to evaluate our algorithm against existing proposals. We conclude in Section 6.

2. An Overview of Existing Approaches to Map Matching

We mentioned above that, typically, when the position of an MO is monitored using GPS, a
large portion of the recorded space-time points fall outside the actually followed road network, due,
in part, to measurement errors. However, there are also other problems with real-world data, like
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traffic jams and large gaps between measured space-time points. These gaps appear due to several
reasons, e.g.: (a) a faulty GPS signal; (b) an interruption of the communication; or (c) ambiguous
data. Case (a) may occur due to the bad reception of the coordinates, which is quite unlikely to
occur. In Case (b), an interruption of the communication between the GPS satellite and the MO’s
device may be due, e.g., to a densely-forested area, a tunnel or high buildings. Case (c) may appear
when roads run parallel, and GPS data are not precise enough to decide which is the correct road.
All of these types of problems require mapping the measured space-time points to the road network.
The following classical definition or description of the MM problem is due to White, Bernstein and
Kornhauser: An object is moving along a finite system (or set) of streets, N. A location-aware device
such as GPS provides an estimate for the vehicle’s location at a finite number of points in time,
denoted by {0,1,...,t}. The vehicle’s actual location at time ¢ is denoted by Ft, and the estimate
is denoted P'. Map matching is the process of determining the street in N that contains P'; that is,
to determine the street that the vehicle is on at time ¢ [2]. Many algorithms have been proposed to
address this problem. We study some of them next.

2.1. Classification of Map Matching Algorithms

Two orthogonal classification of MM algorithms are usually found in the literature: offline
versus online algorithms and low sampling rate versus high sampling rate algorithms. Online MM
algorithms are devised to be used in a real-time situation, where the object is still on the move.
An example is a GPS route planner in a driving car. In offline MM algorithms, the complete trajectory
data of an MO is available, and generally, algorithms for this type of data give better results.

Regarding the second classification above, the rate at which GPS trajectory data are sampled
depends on the source of the data and ranges from one sample point per second up to any rate the
application requires. Usually, more than one sample point per two minutes is used as the lower
limit to be considered high sampling. However, this makes it possible for data to be misclassified.
We propose the following, novel way that uses the number of samples per road segment, for
classifying data as having a low or high sampling rate: if there is at least one sample per road segment
composing a trajectory between two given points, we assume the sampling rate is high. Otherwise,
the data have a low sampling rate. For this classification, we calculate a confidence area around each
GPS point and limit the road network to the road segments that fall within the confidence area. This is
done by drawing a circle around the sample point, with a diameter equal to the possible measurement
error. In practice, this is often in the range of twenty-five meters. Figure 1 (left) shows an example of
high sample rate trajectory data. The right-hand side of the figure shows an example of low sampling
rate trajectory data.

®

Figure 1. Left: An example of a high sampling rate. The circles around GPS points represent the
confidence area. A trajectory from starting Point A to end Point B exists, such that at least one point
falls in each segment. Right: An example of a low sampling rate. There is no trajectory from Point A
to B.
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2.2. A Brief Review of Map Matching Algorithms

Another way of classifying MM algorithms defines three kinds of them: (a) geometric
algorithms; (b) topological algorithms; and (c) probabilistic algorithms. We also discuss other
approaches not falling into these three categories. We only give details concerning the algorithms
we use in our experimental setting (see Section 5) to compare against our proposed algorithm.

2.2.1. Geometric Algorithms

These algorithms use the shape of the road segments and ignore how road segments are
connected. We can classify them as “point-to-point” and “point-to-curve (with or without topological
information)” algorithms. We refer to [6] and [2] for details.

In point-to-point matching, each space-time sample point is simply mapped to the nearest node
(or vertex) in the road network.

Point-to-curve matching is similar to point-to-point matching, but space-time points are matched
to the closest road segment, instead of the closest node in the road network. There are several
problems with these types of algorithms. First, sampling errors may occur in the data (e.g., when
two consecutive space-time points are farther apart in time than they should be). Furthermore,
the inaccuracy of GPS data may produce a recorded space-time point that is closer to a road,
which is not in the actual trajectory. This typically occurs when there are parallel roads close to
each other or in the vicinity of crossings. Furthermore, these algorithms only look at geometric
information and do not take into account to which road segment the previous point was matched.
Point-to-curve matching with topological information uses connectivity information to match points
to a road segment [2]. The topology of the road network is used, whenever possible, to determine
candidate nodes. Only road segments that are directly reachable from the current segment are
considered. However, if the algorithm has low confidence in the previous match, it will switch to
the point-to-curve matching algorithm. In [2], confidence is reached when the error is less than 0.15
km and two times the average error.

2.2.2. Topological Algorithms

These algorithms consider the way in which nodes are connected within the road network.
Generally speaking, they give a weight to each road segment and find the best path considering these
weights. We discuss some of them and refer the reader to the references for the rest. A comprehensive
review of MM algorithms can be found in [5].

The hidden Markov model models a process considering many possible states [7]. Applied to
MM, a state could be a road segment, and each transition between road segments can be assigned
some probability. The state measurements are the measured sample points. Examples of this method
can be found in [8] and [9].

Greenfeld’s algorithm [10] only uses the coordinate information of the object and does not use
any knowledge about the expected traveling route, traveling speed and heading. It first computes
an initial match (using the point-to-point algorithm); then, to determine to what road segment a
space-time point will be matched, a weight is calculated for several candidate road segments.

Brakatsoulas et al. [11] proposed two kinds of algorithms: incremental and global ones.
The former match the position samples sequentially, considering only the connected part of the road
network. To improve algorithms like the Greenfield one, mentioned above, the local look-ahead is
used, to explore which branch would be the best match, instead of simply looking for the best edge.
The global algorithm presented in [11] tries to find a curve (that is, a number of connected road
segments) in the road network that is as close as possible to the followed trajectory (that is, the curve
formed by a sequence of GPS points). As a measure of distance between two curves, the Fréchet
distance or weak Fréchet distance is used in this case. The Fréchet distance is usually explained by
the analogy of a person walking her/his dog using a leash. The person is walking on one curve, while
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the dog is walking on another one. Both may vary in speed or stop, but they are not allowed to walk
back. The strong Fréchet distance is the length of the shortest leash length that makes it possible to
traverse both curves from start to end. The weak Fréchet distance allows traversing backwards on
the curves. The problem with global algorithms is that, due to their nature, they consider the whole
network, producing good matches, but at the expense of slow running execution times. Thus, in [12],
an adaptive clipping algorithm is proposed, which tries to improve the running time of the global
algorithm, by using a worst-case motion estimate to prune the road network. An error estimation is
used, based on the maximum speed the object can move at, using an error ellipse.

Other advanced algorithms are based on Kalman filters [13]. For example, in [14], an “extended
Kalman filter” is used to linearize a trajectory. In Li et al. [15], a topological MM algorithm is
presented, where data from GPS, DRsensors and DEM are first integrated. Candidate segments
are connected to the previous one, using proximity and heading as weights to find the correct
road segment.

2.2.3. Probabilistic Algorithms

These algorithms use a confidence region around each sample point to compute a matching
point on the road network. This confidence region is based on the error variances that space-time
points typically have. As a representative example, we discuss the Ochieng, Quddus and Noland
algorithm [16]. Like many other algorithms, this algorithm consists of an initial mapping process,
which finds an initial match, and a subsequent mapping process. Like in the space-time prisms
algorithm discussed later, an area is calculated around each space-time point. The main difference
is that this algorithm uses probability concepts to immediately select each road match, whereas the
space-time prism algorithm attributes a weight to each segment and then uses k-shortest paths to
find matches (we explain the k-shortest paths algorithm below). Road segments that are in the
confidence region are considered the candidate segments. If there is only one such segment, it is
selected. If not, link connectivity, heading information, closeness to the segment in question and
historical information are used to select one. The algorithm considers that the object remains on the
same road segment until a junction is reached or a turning maneuver is detected. Whenever this
occurs, the initial matching process is called again, and a new road segment is chosen. The detection
of a turning maneuver is based on the speed of the object, the time it takes to perform the turn and
the change in heading angle. After matching a space-time point to a road segment, an estimation of
where the object is located on the road segment is calculated.

Algorithms based on fuzzy logic [17] were first proposed by Zhao [18]. His method only
matches the space-time points to a nearby road network segment. Syed and Cannon improve
this approach by using more inputs and matching the space-time point to a location on the road
segment [19]. Quddus further improves this algorithm by using even more fuzzy inputs and by also
using connectivity information and the historical trajectory of the object [20]. The latter algorithm is
very similar to Greenfeld’s, but the weight is calculated using fuzzy logic.

2.3. Algorithms for Data with a Low Sampling Rate

Most of the algorithms above require a high sampling rate to produce meaningful results. Since
not all data have a high enough sampling rate, algorithms that can handle low sampling rate data
are needed. We comment on some of them separately, although they can fit into one of the categories
mentioned above.

One of the most representative works in this category is the ST-matching algorithm [21].
This algorithm first generates candidate points and, then, through spatial (using the distance between
a space-time point and a road segment) and temporal (using the average speed between consecutive
points) analysis, gives weights to each candidate point. Then, the path with the highest weight
is selected. Measurement probabilities are also calculated, and instead of modeling noise with
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a zero-mean Gaussian distribution, a normal distribution is used. The transition probability is
calculated as in the hidden Markov model.

Li et al. [22] propose a so-called multi-track MM algorithm (opposite the traditional single-track
MM). The rationale behind this method is the observation that in many cases, moving objects move
following the same pattern, so they apply MM techniques to a group of trajectories in a sample, and
not individually. In other words, they match simultaneously a collection of trajectories to a map. The
authors report some experimental preliminary results, with data samples having an interval between
one and five minutes, but the characteristics of the network and samples are not completely specified,
which makes it difficult to compare against other work. The authors also report important work to
be done (e.g., defining an appropriate point-to-curve distance).

Tang et al. [23] present a dynamic programming approach, combined with space-time paths
(rather than space-time prisms) to handle uncertainty trajectory data, although we think that the
experiments are not conclusive about the method’s efficiency, particularly under low-sampling
rate conditions.

Chen et al. [24] also proposed a multi-criteria dynamic programming algorithm for MM with
low frequency data, using the shortest path procedure to find the candidate road segments between
two consecutive GPS points.

Other works worth being mentioned are the ones by Wang et al. [25], Morikawa et al. [26],
Rahmani et al. [27], Hunter et al. [28] and Zeng et al. [29]. For the sake of space, we do not further
comment on them.

It is worth noting that all of the works cited above consider nominal time intervals to distinguish
between a low and a high sampling rate data. Opposite this, in Section 2.1, we provide a more realistic
measure for this issue, which takes into account the topology of the network.

3. An Uncertainty-Based Map Matching Algorithm

In the previous section, we gave a broad overview of existing MM algorithms. In this
section, we propose a novel algorithm that exploits the uncertainty caused by an MO’s unknown
location between sampled space-time points, by using background information (such as speed
limits). We study the relation between MM and uncertainty and propose an algorithm that combines
weighted k-shortest paths with space-time prisms.

3.1. Introduction to Space-Time Prisms

Often, in practical applications, more is known about measured trajectories than merely some
(for instance, GPS-collected) sample points (t;, x;,y;), i = 1,2,..,N. For instance, background
knowledge, like a physically- or law-imposed speed limit v; at location (x;,y;), might be available.
Such a speed limit might even be time dependent, e.g., some streets might have different speed
limits during the day and the night or during rush hours. The speed limits that hold between two
consecutive sample points can be used to model the uncertainty of an MO'’s location between sample
points. For modeling uncertainty, Pfoser and Jensen [30] and, later, Egenhofer et al. [31,32] introduced
the notion of beads in the MOD literature. Before, Wolfson used cylinders to model uncertainty [33]
(see also [3]). Beads were already conceptually known in the time geography of Hédgerstrand in the
1970s under the name space-time prisms [34]. In this paper, we use this more traditional name. In the
area of GIS, space-time prisms were also studied by Miller [35].

The space-time prism between two consecutive sample points is defined as the
collection of time-space points where the MOs could have passed, given the (local) speed
limitation. =~ Now, we make this more formal. Let S be a (measured) trajectory sample
{(to,%0,¥0), (t1,X1,¥1), -, (tN, XN, YN) }, With tg < t] < -+ < ty. In the space-time prism model, for
each pair (t;, x;,vi), (tiz1,%i+1,Yi+1), with 0 < i < N, in the sample S, the corresponding space-time
prism depends on a maximal velocity value v; of the MO between those two locations. We know
that, given the speed limitation v;, at a time ¢, t; < t < t; 1, the object’s distance to (x;,y;) is at most
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vi(t —t;), and its distance to (x;j11,y;i11) is at most v;(t;11 — t). The spatial location of the object is
therefore somewhere in the intersection of the disc with center (x;, y;) and radius v;(f — t;) and the disc
with center (x;41,y;+1) and radius v;(t; 1 — t). We can therefore say that the space-time prism consists
of all points (¢, x,y) in the time-space space that satisfy the following three constraints: t; < t < t;;q;
(x —x)? + (y —yi)* < vi(t—t)? and (x —xip1)? 4+ (¥ — yiy1)* < VZ(t — tiy1)?. Geometrically
speaking, the last two equations define the intersection of an upward and a downward cone in
time-space space, as is illustrated in Figure 2. The chain of space-time prisms connecting consecutive
trajectory sample points is called a space-time prism chain. Sometimes, the term bead is used for
space-time prism and lifeline necklace for space-time prism chain [31]. For more details on the
geometric properties of space-time prisms, we refer to [36].

(tit1, Tig1, Yig1)

Yy (ti, i, yi)
T

Figure 2. An example of a space-time prism as the intersection of an upward and a downward cone.

3.2. Using Space-Time Prisms for Map Matching

The main contribution of this paper is a novel MM algorithm that uses a combination of
techniques for handling uncertainty in trajectory databases. More precisely, we propose to use
space-time prisms in combination with weighted k-shortest paths algorithms. To incorporate
space-time prisms efficiently into our algorithms, we use some geometrical simplifications.
The projection of a space-time prism on the two-dimensional spatial component of time-space space
is an ellipse with focal points (x;,y;) and (xj1+1,y;+1) and semi-major axis M However, for
efficiency and easy expressibility in SQL, we compute a bounding box of this ellipse (with respect
to the x- and y-axes). The following sections describe how this bounding box of the projection of a

space-time prism can be determined and how it can be used in practice, respectively.

3.2.1. Computation of the Projection of a Space-Time Prism and Its Bounding Box

We define the bounding box of the ellipse, that is the spatial projection of a space-time prism in
the plane, as the smallest rectangle, with sides parallel to the x- and y-axes, that encloses the ellipse.
Alternatively, we could say that the bounding box of an ellipse is (the border of) the rectangle that is
the Cartesian product of the projection of the ellipse on the x-axis, with the projection of the ellipse
on the y-axis. The theorem in this section shows how the bounding box of an ellipse in the plane
can be determined, given the focal points (x1,11) and (x,y2) of the ellipse and its semi-major axis
L > 0. In this theorem, we call the x-values of the left and right vertical sides of the bounding box,
X1 and X, and the y-values of the lower and upper horizontal sides of the bounding box, Y; and Y.
Therefore, the bounding box of the ellipse is (the border of) the set [X1, X»] x [Y1, Y2]. For the proof
of this theorem, we refer to Appendix A. Although this theorem is quite elementary, in textbooks,
only the case where the axes of the ellipse are parallel to the coordinate axes can usually be found.
Figure Al in Appendix A gives an illustration of an ellipse and its bounding box.
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Theorem 1. Let (x1,y1) and (xa,y2) be points (which represents the foci) in R?, and let L > 0 be a real
number (which represents the semi-major axis). Let (xc,yc) be the mid-point of the foci and d be the distance
between them. If x1 # xy, the bounding box [Xq, Y1] % [X2, Yz] is given by:

B 202112 B 2724 2

° Xy =1xc—y Sl+t2 Y1 =Ye—y Sl+§2 ’
202412 212102
N = N 3

where { = %, /412 — d]% (the semi-minor axis) and s = Y1=Y2 . Ifx1 = xo, then X1 = x. — £, Xo = x.+ ¢,

X1—X2

Yi=yc—Land Y, =y + L (withL = Llify; =yp). U

3.2.2. Using Bounding Boxes of the Projection of the Space-Time Prisms in Map Matching

Now, we give two examples of how the bounding box of the projection of the space-time prism
can help to limit the number of road segments that have to be considered in the MM process. Let us
first explain how we model road networks.

Definition 1. A road network RN is a graph embedding in R? of a labeled (directed) graph given by
a finite set of vertices V = {(x;,y;) € R? |i =1,...,N} and a set of edges E C V x V that are labeled
with a speed limit. Vertices are embedded in R? by the points that have their coordinates, and edges
are embedded as straight line segments between the embedded vertices. These edge embeddings may
intersect, to model bridges and tunnels. These straight line segments are called road segments. []

The left-hand side of Figure 3 shows the bounding box of a space-time prism projection
computed for two points A and B, that are 13 m apart. The (projection of the) space-time prism is
extremely large in this case, because the traveling distance from A to B is 35 s (possibly due to a traffic
jam). The projection of the space-time prism represents the region where the car could have been
when it would travel for 35 s at the maximum speed of the highway (120 km/h). This results in a
huge bounding box of the projection of a space-time prism that contains many streets. On the other
hand, the right-hand side of Figure 3 shows the projection of a space-time prism for two points A and
B, which are 11 m apart, with a travel time of one second. Here, the bounding box of the projection
of the space-time prism includes only two road segments. These examples illustrate how the use of
space-time prisms to prune the streets or road segments that have to be considered in the MM process
can vary. In the second example, the benefit is much larger than in the first example.

al
d

=S/ [ ArcCaphoies 920 C/lcumeats o4 Stincu s documesseaenscas axt
Tie Eot Yew Lo Tous

e
H08 0 *RAARQOB OUMNG LLad o5 H
i« N %

Lo Tous oo
HOS 0 €RAARANH OAMG hk2E oR W
7 T ~ =3

2

iore0gss

Figure 3. An example of the bounding box for two consecutive sample points with a time gap of 35 s
(on the left) and for two consecutive points with a time gap of one second (on the right).

The use of the bounding box of the projection of the space-time prism, rather than the ellipse
itself, has a practical motivation. In the end, road networks are stored in GIS databases using
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the predicate POINT(x,y), which is standardized by OpenGIS within the well-known text format.
To verify that a road network point is in the bounding box [X3, Y1] X [X2, Y2], the following SQL
query can be used:

SELECT vertex FROM roadnetwork
WHERE X; < vertex.x AND vertex.x < Xp AND Y7 < vertex.y AND vertex.y < Y;

This query is simple and efficient, due to the spatial index on the vertices in a road network.

3.2.3. An Algorithm for k-Shortest Path Routing

We start this section explaining the k-shortest path routing, well-known in the field of networks
and which we use in the sequel. It does not only find a shortest path between two points, but also
k — 1 other paths in increasing order of cost. Here, k is a parameter that indicates the number of
shortest paths to be found. For our purposes, we adapt Yen’s algorithm to rank the k loopless
shortest paths [4]. This algorithm first computes the shortest path between two vertices using the
A*-algorithm [37]. Then, it takes the n-th vertex in the shortest path, starting with n = 1 and
increasing n until n = k — 1, and calculates the shortest path from the n-th vertex to the end vertex,
called a spur path. The path from the start vertex to the n-th vertex is called a root path. Two
restrictions are placed on a spur path of a vertex: (a) it must not pass through any vertex on the
root path of that vertex (to ensure that the paths are loopless); and (2) it must not branch from the
current vertex on any edge used by a previously found k-shortest path. The second condition means
that the spur path cannot start with an edge that is already in a previously found shortest path. For
example, if we have already found the shortest paths A -+ B - C - Dand A +B - E - F — D,
and we have A — B as a current root path, then we cannot use the edges B — C or B — E, because
these would result in an already found path. If a new spur path is found, it is appended to the root
path for that vertex, to form a complete path from start to end vertex. Example 1 illustrates the use of
Yen'’s algorithm.

Example 1. Consider the road network of Figure 4 and assume that all road segments (arrows)
are equally weighted. We want to find the shortest path from A to D. It is clear that the shortest
pathis A - B —+ C — D, so we include this path in the result path. Now, we look for other paths
starting from the shortest one. We start with root path A and look for a path from A to D that
is not already in the result list. The only possible path, not including the edge from A to B, is
A —E—F— G— H— D. We add this path to the result list (which would now be the result for
k = 2). Now, we start with A — B as the new root path and find A -+ B -+ F - G —+ H — D. These
are all of the possible paths, and the algorithm ends. [

Z

Figure 4. A road network for Example 1.

B —» C——»D
F

G —»H

—>

There are several special cases of MM inputs that are difficult to handle just using a shortest path
algorithm. For example, Figure 5 depicts an MO that has followed the road indicated in thin lines
(three sample points are shown). Algorithms based on shortest path computation would likely choose
the thick line road (shown in red). We call this problem the triangle problem. Suppose, for instance,
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that scores of 6, 5 and 6 are given to Road Segments 1, 2 and 3, respectively. Dijkstra’s algorithm
would decide between the segments 1 4 2 and 3 and choose Segment 3 (the one with smallest score),
although we know that the path 1 -2 is the actual matching path. We solve this by tweaking Dijkstra’s
algorithm to take the highest-scored path, by working with one divided by the total score of a path,
rather than by using the total score. In Section 3.2.4, we discuss how to solve this issue by assigning
a (calculated) weight to each road segment.

Calculating the spur paths from each vertex has complexity O(N) and using Dijkstra’s shortest
path algorithm [38], O(N? + |E|) with |E| the number of road segment (edges). The A*-algorithm has
an O(N?) upper time complexity bound. Since the time complexity for both Dijkstra’s algorithm and
the A*-algorithm is O(N?) and, in the worst-case, we have to compute it for all N vertices, we obtain
O(N?3) as the complexity of the algorithm.

Figure 5. A problem with shortest path approaches.

3.2.4. Description of the Space-Time Prisms Map Matching Algorithm

Now, we show how we can use the k-shortest path algorithm and avoid, for instance, problems
like the one in Figure 5, by using the notion of space-time prisms (introduced in Section 3.1) and
by adding weights to the edges in the road network. Additionally, space-time prisms allows us to
use datasets that contain outliers, since the weight that the related edges receive in such cases is
negligible. First, the algorithm computes the road segments closest to the recorded space-time sample
points, as follows. For each two consecutive space-time points, we compute the bounding box of the
projection of their space-time prism, as explained in Section 3.2. Then, we give weights to the road
segment, in a way such that the road segment closest to a given space-time sample point gets weight
m, where m is the number of road segments to which we want to give a weight. The second closest
road segment will have weight m — 1, continuing until the m-th closest road segment, which receives
weight one. We remark that only the road segments included in the bounded box are taken into
account, avoiding including roads that are very unlikely to have been followed. Finally, the k-shortest
paths are calculated, as well as each path’s total weight. The path with the highest weight is selected
as the map-matched path.

Example 2. An example of this algorithm, with a maximum weight of three, can be found in Table 1
and Figure 6. We describe next how the algorithm works, assuming that the space-time prisms have
already been computed (that is, we know which edges are relevant). Starting from point A, we assign
a weight to each road segment according to the closeness of the segment to this point. Therefore, the
road segment with id = 1 receives a score of three, and the road segments with id = 3 and id = 4
receive weights of two and one, respectively. These weights can be found in the third column of
Table 1 (that means, the weight for each segment and Point A). Thus, A will likely be matched to the
road segment with id = 1. Next, we consider Point B, for which the weights are 3 (for the segment
with id = 4), 2 (for Segment 1) and 1 (for Segment 3), according to the closeness of Point B to those
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segments. The total weights for Segments 1, 3 and 4 will be, respectively, 5 (that is, 3 + 2), 3 (that is,
2+ 1) and 4 (that is, 1 + 3). Since Segment 1 is farther from all other points (considering three to be
the maximum weight), the weight of this segment will remain as five. We continue in this way until
all points have been analyzed and the weights assigned. Table 1 shows the outcome of the weighting
algorithm. The rightmost column gives the total weight for each segment. Let us suppose that we
have chosen k = 2. Given the weights calculated above, we now compute the two shortest paths. The
first path we obtainis 1 — 4 — 10 — 11 — 16; the second oneis1 -+ 3 — 5 — 10 — 11 — 16.
Although the second one has more edges, its total weight (44) is smaller than that of the first one (46),
which is, indeed, the actual route followed by the MO. Note that this weight is computed as the sum
of the weights of the involved segments (thatis,5+7+ 13 +12+9 = 46). O

Figure 6. The symbols A, ..., M represent sample points, and the symbols 1,..., 18 are identifiers of
road segments.

Table 1. An example of the algorithm for the assignment of weights.

Id mit A B C D E F G H I J K L M
1 0 3 5 5 5 5 5 5 5 5 5 5 5 5
2 0 0o o 0 0 0 0 O 0 0 0 0 0 0
3 0 2 3 3 3 3 3 3 3 3 3 3 3 3
4 0 1 4 7 7 7 7 7 7 7 7 7 7 7
5 0 o o 2 2 2 2 2 2 2 2 2 2 2
6 0 o 0o o 0 o0 0 O 0 0 0 0 0 0
7 0 o 0 o 0 0 0 O 0 0 0 0 0 0
8 0 o o 1 4 5 5 5 5 5 5 5 5 5
9 0 o o o 2 5 7 8 9 9 9 9 9 9
10 0 o o 0 1 3 6 9 11 13 13 13 13 13
11 0 o o 0o 0 o0 1 3 6 9 12 12 12 12
12 0 o 0o o 0 o0 0 O 0 1 3 4 5 5
13 0 o 0 o 0 0 o0 O 0 0 0 0 0 0
14 0 0o o 0 0 0 0 O 0 0 0 0 0 0
15 0 0o 0 0o 0 0 0 O 0 0 1 3 5 5
16 0 o 0 o 0 0 0 O 0 0 0 3 6 9
17 0 0o o 0o 0 0 0 O 0 0 0 0 0 0
18 0 0o 0 0o 0 0 0 O 0 0 0 0 0 0

In summary, our MM algorithm proceeds as follows:

Step 1. Select the relevant parts of the road network by calculating, for each pair of consecutive points,
which road segments the MO could have driven on (using the bounding boxes of the projections
of space-time prisms, as described in Section 3.2).
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Step 2. For each sample point, compute the closest road segment, as described in Section 3.2.4, and
assign scores to each road segment. A score for a segment s is computed adding up the weights

of all of the segments that match s.
Step 3. Compute, within the limited road network determined in Step 1, the k-shortest paths, and select,

as output, the shortest path with the maximum total weight. If we obtain two paths with the
same weight, the first path would be selected.

We remark that, sometimes, simply adopting a starting and ending vertex from the road
segments closest to the first and last time-space point, respectively, may not result in a correct
match. This is illustrated in Figure 7. Here, the road segment closest to p1 would be R1, although
the trajectory clearly follows R2. The ending point will be matched to R2, eventually preventing
finding a route for this trajectory. To solve this problem and taking into account that the maximum
measurement error is about 10 m, the algorithm looks at all of the possible starting segments (instead
of only one) within a circle with a radius of five meters around the first time-space point and selects
all road segments that intersect with this circle. The same procedure is followed for the end segment.
Then, the algorithm looks for possible k-shortest paths between all of the possible start segments and
end segments within these boundaries (that is, the circles).

R

51)

R2

Figure 7. An example of an ambiguous trajectory start.

4. An Improved Evaluation of Map Matching Algorithms

In Section 2, we discussed the most relevant MM algorithms in the literature. In this section,
we give a new method to compare accurately the performance of such algorithms against each other.
We first discuss data sources and properties, and then, we present the accuracy measures that are
commonly used to evaluate the result of MM algorithms.

4.1. Data Sources and Properties

Among the sources of data used to apply MM algorithms we have: (a) human-labeled data (this
is, the case when a person identifies herself/himself, doing a manual MM that can be considered
100% correct); (b) computer-generated data (obtained through automatic methods); and (c) unknown
source data.

For Method (b), for example, using an existing road network, we randomly select two nodes in
this network, and using a k-shortest path algorithm, k paths are generated. From this collection of
paths, one is randomly selected and chosen as the real trajectory produced by an MO. The trajectory
sample is generated by producing points close to the road segment (within a certain distance).
The number of these points is based on the chosen sampling rate. This method is used in our
implementation. For Method (c), it may happen that the actual trajectory followed for a trajectory
sample is not known. Given that, in order to evaluate a particular MM algorithm, we need a “correct”
matching, we can generate the correct labeling using another MM algorithm. Given that the accuracy
of this second algorithm is also not known, the results obtained from comparing the first to the second
algorithm may be inaccurate and have limited meaning.
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MM algorithms are very sensitive to the characteristics of the samples used as input. Among
these characteristics, we will consider the following: (a) sampling rate (average number of space-time
points per second of a trajectory sample); (b) road length; (c) sampling errors (in the points or due to
noise in the sample); (d) length of the route; (e) road density (number of road segments per area of
the map).

4.2. Methods to Measure the Quality of a Map Matching Algorithm

There are multiple ways to measure the correctness or accuracy of an MM algorithm on a given
trajectory sample in a given road network. We list the most important ones below.

1. Accuracy by length: This measure (see [21]) is computed as the total length of correctly
matched road segments divided by the total length of the matched trajectory. We see that a long
road (implying a big error) would be more important than a short road.

2. Accuracy by number: This method (see [21]) uses the number of correctly matched road
segments. Thus, a mismatch of a long road segment is treated in the same way as a mismatch of a
short road segment. It is computed as the number of correctly matched road segments divided by
the number of road segments in the matched trajectory. This method works well when the number of
correctly matched segments is more important than the correctly matched length, e.g., an algorithm
with high accuracy by number will be appropriate to apply to a city center.

3. Accuracy by length minus erroneous road: This method (see [2]) uses the total length of the
erroneously added and removed road segments. It has the same benefits as accuracy by length. The
main difference is that incorrectly added road segments have a bigger penalty. Since this measure
does not give us an idea of how accurate the calculated trajectory is, we combine it with the accuracy
by length measure, giving the following formula for accuracy by length minus erroneous road: we

take the value:
length of correctly matched road segments —d_ —d

total length of the matched trajectory

7

if this value is positive, and we take zero, otherwise.

4. Weak, average and strong Fréchet distance: This method [11,12] uses the Fréchet distance
measure(s) between two curves. The average Fréchet distance is the average of the weak and strong
Fréchet distances, explained in Section 2. A benefit of using the Fréchet distance method is that we
look at the curve itself, instead of at the road segments. A matched trajectory might have a low
accuracy with the other measures, but can still be very close to the actual path. Using this distance
method allows us to calculate how close these paths are. However, we could get a high accuracy
score for a path that does not have any road segment in common with the original path (for instance,
a parallel path). Assume A and B are two curves; the Fréchet distance is formally defined as:

F(A,B) = iar}ﬁftrer[lgﬁ {d(A(«(t)), B(B(t)))},

where reparametrizations «, § : [0,1] — [0,1] of A and B are continuous, non-decreasing surjections.
In the above formula, d is the standard Euclidean distance function. The weak Fréchet distance
removes the non-decreasing requirement.

4.3. Problems in Measuring Accuracy

The above methods suffer from some problems in certain settings. A first example occurs
when an MM algorithm selects incorrect road segments, which are parallel to the actual trajectory.
The accuracy by length, accuracy by number and the length of erroneous road quality measures give
no score to segments that are parallel to the correct path or even penalize those segments. Thus, the
matched trajectories that are parallel to the correct trajectory, but still very close to it, get a too low
score. Quality measures that use the curve distance between the correct trajectory and the matched
trajectory (for example, the Fréchet distance) handle this case better, since they do not look at which
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exact road segment was matched. On the other hand, quality measures using curve distance suffer
from another problem when the MM algorithm selects too many segments (for instance, in addition to
each correct segment, a parallel segment is incorrectly selected). This causes the matched trajectory to
be twice as long as the correct one. Quality measures using curve distance would give this trajectory
a high score, since each selected segment is either on the correct curve or very close to it. However,
this is inaccurate, due to the large number of incorrectly selected road segments.

4.4. A New Accuracy Measure: CL-Accuracy

We propose a new quality measure to address the problems mentioned in Section 4.3. We
combine the strengths of some of the measures discussed above. In short, we compute a curve
distance between the correct and the matched trajectory, and then, we take the lengths of both
trajectories into account. We denote this new method the curve-and-length-accuracy, or CL-accuracy,
for short.

To compute this new measure, we first calculate a score between zero and 100 for each segment
selected by the MM algorithm. For this, we compute the Euclidean distance to the closest segment
on the correct trajectory, with a maximum of 100 m. This limit is based on the accuracy of current
GPS devices (if a point is more than 100 m away;, it is almost certainly an outlier). The total score
for the matched trajectory is calculated by adding up all of the segment scores and then using the

following formula:
maxScore — score

score =
maxScore

The term maxScore in the above formula is the maximum score possible for the matched trajectory
(100 times the number of segments). This formula computes a score for the curve distance between
the correct and matched trajectory. A score of 100% means that each segment of the matched trajectory
is on the correct trajectory. A score of 0% means that each segment is 100 m or more away from the
correct trajectory. Next, we take the length of both trajectories into account, multiplying the score
above by the quotient between the lengths of the smallest and largest trajectories. If O is the original
trajectory and M its map matched version, then O can be longer or shorter than M (depending on
the algorithm that is used). Since we want to obtain a similarity measure in the range 0% to 100%,
if |O| > |M|, we use % instead. As a consequence, if, for instance, M is 10% longer than O, this is
penalized in exactly the same way as if O were 10% longer than M. With this procedure, a matched
trajectory that is twice as long as the correct trajectory only gets half the score.

5. Experimental Comparison of Map Matching Algorithms

We now present a number of tests of different MM algorithms on a variety of trajectory sample
datasets. The aim is to establish which type of MM algorithm works best on a certain type of trajectory
sample. We have implemented a number of existing algorithms and compared these with our own
uncertainty-based MM algorithm (presented in Section 3.2.4). We have selected algorithms from each
category discussed in Section 2, in order to compare our own approach to representatives of each
category. The algorithms that we selected for the geometric analysis category are the curve-to-point
algorithm and the curve-to-curve algorithm, but we have made a few changes in them: we use
Dijkstra’s algorithm when two consecutive matched segments are not connected. This ensures there
are no gaps in the calculated trajectory. We have selected Greenfeld’s algorithm for the topological
analysis category, since this was one of the first algorithms of its kind, and many other algorithms
resemble this method. For the probabilistic category, we have implemented the algorithm by Ochieng,
Quddus and Noland. For the low sampling rate category, we have implemented the ST-matching
algorithm [21]). Finally, we have also implemented our space-time prisms combined with k-shortest
paths algorithm. Although there are some more recent algorithms proposed, most of them do not
provide conclusive evidence of effectiveness, and we believe (and this follows from the literature [5])
that the ones we chose are mature enough and have been proven through time to be effective for
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different cases. For the space-time prisms algorithm, in the experiments, we have considered (based
on previously performed experiments) a maximum weight of m = 50, k = 10 (note that k is an upper
bound, rather than a constant) and a maximum speed of 120 km/h.

In Section 5.1, we describe the tests of these algorithms on trajectory samples generated by a
GPS-equipped device. In Section 5.2, we show the tests on computer-generated trajectory samples.
Finally, in Section 5.3, we combine all of these results and formulate a conclusion on the discussed
MM algorithms. All tests were run on a Macbook with a 2.16-GHz Intel Core 2 Duo processor
and 1 GB RAM.

5.1. Tests on Human Labeled Data

For the tests on human labeled data, we worked with trajectory samples generated by a
GPS-equipped device that are manually labeled. In these data, timestamps, speed and heading
information are included. The data used for this test are twenty trajectory samples from the police
force of Ghent, Belgium. The trajectory samples were located in the city and collected by intervention
cars of the police. Each sample contains approximately 400 space-time points, comprising a length of
about 4 km. They also contain some data gaps, which are usually caused by driving through tunnels
(where GPS reception is absent). In Figure 8, we show the average result on the twenty trajectory
samples from the police dataset. An overview of average running times is given in Table 2.

100.00%
90.00%
80.00%
70.00%

1 M Accuracy by length

60.00%

M Accuracy by number
50.00%

40.00% .
i Accuracy by length minus

30.00% erroneous road
20.00%
10.00%

0.00%

M Curve Distance

 CL- accuracy
Point-to- Point-to- Greenfeld Space-time Ochieng, ST-

point curve prisms  Quddus matching
with k- and
shortest-  Noland
paths

Figure 8. Average results of the map matching (MM) algorithms on 20 trajectory samples of the Ghent
police dataset.

Table 2. Average running time in seconds of the MM algorithms for the dataset of the Ghent police.

. Average on
Algorithm 20 Samples
Point-to-point 77,725
Point-to-curve 699,015
Greenfeld 168,845
Space-time prisms 6015

with k-shortest paths
Ochieng, Quddus and Noland 721,515
ST-matching 7,612,535

At first glance, geometric analysis algorithms perform the worst of all, which makes sense, since
they do not look at anything but the location of the space-time point. Information about where
previous points were matched or how the road network is connected is all ignored. The other types
of algorithms all seem to perform reasonably well. For the average case, our space-time prisms
combined with k-shortest paths algorithm appears to perform the best. In Section 5.2, we discuss
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tests of these algorithms for many different test cases to figure out which algorithm works best in
several different scenarios. Running times are similar for all of the tested algorithms, although, of
course, given its simplicity, Greenfield’s performs best, at the expense of accuracy. In general, all of
these algorithms can run in real time on a route planner. The exception is the ST-matching algorithm
(76 s on average), which cannot be run in real time if the sampling rate is too high. This is an expected
result, as we commented on in Section 2, given that it is a global algorithm.

It may seem counter-intuitive that the geometric analysis algorithms perform a little bit slower
than most of the other algorithms. This is due to a modification we have done in these algorithms.
In our implementation of the geometric analysis algorithms, we use Dijkstra’s shortest path algorithm
when two consecutive matched segments are not connected. This ensures that there are no gaps in
the calculated trajectory. Without this change, these algorithms would run substantially faster than
they do now, but still give worse results.

5.2. Tests on Computer-Generated Data

In this section, we use data produced by a trajectory sample generator. Using this generator,
we can produce trajectory samples with different properties discussed in Section 4. We divide the
study into high and low sampling rates.

5.2.1. High Sampling Rate

Here, the time difference between two consecutive sample points is less then 10 s.

Simulated Trajectory Samples with No Measurement Errors

For this test, we created trajectory samples with space-time points being recorded every
two seconds and lengths of a few kilometers. Figure 9 (left) shows the average result on ten
computer-generated trajectories. We can see that, as expected, all of the algorithms could detect
the correct path reasonably well, with the exception of the point-to-point algorithm, which selected
too many segments, resulting in a score lower than the rest. The other algorithms can be said to be
accurate enough to be used with this type of data.

Simulated Trajectory Samples with Measurement Errors

For this test, we created trajectory samples with space-time points with an interval between three
and 10 s, with an error between zero and 15 m for each point. Figure 9 (right) shows the average test
result on ten trajectories. The algorithms using geometric analysis perform poorly in this case, since
they generate many false positives. The other types of algorithms perform as on data without errors
and generally have no problem handling these errors.
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90.00% 90.00%
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20.00% u Curve Distance 20.00% M Curve Distance
10.00% 10.00%

0.00% M CL-accuracy 0.00%
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Figure 9. Average results of the MM algorithms on ten computer-generated trajectory samples with
no (left) and with (right) measurement errors.
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Simulated Trajectory Samples with Measurement Errors and Outliers

Data collected with a GPS-equipped device can not only contain measurement errors, but also
outliers. We produced samples to simulate this situation. Figure 10 (left) shows the average result
on ten trajectory samples with a high sampling rate (three to 10 s between space-time points), with
measurement errors (between zero and 15 m per point) and with outliers (one to three outliers per
dataset, ranging from 10 to 250 m large). We can see that the geometric algorithms cannot handle
outliers very well, because they compute the shortest path between each of two consecutive points
and add this route to the calculated trajectory. Thus, many road segments leading to the outliers
are incorrectly added to the calculation, resulting in a poor score. The ST-matching algorithm has a
similar method of calculating the trajectory and also has a poor score caused by this. The space-time
prisms with the k-shortest paths algorithm performs very well in this case and gets a perfect score in
the above test.

Simulated Trajectory Samples with Measurement Errors and Gaps

When passing through tunnels, there is no connection with GPS satellites to calculate an MO’s
location, causing gaps in the trajectory samples. We have generated trajectory samples with gaps,
to simulate this situation, and then ran our tests. We generated 10 trajectory samples with a high
sampling rate (three to 10 s between points), measurement errors (between zero and 15 m per point)
and gaps (one to three gaps per sample, ranging from 50 to 200 m in size). The average result of
the MM algorithm on those samples is shown in Figure 10 (right). In general, gaps did not cause
a problem for any of the algorithms, although ST-matching was unable to calculate a trajectory for
two of the datasets. Our space-time prism with k-shortest paths algorithm and the algorithm by
Ochieng et al. performed very well here.
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Figure 10. Average results of MM algorithms on ten computer-generated trajectory samples with
measurement errors and outliers (left) and with measurement errors and gaps (right).

Simulated Trajectory Samples on a Highway with GPS Errors

For this test, we simulated trajectory samples on a highway, instead of near or in a town.
On a highway, there are less possible road segments from which to choose. Figure 11 (left) shows
the average results on ten simulated trajectory samples with a high sampling rate (three to 10 s
between GPS points), with measurements errors (between zero and 15 m per point). The poor score
of most algorithms can be explained by the fact that algorithms often choose parallel roads, combined
with non-highway roads near the highway. The actual trajectory or a parallel trajectory was selected
in each case, but due to the selection of many incorrect road segments, they still got a poor score.
Exceptions to this are the space-time prism with k-shortest paths and the probabilistic algorithm by
Ochieng et al., which worked quite well (the latter being the best of all).
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Simulated Trajectory Samples on a Long Distance with Measurement Errors

The datasets used in this section so far only contained medium-sized trajectory samples. Since
some of the implemented algorithms are incremental, errors at the beginning of the algorithm may
cause a big difference in the subsequent calculations. We now use trajectory samples containing
several thousand of space-time points. The average result on ten trajectory samples with a high
sampling rate (three to 10 s between space-time points), with measurement errors (between zero and
15 m per point) and several times more space-time points than in the previous samples is shown in
Figure 11 (right). We can see that, in general, all algorithms performed well in this case.
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Figure 11. Average results of the MM algorithms on ten computer-generated trajectories simulating
driving on a highway with GPS errors (left) and on ten long computer-generated trajectories with
measurement errors (right).

Remark 1. We remark that the poor score of the probabilistic algorithms is caused by the fact that the
algorithm gets stuck when selecting one specific road segment, since the alternative has a very low
score and is never selected. Due to this problem, this algorithm does not progress further than this
road segment. This causes a bad score. In the other tests, no such problems were encountered.

5.2.2. Low Sampling Rate

Now, we discuss samples where sample points are much longer than 10 seconds apart.

Simulated Trajectory Samples with No Measurement Errors

The trajectory samples used in this test follow the same trajectory as the ones used in the
analogous case in Section 5.2.1. We generated ten trajectories with a low sampling rate (60 to 150 s
between consecutive space-time points) and with no measurement errors. The results are shown in
Figure 12 (left). As expected, the ST-matching algorithm, specifically designed for MM data with
low sampling rates, scores the best. The geometric analysis algorithms and the space-time prism
with k-shortest paths algorithm work well in most cases. However, when the sampling rate drops to
very low values, the space-time prism with k-shortest paths algorithm fails to generate a path, which
occurred twice in our tests. These particular cases are not shown in the figure, but had an impact
on the overall average results, and in this case, the graph in Figure 12 (left) penalizes the space-time
prisms algorithm. Greenfeld’s algorithm and the probabilistic algorithm performed poorly on data
with a low sampling rate. The reason is that these algorithms only pick a maximum of one road
segment per space-time point, and thus, not enough road segments are selected.

Simulated Trajectory Samples with Measurement Errors

Here, also the trajectory samples follow the same trajectory as the ones used in the analogous case
in Section 5.2.1. We generated ten trajectory samples with a low sampling rate (60 to 150 s between
space-time points) and with measurement errors (between zero and 15 m per point). Figure 12 (right)
shows the average results. We see that introducing errors in the data does not affect the results in a
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relevant way. The ST-matching algorithm and the geometrical analysis algorithm perform very well.
On the contrary, Greenfeld’s algorithm, the space-time prism with k-shortest paths algorithm and the
probabilistic algorithm perform poorly.
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Figure 12. Average results of the MM algorithms on ten computer-generated trajectories with a low
sampling rate (left) and no measurement errors and measurement errors (right).

5.3. Discussion

We now recapitulate and aggregate the above results and briefly discuss which algorithm is best
suited in different situations. As an overview, we show in Figure 13 the average matching errors of
all tests on the dataset with multiple trajectory samples. In Figure 14, we present the average running
time per case and, in the last column, an overall average.
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70.00%

60.00%

50.00% & Accuracy by length

L}
40.00% Accuracy by number
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Point-to-  Point-to- Greenfeld Space-time Ochieng, ST-
point curve prisms with Quddus and matching
k-shortest-  Noland
paths

Figure 13. Average of the results from Figures 8-12.

In most cases, the geometric analysis algorithms (point-to-point and point-to-curve) returned the
least accurate results, although they run faster than the rest, since this type of algorithm requires less
calculations. This is, of course, relevant for devices with low processing power.

The probabilistic algorithms by Ochieng, Quddus and Noland also performed well in nearly
every test case. The algorithm just had problems with long trajectories or trajectories with a low
sampling rate, and performed substantially better than the other algorithms when the data are located
on a highway. The ST-matching algorithm, an algorithm specifically created for data with a low
sampling rate, had varying results on data with a high sampling rate. Due to these varying results
and the long run-time required to run this algorithm, we think it should be avoided for use on data
with a high sampling rate. For data with a low sampling rate, however, the algorithm proves to
calculate a very close match to the trajectory in a reasonable running time.

The space-time prism with k-shortest paths algorithm works well in most cases. The exception
occurs when there are many outliers in the data: due to the way the algorithm computes the path,
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outliers cause small hiccups in the calculation, which causes the algorithm to slow down when
encountering an outlier. It also has problems when the sampling rate is very low. However, in general,
the space-time prism with k-shortest paths algorithm is competitive with the algorithms that perform
well and, in many cases, outperforms them, showing also a reasonable performance in many different
scenarios. We remark that even if it works better under a high data sampling rate, it also works well
for low sampling rate situations (if the rate is not too low).

80 —
W Gent Data

70 —

E High sampling, no measurement
60 H—— errors

High sampling, with measurement
50 IiEmE errors

H High sampling, with measurement
errors and outliers

& High sampling, with measurement
errors and gaps

Simulation of Highway trajectory
sample

Low sampling, no measurement
errors

Low sampling, with measurement

Point-to-  Point-to- Greenfeld Space-time Ochieng, ST- errors
point curve prisms with Quddus and matching
k-shortest-  Noland Overall average
paths

Figure 14. Average running times in seconds of the results of the data shown in Figures 8-12, where,
for visibility, we cut the orange line at 80 s.

6. Conclusions and Open Problems

We have presented a novel algorithm, which accounts for the uncertainty of the sample points in
a trajectory, to solve the MM problem. Using the notion of space-time prisms, together with weighted
k-shortest path algorithms, results in an algorithm that, in addition to being applicable to a wide range
of trajectory sample types, in most cases outperforms well-known MM algorithms. We support this
claim by implementing those algorithms and applying a novel method for measuring the accuracy of
an MM algorithm.

Historically, the area of MM has been driven, mostly, by experimental results. Algorithms are
often compared by means of tests over datasets chosen or produced in an ad hoc fashion. Further,
in the MM field, there is no repository of existing implementations. Therefore, in this paper, we have
compared our space-time prism with k-shortest paths algorithm with existing MM algorithms that
we have implemented ourselves, probably missing some optimizations. Thus, we believe that a
general, flexible benchmark for the evaluation of MM algorithms is missing and is a suitable target
for future work.
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Appendix A. Computation of the Projection of a Space-Time Prism and Its Bounding Box

The theorem in this section extends Theorem 1. It shows how the bounding box [X3, Y1] X [Xa, Yz]
of an ellipse in the plane can be determined, given the focal points (x1,y1) and (x2,y2) of the ellipse
and the semi-major axis L > 0 of the ellipse. Figure Al gives an illustration of an ellipse and its
bounding box.

e

7

Figure Al. An ellipse with focal points (x1,y1) and (x2,y2), semi-major axis L and semi-minor axis ¢
(in red). Its bounding box is shown in blue.

We remark that the major axis, 2L, expresses twice the longest distance from the center of the
ellipse to a point on the ellipse. Loosely, we will also use the terms major axis and minor axis (see
below) to indicate the actual lines that carry these lengths.

To contain the length of expressions, we introduce some abbreviations. The center of the ellipse
is the point

(re,ye) = (322, 1792),

The distance between the foci is abbreviated by dy, that is

dp = \/(x1 —0) + (31 — )2

The semi-minor axis of the ellipse is denoted by ¢. Therefor, 2¢ is the length of the minor axis of
the ellipse.

To determine ¢, we look at Figure A2, where a and b are points on the intersection of the ellipse
with its major and minor axis, respectively. If we think of the rope-drawing construction of the ellipse,
then we can see that:

de +d((x1,y1),a) +d((x2,¥2),a) = df +d((x1,y1),b) +d((x2,¥2),b),

since both the left and the right side in this equality equal the length of the rope, needed to draw the
ellipse. We also know that d((x1,y1),a) + d((x2,y2),4) = 2L, the length of the major axis.
Furthermore, we know that d((x1,y1),b) = d((x2,y2),b) = H, since we have an equilateral
triangle, if we call H the length of the line segment connecting a focal point with b (that is, the length
of the hypotenuse of the triangle formed by a focal point, the center of the ellipse and b). Therefore,
we getds +2L = dy +2H or L = H. Pythagoras’ theorem, applied to the triangle formed by the
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center of the ellipse, the focal point (x1,y1) and the point b, then gives H? = (djf)2 + 2. Since L = H,

1
—— 2 _ 72
6—2,/4L df.

we obtain

Figure A2. An ellipse with focal points (x1,y1) and (x2,y2), semi-major axis L and semi-minor axis ¢
(in red) and points a4 and b on the major and minor axis, respectively. The length H of the line segment
connecting a focal point with b is indicated in blue.

Finally, if x; # x,, we abbreviate the slope of the line connecting (x1,y1) and (xp, y2) by s, that is:

s= "2
X1 — X2

The goal of the following theorem and its main contribution is to give an explicit description of
the bounding box of an ellipse in the plane, given the focal points (x1,y1) and (x,y2) of the ellipse
and the semi-major axis L > 0 of the ellipse. Since the axes of the ellipse are not necessarily parallel
to the coordinate axes, we also derive a formula that describes the ellipse (since in textbooks, such
formulas are generally only given for “standard” ellipses).

The following theorem is a detailed version of Theorem 1. It distinguishes between four
configurations of the foci of the ellipse and additionally gives the equation of the ellipse.

Theorem 2. Let (x1,y1) and (xp,y2) be points in R?, and let L > 0 be a real number. The equation
of the ellipse with foci (x1,y1) and (xp,y2) and semi-major axis L and its bounding box is given by the
following expressions:

o If (x1,y1) = (x2,y2), then:
(x — xc)z +(y— yc)z =12

is the equation of the ellipse, and the bounding box is given by X1 = xc — L, Xo =x.+L, Y1 =y, — L
and Yy =y + L;
o Ifx1 = xp and yy # yo, then:
(x—x)*  (y—v)
AN A
is the equation of the ellipse, and the bounding box is given by X1 = x — £, Xo = xc+ 4, Y1 =y — L
and Y, = y. + L;
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o Ifx1 # xp and y1 = vy, then:
(x—x)* | (y—ye)?
rz toe 1
is the equation of the ellipse, and the bounding box is given by X1 = xc — L, Xo = x.+ L, Y1 =y — ¢
and Yo =y + ¢;

o Ifx1 # xp and yy # yo, then:

(y —ye —s(x — XC))Z
£2

-y + =x)? ), o

+ 12

is the equation of the ellipse, and the bounding box is given by:

[22 112

.Xl:xc_ SZJFZL/

(202112

X2:XC+ Sé+2L,
21242

o Y =y — /S and
— s2L2+(2
Yo =yc+ 4/ 112 °

Proof. Let (x1,y1) and (x2,y2) be points in R?, and let L > 0 be a real number. In each of the four
cases of the theorem, we first want to find the equation of the ellipse with foci (x1,y1) and (x2,12)
and semi-major axis L and then determine its projections on the x- and the y-axis.

The first three cases are trivial (high-school geometry). Only the forth case requires some work.
We remark that Case 3 coincides with Case 4 for s = 0.

Case 1. We assume (x1,1) = (x2,2). In this case, the ellipse is a circle with center (x,y.) =
(x1,1) = (x2,2) and radius L. It is given by the equation:

(x = x)* + (y —yo)* = L2
The bounding box of this circle is determined by X;, X = x; £ Land Y7, Y2 = y. £ L.

Case 2. We assume x1 = xp and y; # y,. In this case, we have an ellipse where the major axis is in
the direction of the y-axis, and the minor axis is in the direction of the x-axis. The equation of this
ellipse is:

(x—x)* | (y—v)?
z to o =h

The bounding box of this circle is determined by X;, Xo = x. £fand Y;,Y, = y. £ L.

Case 3. We assume x; # xp and y; = y». In this case, we have an ellipse where the major axis points
in the direction of the x-axis, and the short axis points in the direction of the y-axis. The equation of
this ellipse is:
(x—x)  (y—y)® _,
12 2 -
The bounding box of this circle is determined by Xy, Xy = x, £ Land Y1, Yy =y, £ 4.

+

Case 4. We assume x1 # xp and i1 # y». Therefore, for the slope s, we have s # 0.
The line “F” connecting the foci (x1,y1) and (x2,y2) has equation F(x,y) = 0, where:

F(x/y):y—yc—%(ﬁc—xc):y—yc—s(x—xc).

The line “P”, perpendicular to F and through (x, y.), has equation P(x,y) = 0, where:

P(x,y) = %(y—yc) + (x —xc) =s(y —ye) + (x — xc).
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The ellipse with foci (x1,1) and (x,2) and semi-major axis L then has equation E(x,y) = 0,
E(

with E(x,y) = %)2 + %’Zy)z —1or:

E(x,y) — (y_yC — S(x — xC))z

(sl —yo) + (x =)
A2 ’

+ B2

with A, B > 0.

We find B by requiring that the two intersection points of the ellipse with the major axis are at
distance 2L from each other. These intersection points are the solutions of the system of equations
E(x,y) = OANF(x,y) = 0. From F(x,y) = 0, we get y —y. = s(x — x¢). If we use this equality
in E(x,y) = 0, we get (1+s2)?(x —x.)? = B2orx = x. + H—LSZ for the x-coordinates of the two
intersection points. The corresponding y-coordinates are y = y. =+ li—BSZ. If we set the distance between

the points (x. — H%,yc — 11352) and (x. + H%,yc + 11352) to 2L, we obtain B? = L2(1 + s?).
Similarly, we find A by requiring that the solutions of the system E(x,y) = 0 A P(x,y) = 0 are
20 apart. If we set the distance between the points (x, — %,yc +-4 ) and (x. + 11—‘452, Ye — A ) to

T+s2 T+s2
2/, we obtain A% = (2(1 +s?).

A2 = 2(1+5s?)
B2 = [?(1+s?), and

Therefore, the equation of the ellipse with foci (x1,y1) and (x2,y2) and semi-major axis L is given
by the equation E(x,y) = 0, where:

(s(y —ye) + (x = xc))”

Elry) = Yte s X)) 02

7 — (1+¢2).

+

To determine the bounding box of this ellipse, we consider the vector:

9 9E
ox" oy )’
which for a point (xg,10) on the ellipse (that is, for which E(xg,y9) = 0) gives the direction

perpendicular to the ellipse, when evaluated in (xg, yo).
When we set g—i = 0, this perpendicular is in the direction of the y-axis. The equation 3—5 =0is:

s(y — yc)(f2 — Lz) + (x— xc)(ssz + £2) =0

s(L% — 2
X —Xc = S(2L27+€2)(y—]/c),

which determines a line that intersects the ellipse in the two points. When we substitute x — x. from
the equation of this line in the equation of the ellipse, we obtain the lower and upper bounds of the

bounding box:
s2L2 4 (2
Yi=Ye—\| ——
1=¥e | 1+52
[$2L?% + (2
Y, = —_
2 =Yc+ 1142

When we set 2 = 0, the perpendicular to the ellipse is in the direction of the x-axis. The equation
y perp p q

and:

oE

e = 0is:

(y = ye) (L2 +520%) + (x — x)s(2 — [?) =0
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or: (2 2)
s(L=— ¢
Y—Yc= m(x—xc),

which determines a line that intersects the ellipse in the two points. When we substitute y — . from
the equation of this line in the equation of the ellipse, we obtain the left and right bounds of the

bounding box:
5202 + L2
AR e
s202 + L2
X =xet\[ o

and:

This completes the proof.
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