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Abstract: Imbalanced learning is a methodological challenge in remote sensing communities,
especially in complex areas where the spectral similarity exists between land covers. Obtaining
high-confidence classification results for imbalanced class issues is highly important in practice.
In this paper, extreme gradient boosting (XGB), a novel tree-based ensemble system, is employed
to classify the land cover types in Very-high resolution (VHR) images with imbalanced training
data. We introduce an extended margin criterion and disagreement performance to evaluate the
efficiency of XGB in imbalanced learning situations and examine the effect of minority class spectral
separability on model performance. The results suggest that the uncertainty of XGB associated
with correct classification is stable. The average probability-based margin of correct classification
provided by XGB is 0.82, which is about 46.30% higher than that by random forest (RF) method (0.56).
Moreover, the performance uncertainty of XGB is insensitive to spectral separability after the sample
imbalance reached a certain level (minority:majority > 10:100). The impact of sample imbalance on
the minority class is also related to its spectral separability, and XGB performs better than RF in terms
of user accuracy for the minority class with imperfect separability. The disagreement components
of XGB are better and more stable than RF with imbalanced samples, especially for complex areas
with more types. In addition, appropriate sample imbalance helps to improve the trade-off between
the recognition accuracy of XGB and the sample cost. According to our analysis, this margin-based
uncertainty assessment and disagreement performance can help users identify the confidence level
and error component in similar classification performance (overall, producer, and user accuracies).

Keywords: gradient boosting trees; margin; class imbalance; very-high resolution (VHR) remote
sensing; land cover classification; disagreement performance

1. Introduction

Accurate spatially explicit thematic maps with high confidence levels derived from remote
sensing images are an important information resource in earth science applications [1–3]. Due to the
lack of ancillary information and the high costs of obtaining labelled data [4], land agencies must
make decisions using thematic classification maps trained, calibrated and validated using limited
reference data [1,5]. These limited data cause an imbalance in the class distribution of training datasets,
potentially leading to reduced classification accuracy and uncertainty [1,6]. Since training data are the
basis upon which supervised classifiers are constructed [7], the imbalance problem has a huge impact
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on most machine learning and classification methods, which assume that the training data are balanced
and have the same distribution as the full dataset [8,9]. Generally, however, this assumption cannot be
satisfied in regional VHR image land cover classification (LCC) scenarios. Furthermore, the validation
dataset is also assumed to have the same distribution as the training dataset [1]; however, the real
conditions are usually unknown.

Technically, any dataset suffering from an unequal class distribution will result in poor accuracy
for minority classes but in favour of the majority class [10]. Imbalance issues are common in the
machine learning (ML) and remote sensing fields [1,11]. Technologies that capture recent advances in
the imbalanced learning issues have been published in the field of machine learning (ML). They can be
divided into 3 categories, internal approaches acting on the algorithm, on the data or the combined
approaches that are based on ensembles of classifiers [12]. At algorithm level, the most common
procedure is combing with cost-sensitive learning [13]. For preprocessing imbalanced data set,
down-sampling [11,14], over-sampling [15], combination of the two or synthetic technique [16],
and join different weight when sampling have also been explored [17]. Adopting diverse classification
strategies is also effective [12,18]. The applications employing these technologies to solve the realistic
imbalance problems involve various fields. For example, Krawczyk [19] and Hassan [20] adopted
ensemble learning and under-sampling for breast cancer malignancy grading and automobile insurance
fraud detection, respectively. López [21] used cost-sensitive and fuzzy logic combining for big data
classification. Wu [22] optimized the ELM algorithm with mixed-kernel weights for classification with
imbalance human activity data.

However, from the remote sensing perspective, imbalanced learning problems are discussed
from different aspects. A two-phase technique for the multilayer perceptron (MLP) was presented
to speed up training with imbalanced data [23], and a cost-effective network extension scheme for
the convolutional neural network (CNN) was introduced to categorize imbalanced aerial images [24].
A semi-supervised technology with unlabelled samples was used to engineer features for recognizing
data with skewed distributions [25]. Studies have also explored the influences of imbalanced samples.
A new ensemble margin criterion was introduced to evaluate the uncertainty of an RF when performing
imbalanced-forest classification [1], and the effect of imbalanced remote sensing data on a support
vector machine model was also quantified [26]. However, practitioners will encounter different
problems when using the existing techniques. An appropriate cost matrix is difficult to find when
performing cost-sensitive learning [13]. Moreover, selection of resampling strategies also depends on
many factors [27]. For neural networks (including CNN), which are black-box models, large amounts
of computation are usually required [24].

Models that are free from statistical assumptions are desirable in imbalanced LCC scenarios from
VHR images. Therefore, decision tree (DT), a classical data-derived rule [12] model is considered [28,29].
Extreme gradient boosting (XGB) [30] is a state-of-the-art gradient boosting ensemble tree model that
has recently been widely used [31,32]. It is a scalable, regularized gradient boosting technology that
provides predictive performance, especially for high-dimensional problems. As an ensemble tree
model, XGB uses multiple iterative gradient boosters to construct a strong classification system [33,34]
that has shown a preferable ability to classify imbalanced data in recent studies [32,35]. Due to the
complexity of the final ensemble model, XGB can provide deep insight into the performance and has
greater predictive power than most conventional methods [32]. A boosting strategy has been shown to
be effective in controlling performance uncertainty [36]. Despite being widely used in many fields [31],
XGB has also been effectively used in land cover classification [37–39], but rarely for imbalanced
learning of remote sensing images.

To intuitively analyse the behaviours of the model with imbalanced data, a range of accuracy
assessment techniques have emerged. Regular overall accuracy is used for overall agreement evaluation,
which is the most widely used component of accuracy assessment in remote sensing [3]. However,
overall accuracy greatly favours the majority class [12], leading to suboptimal classification and
misleading conclusions [10,40,41]. Despite of the commonly used evaluation indicators for individual
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class (user and producer accuracy) in the field of remote sensing, F-score which is encouraged in
imbalanced learning is also used for quantifying the recognition efficiency on the minority class [10,12].
In addition to the evaluation of the agreement component, this paper also introduces disagreement
components [42,43] to focus on the errors in the results. Moreover, in ensemble learning, the margin
values represent the proximity of instances to the decision boundaries, and can be used to estimate
the uncertainty of predictions [36]. Margin statistics can also reflect the effects of training data
characteristics on classification outcomes [1]. Thus, this margin-based uncertainty measure is used
to supplement to the traditional accuracy assessment methods to analyze the uncertainty of XGB for
imbalanced remote sensing datasets with different training data characteristics (imbalance and spectral
separability of the minority class).

Therefore, the goals of the present study are (1) to develop an XGB model for regional VHR image
LCC with imbalanced training data, (2) to examine the overall performance, minority recognition and
performance uncertainty of XGB on datasets with different class imbalances and spectral separabilities,
and (3) to investigate the XGB’s efficiency by comparing its performance with the well-known RF model.
To evaluate the uncertainty, a margin criterion based on output probabilities is extended. Moreover,
eight study areas with different classification taxonomies and complexity are used to test how the sample
proportion and spectral separability of a specific class affect the XGB model under imbalanced conditions.
After the introduction of the data (Section 2.2) and methods (Sections 2.2 and 2.3), the behaviour of
XGB under different sample imbalances and spectral separabilities is described in Section 3.

2. Data and Methods

2.1. Study Areas and Data

The complexity of the study area can influence the imbalance of the dataset. Thus, the experiments
are conducted in 8 study areas (1000 × 1000 pixels) with different complexities. Area 1 to 7 is located in
Beihai, Guangxi, which is a typical suburb in a rural setting in China (Figure 1a). Area 8 is located in
northwest Hobart, Tasmania, Australia (Figure 1b). The landscape distributions of the two regions
exhibit different class imbalances without severe shadow occlusion from high buildings.

The experimental data are all VHR images. For area 1 to 7, the initial datasets are orthographic
images with a spatial resolution of 0.2 m, acquired in 2014 by a Leica ADS40 digital camera. Three
spectral bands are available: R (610–660 nm), G (535–585 nm), and B (430–490 nm). The dataset of
area 8 is an open-access data source with a 0.5 m spatial resolution acquired in 2009 by Geo-Eye 1
(http://www.harrisgeospatial.com/docs/FXRuleBasedTutorial.html). VHR images can help manual
interpretation obtain land cover types with high confidence, which is beneficial for random sampling
and accuracy evaluating [44].

The species of area 1 to 7 are classified based on the China National Standards “Current Land
Use Classification, GB/T 21010-2017” (http://std.samr.gov.cn/gb/gbQuery_) and ancillary data (the
production of Second National Land Survey for Beihai). Meanwhile, to be consistent with the actual
situation, the farmland class is further detailed into farmland with and without crops by manual
interpretation (Figure 1a and Table 1). The land covers of area 8 are also referring GB/T 21010-2017
through manually interpreting. But the difference is that the building class is divided into three
subcategories including Building-1 with red roof, Building-2 with grey roof and Building-1 with light
green roof in pseudo mode, since the buildings have obvious “same objects with different spectrum”
phenomena (Figure 1b in pseudo mode R/G/B:4/3/2). Additionally, high-light objects, such as ground
vehicles, surface vessels, etc., are classified as one type. The species of area 8 are finally divided into 11
classes (Figure 1b and Table 1).

http://www.harrisgeospatial.com/docs/FXRuleBasedTutorial.html
http://std.samr.gov.cn/gb/gbQuery_
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Figure 1. Eight study areas and the main existing land cover types (all classes in Beihai are in true
colour mo de and classes in Hobart are in pseudo mode(R/G/B:4/3/2), expect 3 classes (road, highlight
objects and shade). Dataset 1 of aerial images of Beihai is shown in a, and b is for dataset 2 of Geo-Eye 1
at Hobart.

Table 1. Shannon Diversity Index (SHDI) and species of the 8 study areas. (The boldface in the table is
the minority class in the corresponding experiment.).

Area SHDI Dataset Resolution Species

1 0.83 ADS 40 0.2 m Framland 1, Framland 2, Soil
2 0.94 ADS 40 0.2 m House, Tree, Framland 1, Framland 2, Others
3 1.02 ADS 40 0.2 m Tree, Framland 1, Framland 2, Soil, Water, Others
4 1.19 ADS 40 0.2 m Tree, Framland 1, Framland 2, Soil, Grass
5 1.21 ADS 40 0.2 m House, Tree, Framland 1, Framland 2, Soil, Others
6 1.43 ADS 40 0.2 m House, Tree, Soil, Road, Grass, Others
7 1.67 ADS 40 0.2 m House, Tree, Framland 1, Framland 2, Soil, Grass, Others

8 2.22 Geo-Eye 1 0.5 m Water, Road, Tree, Builiding 1,Builiding 2, Building 3,
Grass, Waterweeds, High-light Objects, Soil, Others
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To quantify the complexity and diversity of the study areas, Shannon Diversity Index (SHDI),
a common measure of species diversity that considers both species richness and abundance [45],
are used. In order to conduct random sampling, evaluate the performance and calculate the area
complexity, we make a reference data using the criteria above and manual interpretation. Thus, with this
reference data, SHDI (H’) can be calculated using:

H′ = −
∑

pc ln(pc) (1)

where pc is the proportional abundance of class c relative to the total area of all species in a single study
area. The SHDI of the 8 study areas ranges from 0.83 to 2.22 (acquired by Fragstats 4.2 [46]), meaning
the diversity ranges from relatively simple to complex.

The digital number (DN) is used directly for feature extraction and classification. Although DN
does not represent physical meaning, it can capture the differences among classes. As long as the
training samples are derived from the images to be classified, the DN values can be applied to single
date image classification [47]. In addition, 8 second-order texture metrics (mean, variance, homogeneity,
contrast, dissimilarity, entropy, second moment and correlation) [48] for each spectral band are extracted
in ENVI software with a 3 × 3 pixel template along the horizontal direction. All features are rescaled
into the range [0,1] [49].

From the spectrum histogram of the two regions (Figure 2), we find that almost all the land cover
types appear at certain intervals; in other words, overlapping among classes prevails in the spectral
space, except for the water class in area 8, whose histogram is focused on a narrow interplot. To quantify
the statistical distances between classes spectral distributions, we use well-known Jeffries-Matusita
(JM) [50], which ranges 0 to 2.0. The closer that the value is to 2.0, the better the spectral separability is.
From Table 2, the JM distances between water class and the others are almost perfect (2.0), while those
of tree class have values around 1.8 (1.84 for tree and building-1, 1.82 for tree and grass). It is indicated
that the spectral separabilities of water class and tree class have differences. Based on the difference,
we analyzed the influence of spectral separability on imbalanced learning.
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Table 2. JM distance between Tree/Water class and the other classes in Area 8 (calculated using 1000
pixels per class with ENVI 5.1).

Pair
Separation Water Road Tree Building

1 Grass Water-Weeds Building
2

Building
3

Highlight
Objects Soil Others

Tree 2.00 2.00 - 1.84 1.82 1.98 2.00 2.00 2.00 2.00 1.97
Water - 2.00 2.00 2.00 2.00 1.99 2.00 2.00 2.00 2.00 1.98
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2.2. Methods

The methodology to explore the efficiency of XGB with imbalanced data was to generate random
sets of training samples with distinct proportions between the minority and majority classes. The
complete workflow, model construction (Section 2.2) and performance evaluation (Section 2.3) is
depicted in Figure 3. To analysis the efficiency of XGB, the performance is compared with RF, which is
also used for imbalanced learning for remote sensing data [1], under the same datasets.
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2.2.1. Models and Parameters Optimization

Extreme gradient boosting (XGB) [30] is a tree-based ensemble learner that uses regression decision
trees (DTs) as baseline booster [51]. Due to the regularization, gradient descent boosting in XGB is
more predictive than standard boosting techniques [32]. Comparing with other gradient boosting
trees, XGB can be implemented concurrently and takes measures to reduce the risk of over-fitting [30].
This makes it very attractive in imbalanced issues. XGB was successfully applied in a land cover
classification scheme [38] and imbalance learning [52,53]. Here is a simple methodology presentation
of XGB.

Suppose, for a given data set with n examples D =
{
(xi, yi)

}
, (i = 1, 2, . . . , n), y is the label of

instance x, and a booster DT can be denoted as T(x). Moreover, there are M boosters in the ensemble
system, denoted as:

fi =
∑M

m=0
Tm(xi) (2)

When fi = y, it means the correct prediction is given, otherwise, wrong label was given.
For m-th tree training, i.e., the m-th loop for the system constructing, there are two main steps. Firstly,
computes the current pseudo-residual based on the output of the (m − 1)-th loop, and then use the
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attribute-residual set to train the m-th sub-tree. In XGB, additional regular item (Equation (3)) is added
in the loss function (Equation (4)).

Ω(Ti) = γ · Lea f +
1
2
λ‖ω‖2 (3)

Θ = argmin
∑

i=1
Loss( fi, yi) +

∑
m

Ω(Tm) (4)

where, leaf in Equation (3) is the tree complexity penalty coefficient, and ω is the magnitude of leaf
weights. Thus, the objective function to minimize in the m-th round is:

Θm =
∑n

i=1
Loss

(
fi

m−1, yi + Tm(xi)
)
+ Ω

(
T j

)
(5)

In XGB, objective functions are simplified and approximating with Taylor expansion and L2 norm.
Subsampling, randomly partition a subset of the training samples used for multiple training, can be
adopted in XGB for controlling overfitting. Sparse aware is used against missing values, and built-in
cross validation allows users to get the optimal iterations amount in a single run. Column subsampling
reduces computational complexity. In addition, XGB is parallel at feature level, and takes an additional
second term function as regularization to smooth the final learnt weights which is not under account in
similar models. It is a model which can draw on superiority both of statistical and ML techniques. Due to
all these advantages, it may be suitable for imbalanced remote sensing data land cover classification.

According to the principle above, appropriate parameter combination is necessary to ensure that
the model is well generalized and predictive. Therefore, we employed the grid search and ten-fold
cross-validation to perform parameter optimization for XGB [32]. Five main parameters are optimized,
in detail: n_estimators (number of boosted trees to fit), learning_rate (step size shrinkage used in update
to prevent overfitting), max_depth (maximum depth of a tree), min_child_weight (minimum sum of
instance weight needed in a child), and subsample (subsample ratio of the training instances) (XGBoost
Tutorials, https://xgboost.readthedocs.io/en/latest/tutorials/index.html). First, we used cross-validation
(with an initial value set to 1000) to find a rough value for n_estimators. Then, under this n_estimators
value, we used grid search in three steps to find more appropriate values for learning_rate (the lower
and upper bounds for search are 0.1 and 1), max_depth (the lower and upper bounds are 2 and 23)
and min_child_weight (the lower and upper bounds are 1 and 29), subsample (the lower and upper
bounds are 0.5 and 1). Then the best values are searched near the found result values above with
smaller steps. During the process, with the changing values of other parameters, n_estimator and
learning_rate are reciprocally optimized. Parameters for all study areas are optimized using the same
producer. Taking area 6 as an example, the best parameter values were found to be 7 for max_depth
and 8 for min_child_weight, 99 for max_depth, 0.09 for learning_rate, and 0.8 for subsample.

As a typical remote sensing classification model, RF is also used in the classification with
imbalanced remote sensing sample sets [1]. Thus, we have the performance of XGB compared with
RF under the same datasets. Comparing with gradient boosting approach, the trees in RF are built
independently to each other, while in XGB, new tree always trains based on the results of the previous
round. According to the previous studies [54,55], two main parameters were set for RF: the number of
the decision trees to form the forest model (n_estimators) and the size of the random subsets of features
to consider when splitting a node (max_features). Theoretical and empirical research has proven that
the accuracy performance of RF is insensitive to the n_estimators parameter as long as the total number
of subtrees is large enough [54]. To ensure that the complexities of the models are in the same order
of magnitude, n_estimators for RF is equal to the optimization parameters of XGB (n_estimators).
The max_features parameter is set to the square root of the number of predictor variables [1,54].

https://xgboost.readthedocs.io/en/latest/tutorials/index.html
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2.2.2. Experiments: Analysis of Class Imbalance and Spectral Separability

Two experiments were conducted to analyze the effects of skewed data distributions and spectral
separability on XGB. To analyse the influence of the minority proportion (Experiment 1), classes of
low proportion in area 1 to 7 (bold text in Table 1) and the tree class in area 8 were assigned to be the
minority classes. For Experiment 2, the tree and water classes in area 8 were assigned as the minority
class, presenting a striking contrast in spectral separability that affects remote sensing imbalanced
learning. (Figure 3)

The main concept behind this exploration is to generate random sample sets with different
imbalance proportions and analyze the performance of models on these sample sets iteratively.
Each classification iteration is based on the training sets consisting of the same patterns. For multiclass
training sets, we manually assigned one class as the minority class and the others as majority
classes using equal sample amounts (1000 per class) in the training set. Then, with random selection,
the minority proportion changes from 1%, 2%, . . . , 10%, 20%, . . . , 100% (balanced) of the amount for the
majority, forming distributions ranging from extremely skewed to completely balanced. We conducted
ten reproducible trials with independent randomly selected training sets of each individual iteration to
ensure the stable accuracy. The final reported results of each accuracy measure are the average values
of the ten trials.

2.3. Accuracy Assessment

Considering the skewed distribution of the limited reference dataset in remote sensing classification
situations, both the global accuracy tendency and the partial variation in the minority class are
observed. Therefore, we use classical confusion matrix (CM)-based accuracy metrics to obtain the
overall performance and recognition efficiency for the minority class. In particular, the extended
probability-weighted margin (PWM) descriptive statistics [1] and these margin-based measures are
used to evaluate the uncertainty for both instances and models, respectively.

2.3.1. CM Based Accuracy Metrics and Disagreement Performance

For overall performance comparison, overall accuracy (OA) and Cohen’s Kappa coefficient (κ)
are the most widely used measures in remote sensing [3,50]. However, Pontius (2011) [42] indicated
that the κ is useless and misleading from a practical perspective because of its flawed methodology.
The authors recommend a simpler and more appropriate measure focusing on the errors, which we
call the disagreement performance in this paper, including three components: quantity [quantity
disagreement (QD)], exchange [exchange disagreement (ED)] and shift [shift disagreement (SD)] [43].
Three components can be simply calculated using CM, and details can be found in [43]. Thus, OA
and overall disagreement performance are adopted to access the precision and errors of the overall
performance in this paper.

In remote sensing, producer and user accuracies are widely used for evaluating specific classes.
Thus, they are used for quantification of the performance of a specific class. However, in this imbalance
machine learning scenario, the ideal classification result of a specific class is for the precision and recall to
be both relatively stable and high. The F-score [12] metric considers both precision and recall at the same
time. Thus, we use the balanced F-score (F1), calculated as F1 = 2precision× recall/(precision + recall),
to assess the recognition efficiency of the minority class. Similarly, the disagreement performance of a
specific class [43] is used for analyzing the nature of errors. The calculation details can be found in [43]
and Appendix A.

In summary, we dissect not only precision for both overall and specific classes but also the nature
of errors to understand the influence of the imbalanced data on the classifiers’ performance (Figure 3).
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2.3.2. The Extended Margin and Margin Based Confidence Measures

The ensemble margin is an important factor in ensemble learning [1,36]. Most ensemble systems
use a voting classification rule to obtain the final hypothesis for an instance. Therefore, a classification
margin was proposed to measure the proximity between the instances and the decision boundary
under this voting mechanism. The margin is typically simply defined as the difference between the
number of correct votes and the maximum of the incorrect votes. Obviously, an instance is correctly
classified if and only if the ensemble margin is positive; thus, a larger positive margin indicates a
correct prediction with lower uncertainty [36]. However, to thoroughly analyze the generalization
error of a model, it is necessary to consider not only the accuracy of the model prediction but also the
uncertainty of the output [36].

Margin functions can be defined using various formulas [56]. Mellor [1] provided new margin
statistics for RF with regard to the remote sensing imbalanced issue. However, the margin criterion
calculated by Mellor was based on the voting results by all the weak learners in the ensemble system.
In this paper, we use the output probability instead of the votes in RF to extend Mellor’s margin criterion
in order to make this margin measure suitable for non-ensemble classifiers and non-voting strategies.
The PWM is defined as the difference between the largest and the second largest output probability for
an instance, meaning the difference between the most and the second most potential classes:

PWM(x) = maxi∈C P(ci|x) −max j∈C,i, jP
(
c j
∣∣∣x) (6)

where P(c|x) is the probability of instance (x) to be predicted as class c and C is the class set. PWM
ranges from 0 to 1, where 1 denotes a prediction with the highest confidence level; while if it is
a binary classification, 0 implies that the result is no better than a random guess. In other words,
the PWM reflects the confidence of the prediction to some extent. Of course, the correct classification is
expected to have high PWM and relatively low value for misclassification. Indeed, lower the PWM of
a misclassification, more opportunity to improve the performance [1].

We can also calculate the confidence measures (mean margin and margin entropy) proposed
by [1] using this PWM, instead of using voting-based margin. Hence, in this paper, we use this PWM
based mean margin and margin entropy to estimate the performance confidence, and PWM for the
confidence of predictions for individual instances. Mean margin is defined as the average value of
the difference between the margin associated with correctly classified and misclassified instances.
A higher mean margin value means that the classifier prediction involved higher probability and is
more correct. The margin entropy measures the diversity and redundancy of all the PWM for single
instances using Shannon’s entropy. We also used 10-bin histogram as Mellor did for this margin entropy
calculation. The entropy is expected to be high but not reach the maximum (for the 10-bin histogram,
the maximum of entropy is 3.32 when the frequency of all bins is equal). Whilst a large output diversity
is unnecessary for achieving a high-confidence performance [57], it is also indispensable for ensemble
learning systems. Specifically, when the output of all the baseline learners is homogeneous (less
diversity and low entropy), the ensemble system has no superiority over baselines, whereas output
that is too varied (more diversity and high entropy) is tantamount to random guesses. The relationship
between diversity and ensemble accuracy is quite complex [57]. Therefore, an appropriate margin
entropy value should be high but not reach the maximum [1]. The calculation details can be found
in [1] and Appendix A.

The class probabilities of XGB and RF can be calculated by Application Program Interface (API).
For XGB, the predicted probability is the summation of the bias (calculated by the boosters in the first
training round) and the outputs in each boosting round. It acquires the class probabilities by setting
the parameter objective as multi:softprob (https://xgboost.readthedocs.io/en/latest/parameter.html).
For RF, the class probabilities are the average probabilistic predictions of classifiers in RF, which can be
calculated by scikit-learn package (https://scikit-learn.org/stable/user_guide.html). The PWM and the
confidence measures of XGB and RF are finally computed using the class probabilities.

https://xgboost.readthedocs.io/en/latest/parameter.html
https://scikit-learn.org/stable/user_guide.html
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3. Results

To analyze the influence of the sample imbalance in these multi-class classification scenarios,
all the results are described in 3 aspects: overall performance, recognition efficiency on the minority
class and performance uncertainty. For all the performance of overall and specific class, not only the
correct predictions are considered but also the errors.

3.1. Experiment 1: Minority Proportion Influence on XGB

1. Overall performance. The overall accuracy of XGB for all 8 areas across different sample
imbalances is shown in Figure 4. Among all the experiments, the highest OA values appear when the
training dataset is either balanced or almost balanced, when the minority proportion is 90% of the
majority, which is consistent with the results in [1]. From Figure 4, we can see that the OA improves
steadily as the minority class proportion increases. When the ratio of the minority to majority classes
is 50:100, XGB achieves approximately 90% of the whole development of all 8 areas. In fact, even at
minority:majority proportion of 30:100, approximately 80% of the benefits can be achieved except
at area 3 (58.67%). In a particularly simple scene, such as area 1, even the sample set is extremely
imbalanced (minority:majority < 10:100), and the OA is significantly improved (88.12%). The results
demonstrate that the improve speed is not always uniform across the change of sample imbalance.
A small increase in sample for the minority class can lead to a considerable increase in overall accuracy
when suffering extremely imbalanced. However, a trade-off can be found between overall accuracy
and sample requirement. The OA of XGB for area 8 (which improved by only 7.1%) is more stable
than its performance for area 6 (improved by 12.5%) across all the minority class proportion increases.
Since area 8 includes more species, the training set for area 8 suffers much more from imbalance than
that of area 6. Thus, the extreme imbalance limits the contribution of the minority class to the overall
accuracy in the complex scenario. Apparently, the trade-off is related to the complexity of the study
area and the contribution of the minority to overall accuracy. Comparing with RF (red line in Figure 4),
with the increase of the complexity of the study area, the performance of XGB in terms of overall
accuracy is higher than that of RF under the same experimental conditions.

To understand the errors, we analysed the overall disagreement performance of all classes.
The disagreement performance (QD, ED, and SD) across different sample imbalances is shown in
Figure 5. It is obvious that the overall QD changes significantly with extremely imbalanced and
balanced samples, even though the general error (accumulation of QD, ED, and SD) becomes relatively
stable after the sample imbalance achieves minority:majority ≥ 50:100. However, ED and SD among
different sample imbalances are not as variant as QD, especially SD. It is interesting that, as the sample
imbalance decreases, the ED slightly increases. This pattern indicated that sample imbalance mainly
influences the overall quantity disagreement and that balanced samples do not ensure the best overall
exchange disagreement. Comparing with RF (red bars in Figure 5), with respect to error components,
the sample imbalance mainly influences QD for both XGB and RF. In general, XGB can provide
comparable overall performance to RF when suffering imbalanced samples, even slightly higher in
more complex scenarios, since providing sight advantages in error components.

2. Recognition efficiency of the minority class. We take the visual maps and result values of
area 6 and area 8 for detailed description, and all areas for variation tendency diagnosis. The visual
classification maps of XGB are shown in Figure 6 (for area 6) and Figure A1 (for area 8).
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Obviously, the identification of the house class (the minority class) for area 6 varies greatly as the
training data distribution changes. When the training data have an extremely skewed distribution
(minority:majority = 1:100, Figure 6b), almost all the houses are misclassified as roads, such as, the parts
marked with the blue frames in Figure 6. In fact, only 38 of all the 158,292 pixels representing the
house class are identified correctly. When the minority:majority ratio increases to 10:100, the classifier
correctly classifies 42,971 of the targets, nearly 1131 times the number classified correctly at 1:100.
When the ratio reaches 50:100, the number of correct classifications of the minority class is 89,971,
which is approximately 57% of the entire house class. Finally, a correct recognition rate of 76% is
achieved when samples are balanced between classes.

However, the producer and user accuracies of the minority class are affected by the lack of samples,
and user accuracy is mainly affected when the imbalance ratio (minority:majority) is larger than 10:100.
Figure 7a shows the performance on producer and user accuracies of the minority class (House) and
one of the majority class (Soil). When imbalance ratio is under minority:majority = 5:100, both the
producer and user accuracies are quite low. After this ratio, the producer accuracies for the minority
class are almost 1, but the user accuracies are under 0.7 until the ratio reaches 40:100. That means,
the minority class instances identified by the classifier are almost all correct, but the omission rate
is actually high. Meanwhile, the same accuracy metrics of the majority are less affected by sample
imbalance. Take soil class as an example (Figure 7b), the producer accuracy changes within 4%, while
user accuracy changes within 10%. Sample imbalance has a great impact on user accuracy under
imbalance learning scenario. However, the user accuracy of the XGB is higher than that of RF under
the same experimental conditions, with a maximum advantage above 11% (Figure 7a).
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Figure 7. Curves of producer and user accuracies for the minority (a: house) and one (b: soil) of the 5
majority classes for area 6 across different sample imbalance.

In fact, compared to producer and user accuracy, the F1 score is a more intuitive indicator to
describe the the recognition efficiency of the minority class under different imbalances in the training
data (Figure 8). The growth rate (scope of curve) of the F1 score curve shows different trends as the
sample imbalance changes. For example, for area 6 (Figure 8f), when the sample imbalance ratio is
between 1:00 and approximately 40:100, the improvement speed is significantly faster than that above
40:100 and not as fast as the speed in the interval of 1:100 to 20:100. Even if the amount of sample for
the minority class is increased from 40% of the majority class to 100%, the improvement in F1 score
is increased from approximately 0.8 to approximately 0.9, an improvement of only 0.1. Although
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improving the F1 score to 0.8 in area 6 requires a sample imbalance ratio from 1:100 to 40:100, while
area 8 requires a ratio of 50:100, the characteristics of the two curves are very similar. This similarity
implies that the sample imbalance is the main impact factor under relative imbalance learning for
the minority classes in area 6 (house class) and area 8 (tree class), and as the imbalance decreases,
the dominant influence gradually decreases. However, for areas 1, 4 and 5, the coincident curves
imply that the performances of XGB and RF are quite similar. For the other areas, XGB performs better
than RF (its maximum advantages are area 2: 0.49; area 3:0.29; area 6: 0.09; area 7: 0.18; area 8: 0.23).
The largest F1 scores of the two methods are quite close, with a maximum difference of 0.076 (area 7).
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To capture the error components of the minority class, the disagreement performance of house
class for area 6 is shown in Figure 9a, and in contrast, Figure 9b shows the same measures for one of the
five majority classes, soil class. From Figure 5, the main error components of the overall disagreement
is QD, and the minority class contributes almost 96.02% (14.59% divided by 14.01%) to 85.53% (2.53%
divided by 2.16%) of the QD (Figure 9a), when the sample imbalance meets minority:majority < 50:100.
As the sample proportion of the minority class increases, it brings a decrease in QD for both the house
and soil classes (Figure 9b) but a slight increase in EQ and more mild changes in SQ. It can be inferred
that adding samples of the minority class will not only change the error components for the minority
class but also the majority class to various extents.
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Figure 9. Stacked bars of disagreement performance for the minority (a: house) and one (b: soil) of the
5 majority classes for area 6 across different sample imbalance.

Comparing with RF, for all areas, the error components of the minority class for both XGB and
RF are quite similar across different sample imbalances (Figure 10). In some experiments (areas 2–8),
the error is slightly higher than in RF, while the difference is within 1%. The cumulative error displayed
in each study area is consistent with the results reflected by the F1 score curves (Figure 8).

3. Performance uncertainty. Figure 11 shows the cumulative frequency distribution curves for the
PWM of XGB when the training dataset has different class proportions (minority: majority = 1:100,
10:100, 50:100 and 100:100), grouped by the correctly classified and misclassified instances for area
6. XGB achieves performances with more than 90% of the high margins (>0.5) both for correctly and
incorrectly classified instances with different sample imbalances (even with minority:majority = 1:100,
the percent is 96.68%). With different imbalanced samples, the margin cumulative frequency curve
of the correctly classified examples is very close, with a maximum difference within 8%. Meanwhile,
the margin distribution of misclassified instances is obviously affected by the sample imbalance,
with a maximum difference above 23%. As the proportion of samples for the majority class increases,
the misclassified instances exhibit higher margins compared with the relatively imbalanced scenario.
It can be seen that relatively imbalanced samples will not significantly reduce the confidence associated
with correctly classified instances of XGB but affect the uncertainty of misclassification instances.
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Figure 10. Disagreement performance of the minority classes using XGB (grey) and RF (red) for all
areas. The results of different areas are at: (a) area 1, (b) area 2, (c) area 3, (d) area 4, (e) area 5, (f) area 6,
(g) area 7, (h) area 8.

The margin-weighted confusion matrix demonstrates that the performance regarding per-class
uncertainty is associated with correctly classified instances [1]. Taking area 6 as an example, Table 3
shows the CM and margin-weighted confusion matrix of the XGB and RF using the same training
data, where the minority:majority ratio is 40:100. Compared with the recall from CM, the maximum
difference between the corresponding values is 3.22% and the minimum difference is less than 0.2%.
In terms of per-class precision, except for the minority class (house), which has a difference of 7%,
the differences between other classes are below 1.5%. Thus, the CMs of the two models behave very
similarly. However, the matrixs of XGB shows notable improvement over that of RF with respect to
uncertainty associated with correctly classified instances (the cells on the main diagonal), with an
average of 0.82, which is 46% greater than the corresponding values of RF. This finding implies that the
correctly classified instances of XGB have a significantly lower uncertainty than those of RF. However,
the non-main diagonal cells of average PWM are also much higher than those of RF, which are expected
to be low. In terms of the PWM associated with the misclassification, RF receive better uncertainty.
Considering the absolute amount, the improvement of certainty associated with correct classification is
more dominant.
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Table 3. Confusion matrix (CM) and margin-weighted confusion matrix of XGB and RF of Area 6 with
training set suffering a ratio of minority and majority at 40:100 (One of ten trails).

Minority Proportion in Training Data Set: 40% of (per) Majority

CM Margin-Weighted Confusion Matrix

House Tree Soil Road Grass Others House Tree Soil Road Grass Others

XGB

House 293 8 33 33 1 11 0.80 0.67 0.86 0.78 0.58 0.84
Tree 1 498 2 3 65 35 0.81 0.78 0.95 0.78 0.66 0.83
Soil 1 0 636 9 1 1 0.68 0.00 0.92 0.84 0.77 0.84

Road 3 1 4 589 56 2 0.76 0.82 0.94 0.86 0.69 0.89
Grass 4 46 1 30 392 2 0.75 0.72 0.96 0.80 0.69 0.76
Others 2 29 2 3 13 631 0.86 0.68 0.95 0.79 0.66 0.88

House Tree Soil Road Grass Others House Tree Soil Road Grass Others

RF

House 265 8 56 37 2 11 0.53 0.29 0.47 0.43 0.25 0.38
Tree 1 494 2 3 66 38 0.41 0.48 0.76 0.46 0.35 0.66
Soil 0 0 635 10 2 1 0.00 0.00 0.67 0.37 0.22 0.11

Road 3 3 4 587 56 2 0.41 0.22 0.39 0.52 0.46 0.78
Grass 4 51 2 31 385 2 0.39 0.44 0.45 0.42 0.45 0.69
Others 2 37 2 3 12 624 0.52 0.37 0.64 0.39 0.32 0.72

Mean margins, when evaluating the uncertainty of the whole output, are expected to be as high
as possible [1]. For all the tested areas, XGB has higher mean margins, and its maximum values are
approximately twice those of the corresponding RF values or even higher (Figure 12). Moreover,
comparing the distribution of the mean margin values of the 8 study areas, we observe that the mean
margin values for the relatively complex area (area 6, 7, and 8) are more stable (the boxes are narrower)
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than those of the remaining areas. However, the complexity of the training data aggravates the class
imbalance. The performance uncertainty of XGB is stable and large in terms of mean margins (>0.5)
for relatively complex imbalanced datasets (area 6, 7, and 8) and much higher than that of RF.
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Margin entropy, which measures the diversity of the PWM, is expected to be high but not close to
its maximum. Only the margin entropies of XGB meet the expectations of this indicator (Figure 13).
The margin entropy values by XGB for each area are more moderate, appropriate high but not close to
the maximum value (3.32), comparing with values by RF. In detail, the margin entropies in area 1 by
XGB are higher than that of RF; in region 2 to 7, the values by XGB range from 2.00 to 3.00 whereas
the values of RF are close to the maximum value of 3.32. A high entropy value (close to 3.32) implies
balanced diversity, which is not expected in ensemble prediction. Though the complex relationship
between diversity and ensemble accuracy is still not well understood, we can only qualitatively
compare the diversity between models.
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Figure 13. The boxplots of margin entropy of XGB and RF using 10 independent trails across different
minority proportions (minority: majority from 1:100 to 100:100). The auxiliary line (y = 3.32) represents
the theoretical maximum of the margin entropy with a 10-bins distribution. The results of different
areas are at: (a) area 1, (b) area 2, (c) area 3, (d) area 4, (e) area 5, (f) area 6, (g) area 7, (h) area 8.

In general, XGB provides performance with reasonable accuracy and low uncertainty of correct
predictions in VHR imbalanced LCC scenarios. Moreover, to obtain relatively stable classification
accuracy, the samples of the minority class do not need to be increased to closely equal those of
the majority class when using XGB. Appropriate sample imbalance can result in a cost-effective
classification result in terms of accuracy and certainty.

3.2. Experiment 2: Influence of Minority Class Spectral Separability on XGB’s Performance

Spectral separability is one of factors affecting the sample requirement. For Experiment 2, the tree
and water classes in area 8 were assigned as the minority class respectively, presenting a striking
contrast in spectral separability that affects remote sensing imbalanced learning. The results will be
described according to the same aspects as in Section 3.1.

1. Overall performance. Since there are 11 classes in area 8, the contribution of each class for OA is
more relatively limited in comparison with simple areas. Thus, the highest OA (appears when sample
set is balanced and almost balanced) in both cases is almost unaffected, very close to 92%. However,
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in an extremely imbalanced scenario, the largest difference in terms of OA between the two cases is
approximately 5% (Figure 14). This finding indicates that the negative impact of sample imbalance
on OA is also influenced by spectral separability, which has not been explicitly discussed in many
studies. The influence of spectral separability can also be diminished by lower sample imbalance
(almost equal OA after sample balance reaches minority:majority > 50:100). This is true for both XGB
and RF, though the XGB performs better than RF. Finally, when the samples of each class are relatively
balanced, the OA is gradually influenced by the spectral separability between classes (when assigning
different minority classes, they achieve nearly the same OA).
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Figure 14. Overall accuracy of XGB and RF for the experiments when tree class and water class in
area 8 are assigned to be the minority class in the training sets, respectively, across different minority
proportions (minority: majority from 1:100 to 100:100).

Similarly to the result in Figure 5, the ED and SD performance is relatively stable in Figure 15a,b;
that is to say, the sample imbalance mainly influences the overall QD. However, because the spectral
separability of the water class from other classes is better than that of the tree class, this influence of
imbalance on QD is not as variable as it is for the tree class. Thus, when investigating the effect of
sample imbalance, common and good spectral separability lead to different error behaviours. However,
when the water is the minority class, the three error components for both XGB and RF seem to be
relatively stable; when tree is the minority, QD is obviously diminished and ED increases for both two
methods. In addition, XGB has lower error components across different class imbalance than RF.
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Figure 15. Overall disagreement performance of XGB and RF for area 8 when the minority class is of
different spectral separability (a): water; (b): tree.

2. Recognition efficiency of the minority class. Visualization performances of XGB for the minority
classes (water and tree) in area 8 are shown in Figure 16. As shown in Figure 16b–d), there is almost no
significant difference. In fact, the water class includes 267,493 pixels in reference map (Figure 16a);
XGB can distinguish most of the minority samples even with extremely imbalanced samples, reaching
93.42% when the training set imbalance ratio of minority:majority = 10:100, 94.97% at 50:100, and
95.76% at 100:100. In contrast, when the minority in the training dataset is the tree class, which has
common spectral separability, the performance on the minority varies considerably. Only 19.44% of the
tree pixels can be correctly identified with sample imbalance at 10:100. However, even if the sample
amount has increased fivefold, the ratio increases by only 13.49%. With balanced training data, the
accuracy for this minority is 67.01%. Compared with sample imbalance, recognition efficiency on the
minority class in terms of accuracy is much more sensitive to spectral separability.

This conclusion is more clearly illustrated by the F1 score curves in Figure 17, where the curve of
water is considerably higher than the corresponding results of tree. Moreover, the F1 score curves of
water can quickly reach an approximate maximum when the minority proportion reaches 5% of the
majority class, while the proportion is 50 to 90% for the tree class. Additionally, the F1 performance of
XGB is much higher than RF when the minority class suffering common spectral separability (Figure 17,
tree as the minority class) with class imbalance at 10:100 to 40:100. Therefore, the dominant factors
affecting the per class accuracy are not always the same for different classes.

Similar to the F1 score curves (Figure 17), for both tree and water class, the producer and user
accuracies of the minority class will still be greatly affected (almost 0) when the sample imbalance ratio
is lower than 10:100 (Figure 18a). However, for class with a relatively common spectral separability,
as samples become more and more imbalanced, user accuracy of tree class (Figure 18b) is greatly
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reduced (consistent with Figure 7a). Comparing Figure 18a,b, after the imbalance ratio is larger than
10:100, the accuracy curves of the water class are stable, which is different from the curves of the tree
class. This indicated that the sample imbalance has different effects on the recognition accuracy of the
minority classed with different spectral separability.
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Figure 16. Minority class classification maps of XGB with different sample imbalance and spectral
separability. The first row represents reference map (a) and the results when water class is the
minority with different minority proportions (minority: majority) at: (b) 10:100, (c) 50:100, (d) 100:100.
The second row represents the corresponding data (e: reference map for tree class) and results at:
(f) 10:100, (g) 50:100, (h) 100:100 when tree class is the minority. Colours refer to different classes (water:
blue, tree: green).
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Figure 18. Curves of producer and user accuracies for area 8 when the minority class is of different
spectral separability ((a): water; (b): tree) across different sample imbalance.

Obviously, the error components when water is the minority class are simply the QD, and the QD
is relatively consistent after the sample imbalance reaches 20:100 (Figure 19). In the tree experiment,
although the QD greatly improves with the decrease of sample imbalance, ED and SD appear and
increase after the imbalance reaches 20:100, meaning that the tree instances are mixed with other classes
in the prediction. This result also indicated that the behaviours of sample imbalance and spectral
separability on the disagreement component are different. However, the performance of XGB and RF
on the error component is quite close.
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3. Performance uncertainty. In Figure 20, the cumulative frequency distribution curves for PWM
with different minority class and sample imbalance are compared. When the sample imbalance is
at minority:majority = 1:100, the PWM behaviour of XGB with water class as the minority class is
obviously different from the result of tree class (Figure 20a). Meanwhile, as the relief of sample
imbalance, leaf-shaped pairwise margin distributions are almost identical. That is, when the sample
imbalance is satisfied a certain extent (such as minority:majority > 10:100 in our experiment), XGB is
insensitive to spectral separability with regard to performance uncertainty measured by PWM. For the
water class, although the correct classification exhibits a much higher margin even with extremely
imbalanced samples, the incorrect predictions also tend to improve in PWM with the increased
proportion of the minority class samples.
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Figure 20. The PWM cumulative frequency distribution curves grouped with correctly and misclassified
instance of XGB when tree (green) and water (blue) in area 8 are assigned to be the minority class in
the training sets, respectively. The results of different sample imbalance are (minority: majority) at:
(a) 1:100, (b) 10:100, (c) 50:100, (d) 100:100.

4. Discussion

Previous studies have demonstrated the effectiveness of RF under imbalanced learning
conditions [1,58]; however, these studies provided only certain aspects of efficiency analysis of
finite complex classification systems. [1] mainly used accuracies and the Kappa coefficient to evaluate
the performance of RF on forest classification. [58] used the geometric mean and the F-score to evaluate
the imbalance issues in a big data scenario with no attention to uncertainty. However, both of these
previous studies focused on agreement evaluation and did not provide insight on the error components
(disagreement performance). This study provides a comparison between XGB and RF in terms of
both classification accuracy and performance uncertainty, not only focusing on agreement but also
on disagreement (errors). Although both XGB and RF are decision tree-based ensemble algorithms,
the accuracy assessment and error components are quite closed (XGB performs slightly better in
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relatively complex areas), the margin performance associated with the correct classification of XGB is
considerably higher than that of RF.

To explain this difference, we need to consider the different principles of XGB and RF. Given the
same amount of the majority class samples, increasing the number of samples for the minority class
provides continuous information for XGB as it iterates throughout the gradient boosting. However,
for RF, which performs bootstrap resampling, the information assigned to each baseline classifier
for model improvement is very limited. Thus, when the class proportion (minority:majority) is
above 10:100 in the training set, XGB yields a relatively faster accuracy (overall and specific class)
improvement than does RF as the minority class proportion increases. It is indicated that XGB can
achieve a considerable performance with RF by using fewer samples.

Disagreement performance also brings new insights into the errors. Rarity samples make partial
description of the class, inevitably resulting in a narrow statistical characterization of the reflectance [43].
This is the reason why extreme sample imbalance mainly influences the quantity disagreement for
both the minority class and overall disagreement. However, as the imbalance fades, in a limited
feature space, the characterization of the reflectance for each class may be overlapped; that is to say,
similarity between classes increases. Therefore, the exchange and shift disagreement are much more
obvious [43] for both XGB and RF when the samples of each class tend to be balanced. Thus, when
using XGB for imbalanced learning, the appropriate sample imbalance can achieve a compromise
between the classification benefit and the sample cost, both in terms of agreement and disagreement
performance. All of the above discussion is applicable to a class with common spectral separability;
undoubtedly, there is a quite complex relationship involving spectral separability, sample imbalance
and model performance. Each factor has different importance to classification performance with
different sample imbalances.

In terms of performance uncertainty, based on an analysis of the margin-weighted confuse
matrices, XGB shows a reasonable level of improvement over RF regarding per-class uncertainty
(the average PWM of correctly classified instances is 46% larger and 90% associated with incorrect
classifications, though the former is what we expect, the latter is not). This result is also consistent
with previous research [36], which showed that boosting was the most effective method for improving
margin. The differences in the margin evaluation between bagging (RF) and boosting (XGB) models
can be simply explained using bias-variance decomposition [36]. For bagging methods such as RF,
bootstrap resampling is expected to provide an ideal bagging set, which consists of approximately
truly independent samples. However, this expectation is difficult to satisfy, especially for imbalanced
datasets. Thus, the RF baselines have certain correlations, i.e., they are not absolutely identical and
independent; consequently, RF reduces the variance but not the bias (the errors that baselines make for
baseline hypotheses) directly, resulting in its poor margin evaluation performance. In contrast, boosting
methods, such as XGB, do more than simply reducing the variance. With each iterative correction of the
gradient residual, the XGB method reduces both the bias and the variance [36]. However, the training
samples must be sufficient to perform a reasonable number of gradient boosting iterations in XGB
construction. When there are not enough samples, XGB cannot obtain adequate gradient corrections,
resulting in poor uncertainty. This is why the PWM statistic is variously affected when the training
data are extremely imbalanced. Due to the model construction mechanisms, iteration of XGB causes
the model to continuously perform residual corrections on the wrong behaviour, while the bagging
(RF) approach does not modify the errors. The residual correction operations provide the output with
more confidence. However, because the gradient residual correction is also effective for misclassified
instances, the PWM values of these instances provided by XGB are also relatively high (Table 3). It is a
drawback needed to be improved when using XGB to solve imbalance learning for remote sensing data.

In addition, from Figure 2, we can clearly see that the tree and farmland with crop cover classes in
Beihai overlap significantly in the DN distribution. Thus, the minority class (tree) results in numerous
misclassifications as crop cover, which leads to a loss of accuracy in the overall performance for area 3.
This is why the results for area 3 are not as significant as those for the rest of the areas (Figure 4).



ISPRS Int. J. Geo-Inf. 2019, 8, 0315 26 of 30

5. Conclusions

This study presented an insight of imbalance learning using XGB with remote sensing VHR
data in terms of the overall performance, the accuracy on the minority class, and the uncertainty.
The comparative experiments are conducted on 8 study areas with different complexities. The results
demonstrate that: (1) In VHR image classification, XGB performs better than RF under different
imbalanced learning scenarios, and this advantage is especially obvious in complex study areas;
(2) Imbalanced samples (minority:majority > 10:100) mainly influence the user accuracy of the minority
class with common spectral separability. However, the negative impact on XGB is less than that on RF;
(3) The average PWM of correct classification provided by XGB is 0.82, which is about 46.30% higher
than the RF, indicating that XGB has lower performance uncertainty. Moreover, the performance
uncertainty of XGB is insensitive to spectral separability when sample imbalance is satisfied a certain
extent (minority:majority > 10:100 in our experiment). Therefore, XGB is an effective method for
imbalanced land cover classification from VHR images. Additionally, appropriate sample imbalance
helps to improve the trade-off between accuracy of XGB and the sample cost. In the future, we will
further improve the performance of XGB on extremely imbalanced remote sensing data classification,
and multiple minority classes in remote sensing land cover classification.
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Appendix A

1. Brief introduction of margin-based certainty margin based confidence measures

Mean margin (µ) can be defined as follows:

µ =
ncµc − nmµm

nc + nm
(A1)

where nc and nm are the amount of correct and wrong classification, where µc and µm are the average
margins of corresponding PWM.

Margin entropy (H) are calculated by using margin bins histogram. First, divide the margin
distribution of the test set into n bins (10 in this paper). Then calculate the probabilities (Pr) of each bin.
Then use the Shannon’s formula to calculate this margin entropy, as follows:

H = −
∑n−1

i=0

[
Pr(mi) × log2 Pr(mi)

]
, Pr(mi) , 0 (A2)

2. Brief introduction of disagreement performance.

In this paper, the disagreement performance, 3 error components, quantity disagreement (QD),
exchange disagreement (ED) and shift disagreement (SD), are calculated using confusion matrix.
Cij represents the element of the i-th row and j-th column in the confusion matrix. So, the error
components of class j can be defined as:

d j =
(∑J

i=1

(
Ci j + C ji

)
− 2×C j j

)
× 100%/

∑J

i=1

∑J

j=1
Ci j (A3)

QD j =

∣∣∣∣∣∑J

i=1

(
Ci j −C ji

)∣∣∣∣∣× 100%/
∑J

i=1

∑J

j=1
Ci j (A4)
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ED j = 2×
[∑J

i=1
MINIMUM

(
Ci j, C ji

)
−C j j

]
× 100%/

∑J

i=1

∑J

j=1
Ci j (A5)

SD j = d j − q j − e j (A6)

where dj is the difference of class j. For mutil-class scenario, the overall disagreement performance can
be defined as:

QD =
∑J

j=1
QD j/2 (A7)

ED =
∑J

j=1
ED j/2 (A8)

SD =
∑J

j=1
SD j/2 (A9)

More details can be found in [1,42,43].

3. Reference map and classification maps of area 8 with different imbalanced samples.
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Figure A1. Reference map (a) and Classification maps of XGB using the training sets with the ratio of 
minority: majority at: (b) 1:100, (c) 10:100, (d) 20:100, (e) 30:100, (f) 40:100, (g) 50:100, (h) 60:100, (i) 
70:100, (j) 80:100, (k) 90:100, (l) 100:100, for area 8. 
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