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Abstract: Accurate bathymetric modeling is required for safe maritime navigation in shallow waters
as well as for other marine operations. Traditionally, bathymetric modeling is commonly carried
out using linear models, such as the Stumpf method. Linear methods are developed to derive
bathymetry using the strong linear correlation between the grey values of satellite imagery visible
bands and the water depth where the energy of these visible bands, received at the satellite sensor, is
inversely proportional to the depth of water. However, without satisfying homogeneity of the seafloor
topography, this linear method fails. The current state-of-the-art is represented by artificial neural
network (ANN) models, which were developed using a non-linear, static modeling function. However,
more accurate modeling can be achieved using a highly non-linear, dynamic modeling function.
This paper investigates a highly non-linear wavelet network model for accurate satellite-based
bathymetric modeling with dynamic non-linear wavelet activation function that has been proven to
be a valuable modeling method for many applications. Freely available Level-1C satellite imagery
from the Sentinel-2A satellite was employed to develop and justify the proposed wavelet network
model. The top-of-atmosphere spectral reflectance values for the multispectral bands were employed
to establish the wavelet network model. It is shown that the root-mean-squared (RMS) error of the
developed wavelet network model was about 1.82 m, and the correlation between the wavelet network
model depth estimate and “truth” nautical chart depths was about 95%, on average. To further
justify the proposed model, a comparison was made among the developed, highly non-linear wavelet
network method, the Stumpf log-ratio method, and the ANN method. It is concluded that the
developed, highly non-linear wavelet network model is superior to the Stumpf log-ratio method
by about 37% and outperforms the ANN model by about 21%, on average, on the basis of the RMS
errors. Also, the accuracy of the bathymetry-derived wavelet network model was evaluated on the
basis of the International Hydrographic Organization (IHO)’s standards for all survey orders. It is
shown that the accuracy of the bathymetry derived from the wavelet network model does not meet
the IHO’s standards for all survey orders; however, the wavelet network model can still be employed
as an accurate and powerful tool for survey planning when conducting hydrographic surveys for
new, shallow water areas.
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1. Introduction

Accurate bathymetric modeling is required for safe marine navigation in shallow waters as well
as for other marine operations. Satellite-based bathymetric modeling has been investigated by many
researchers [1–9]. For shallow water, inexpensive bathymetric modeling can be developed from satellite
multispectral imagery, such as Landsat-8 and Sentinel-2 imagery, which is available free-of-charge.
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The importance of multispectral imagery is that it can be employed to create a continuous bathymetric
map from a few sparse sounding depths collected in the area under consideration and can be considered
as a low-cost bathymetric modeling technique. Traditionally, bathymetric modeling is commonly
carried out using the Lyzenga [10,11] or the Stumpf method [1].

The Lyzenga method is considered as a linear bands model function of main visible bands (red,
green, and blue) that was developed on the basis of the assumption that the imagery properties do not
change in the spatial domain [10,11]. However, in reality, the imagery properties vary to some extent
in the spatial domain. It should be noted that these changes in imagery properties can be classified
as linear and non-linear changes. On the other hand, the Stumpf method is considered as a linear
ratio model for satellite-based bathymetric modeling that was developed to improve bathymetric
modeling by using the strong correlation between the ratio of two bands and the water depth [1].
However, the Stumpf method does not consider the contribution of the other spectral bands and hence
provides insufficient accuracy. It is worth noting that for most water areas, the red and near-infrared
spectral bands are not useful; however, the near-infrared band is only employed to mask out the
non-water areas.

In practice, the Lyzenga and Stumpf methods can be considered as linear models and hence can
only account for the imagery properties associated with linear changes in a spatial domain. Therefore,
a more accurate model is required to consider the non-linear properties of the satellite imagery
employed in satellite-based bathymetric modeling. However, without satisfying homogeneity of the
seafloor topography, this linear method fails. The current state-of-the-art, non-linear, artificial neural
network (ANN) was developed and investigated by many researchers for accurate, satellite-based,
bathymetric modeling [2]. The developed, non-linear, ANN model outperformed the traditional linear
model. However, all ANN models are mainly developed using a static activation function such as
a hypertangent function or a log-sigmoid function, and more accurate modeling can be achieved
using a highly non-linear, dynamic activation function. The main objective of this paper was to
develop a highly non-linear wavelet network model for accurate satellite-based bathymetric modeling.
The wavelet network model is a highly non-linear model with a dynamic wavelet activation function
that is successfully applied in many applications for accurate modeling (see Zhang [12], Adeli and
Samant [13], and El-Diasty and Al-Harbi [14] for more details). Freely available Level-1C satellite
multispectral imagery from Sentinel-2A multispectral instrument (MSI) was employed to develop
and justify the proposed wavelet network model. The top-of-atmosphere (TOA) spectral reflectance
values for the multispectral bands were employed to establish the wavelet network model. To further
justify the proposed model, a comparison was made among the proposed highly non-linear wavelet
network method for accurate bathymetric modeling, the most common traditional Stumpf log-ratio
method, and the current state-of-the-art ANN model. This research is significant as it provides
important information about the performance accuracy of the highly non-linear wavelet network
model for satellite-derived bathymetric modeling and investigates whether it can meet the International
Hydrographic Organization (IHO)’s standards for hydrographic surveying application.

2. Traditional Satellite-Derived Bathymetric Linear Modeling

Traditionally, satellite-derived bathymetric modeling is commonly carried out using linear models
such as the Lyzenga and the Stumpf methods. The linear methods are developed to derive the
bathymetry using the strong linear correlation between the satellite imagery visible bands and the
water depth. The practical Stumpf log-ratio method is commonly employed and can be derived using
the following log-ratio model of the linear equation [1]:

depth = m0 + m1 ×
ln(RG_band)

ln(RB_band)
(1)

where m0 and m1 are the unknown parameters, RG_band is the bottom-of-atmosphere (BOA) reflectance
value of the green band, and RB_band is the reflectance value of the blue band.
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3. Wavelet Network Model

The wavelet network is an efficient method for data modeling; Zhang and Benveniste [15]
developed the algorithms of the wavelet network methodology. Afterward, several researchers
extended their studies to improve the wavelet network procedure for parameter estimation and learning
algorithms [12,16]. Also, the application of the wavelet network in modeling and prediction has been
implemented in several studies [13,14,17]. It is worth noting that no studies have implemented wavelet
networks in satellite-derived bathymetric modeling. The wavelet network model is a highly non-linear
model that proved to be an accurate prediction model for many applications. The satellite-derived
bathymetric model is developed using the wavelet network model, with an output ŷ j(depth) computed
as [14]:

ŷ j =

Np∑
i=1

c jiΨ
(
ap

(
xk

i − bi
))
+ w (2)

where xk
p is the input neuron, c ji are coefficient variables, ai are dilation variables, bi are translation

variables, and Ψ is a wavelet function. Figure 1 shows the wavelet network structure. The wavelet
network consists of an input vector of Np values, a layer of Ni weighted wavelets, and an output
vector of Nj output neurons. The wavelet network parameters (c ji, ai, and bi) can be estimated by a
backpropagation learning method. If Nj is the number of outputs, yd

j is the desired output value, and
ŷ j is the network output estimated from Equation (2), then the wavelet network training objective is to
minimize the error function E [18]:

E =
1
2

N j∑
j=1

(yd
j − ŷ j) (3)
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The selection of the wavelet function depends on the application. There are several wavelet
functions, such as Morlet, Shannon, and Mexican hat, which can be used to develop the wavelet
network model. We used the Mexican hat in this paper to implement the proposed non-linear tide
model. The Mexican hat wavelet function for any variable x is:

Ψ(x) = (
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2 , (4)

where ‖x‖2 = xTx, and p is the order of the model. The Mexican hat wavelet function is known
as the Laplacian operator and represents the second derivative of the Gaussian function [19].
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The root-mean-squared (RMS) error is commonly used to evaluate the model performance. The RMS
error can be computed as:

RMS =

√√√√√√(∑N j
j=1

(
yd

j − ŷ j

))2

N j
(5)

The structure of the wavelet network model is determined by empirical methods. The number
of wavelet neurons can be determined by trying different architectures with different numbers of
wavelet neurons to select the optimal number, on the basis of the lowest model error [14]. It should be
noted that the dilation and transition properties of the wavelet function make the wavelet network a
much more dynamic, flexible, robust, and promising methodology for highly non-linear satellite-based
bathymetric modeling than the artificial neural network method.

The artificial neural network modeling algorithm is not presented in this paper. It contains
a similar architecture to the wavelet network architecture but employs a static activation function,
such as a hyper-tangent or log-sigmoid function, that does not contain any dynamic parameters and
hence leads to a simple, “static”, non-linear model when compared with the wavelet network model.
For more details about the artificial neural network, see Haykin [18].

4. Data Description and Methodology

The study area was “Alqumriyah island”, located on the west side of Saudi Arabia along the
Red Sea, whose depth ranges from 0 to 30 m and which consists of many onshore and offshore
intertidal areas. The wavelet network model was developed using six major steps, as shown in Figure 2.
The implementation of the six steps was performed through; (1) data collection, (2) pre-processing,
(3) designated data extraction, (4) modeling and validation, (5) comparison with the traditional method
and the current state-of-the-art ANN models, and (6) comparison with IHO standards. In the data
collection step, freely available Level-1C satellite multispectral imagery from Sentinel-2 satellite, along
with the “truth” nautical chart depths were collected for “Alqumriyah island”. The Sentinel-2A satellite
is operated by the European Space Agency (ESA) and acquires 13 spectral bands ranging from visible
and near-infrared (NIR) to shortwave infrared wavelengths [20]. In this paper, the spectral reflectance
values for green, blue, and near-infrared bands were employed. It is worth noting that for most water
areas, the red and NIR bands are not useful; however, the NIR band is only employed to mask out the
non-water areas.

Figure 3 shows the NIR-green-blue color-infrared-like image of Level-1C product from Sentinel-2A
satellite, with a size of 100 km × 100 km [20], along with the study area under investigation. Figure 4a,b
show the NIR-green-blue color-infrared-like image of the collected TOA spectral reflectance values
for the Level-1C product of Sentinel-2A multispectral bands [20] and the corresponding nautical
chart of “Alqumriyah island” created by Saudi General Commission for Survey (GCS), respectively.
In the pre-processing step, the TOA spectral reflectance values for the Level-1C product of Sentinel-2
multispectral bands are corrected for the atmospheric, terrain, and cirrus effects using Sentinel
Application Platform (SNAP) software [21] with sen2cor toolbox [22] to provide BOA spectral
reflectance values for the Level-2A product of Sentinel-2 multispectral bands. The sen2cor toolbox is a
semi-empirical algorithm that integrates image-based retrievals with lookup tables (LUTs) from the
LibRadtran model to remove atmospheric effects from MSI images [22]. Figure 5a shows the BOA
spectral reflectance values for the Level-2A product derived from sen2cor toolbox. Consequently,
in the pre-processing step, the non-water (dry-land) areas were masked out using the well-known
normalized difference water index (NDWI) ratio technique, which has the ability to eliminate non-water
classes from the scene [23] in the pre-processing step, using the NIR band and the green (G) band
(NIR-G/NIR+G). Moreover, in order to enhance the image quality, the spatial domain median filter
with 3 × 3 kernel size was applied to remove noise (speckle noise) in the pre-processing step. Figure 5b
shows the masked and filtered NIR-green-blue color-infrared-like image of the Level-2A product. Then,
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in order to develop the wavelet network model and traditional Stumpf log-ratio model, a number of 90
collocated stations with known BOA spectral reflectance values for the Level-2A product of Sentinel-2
multispectral bands and corresponding “truth” nautical chart depths were extracted and are shown in
Figure 5b (overlayed on the masked and filtered NIR-green-blue color-infrared-like image of Level-2A
product in the data extraction step). Afterward, the proposed wavelet network model, the traditional
Stumpf log-ratio model, and the current state-of-the-art ANN model were developed in the modeling
and validation steps using the BOA spectral reflectance values of the green and blue bands. Then, a
comparison of the developed wavelet network model with the traditional Stumpf log-ratio model
and the current state-of-the-art ANN model was conducted. Finally, the accuracy performance of
the developed wavelet network model was investigated to determine whether it can fulfill the IHO
standards for hydrographic surveying.
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5. Results and Discussion

In this section, the results of the developed, highly non-linear wavelet network model for
satellite-derived bathymetry are investigated, and a comparison of the developed wavelet network
model with the traditional Stumpf linear log-ratio method and the current state-of-the-art ANN method
is conducted. The 90 collocated stations with the known BOA spectral reflectance values for the
Level-2A product of Sentinel-2 multispectral bands and corresponding known “truth” nautical chart
depths were used to implement the developed wavelet network model and compare the results with
those of the traditional Stumpf log-ratio model. The structure of the wavelet network model was built
using the MATLAB software [24]. The input parameters for the wavelet network model were three
inputs that represented the BOA reflectance log-values of the green band, blue band, and the ratio of
green/blue bands for the 90 collocated stations (three inputs for each model training epoch). However,
the known “truth” nautical chart depths from the 90 collocated stations were considered as the desired
output values (one output for each model training epoch). Many wavelet network models were carried
out to optimize the structure of the model. It was found that the wavelet network model with the
structure (3 inputs–3 wavelet neurons–1 output) provided the best solution with the lowest RMS error.

The 90 collocated stations’ datasets were divided into two datasets: a training/modeling dataset
(50 stations) and a validation dataset (40 stations). The BOA reflectance log values of the green band,
blue band, and green/blue bands ratio, along with the corresponding desired “truth” nautical chart
depths of 50 stations, were selected to train the model. Then, the BOA reflectance log values of the
green band, blue band, and green/blue bands ratio, along with the corresponding desired “truth”
nautical chart depths of 40 stations were selected to validate the model. Figures 6 and 7 show the
modeled and validated model depth estimates versus the “truth” nautical chart depths values, as well
as the correlation between modeled/validated depth estimates and “truth” nautical chart depths for the
90 collocated stations using the wavelet network model. It can be seen from Figure 7 that the overall
RMS error was about 1.82 m, and the overall correlation was about 95%. To further validate the model,
a comparison of the developed wavelet network model with the traditional Stumpf log-ratio model
and the current state-of-the-art ANN model was conducted, based on the same 90 stations’ collocated
dataset. Figures 8 and 9 show the modeled and validated depth estimates versus the “truth” nautical
chart depths and the correlation between modeled/validated depth estimates and “truth” nautical
chart depths values for the 90 collocated stations using the traditional Stumpf log-ratio model. It can
be seen from Figure 9 that the overall RMS error was about 2.91 m, and the overall correlation was
about 89%. Figures 10 and 11 show the modeled and validated depth estimates versus the “truth”
nautical chart depths, as well as the correlation between modeled/validated depth estimates and
“truth” nautical chart depths values for the 90 collocated stations using the current state-of-the-art
ANN model. It was found that the ANN model with the structure (3 inputs–12 neurons–1 output)
and hyper-tangent activation function provided the best solution with the lowest RMS error. It can
be seen from Figure 11 that the overall RMS error was about 2.30 m, and the overall correlation was
about 92%. Figure 12 shows the difference between the Stumpf log-ratio model estimates, the ANN
model estimates, and the wavelet network model estimates when compared with “truth” nautical chart
depths for the 90 collocated stations. Table 1 illustrates the summary of the results obtained from the
developed wavelet network model and the traditional Stumpf log-ratio method for the 90 collocated
stations. It can be seen from Figure 12 and Table 1 that the developed wavelet network model is
superior to the traditional Stumpf log-ratio method by about 37%, on average, and outperforms the
current state-of-the-art ANN method by about 21%, on average, on the basis of the overall RMS errors
estimated from the three methods. It should be noted that the achieved accuracy is independent of
the water depth and depends on the water’s clarity/turbidity in the study area. Figure 13 shows a
comparison between the bathymetric map derived from the highly non-linear wavelet network model
and the nautical chart for the study area that renders similar patterns between the two maps for the
deep zones (with depths ranging from 25 m to 30 m) and the inter-tidal zones (with zero depth).
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Table 2 shows the total vertical uncertainty (TVU) allowed by the IHO for all survey orders
estimated at 15 m average depth (d) using the following equation and IHO parameters (a and b) listed
in IHO standards S-44 [25]:

TVU =

√
a2 + (b× d)2 (6)

The actual RMS error from the satellite-derived bathymetry created in this paper according to
Table 1 was 1.82 m, and this error exceeds IHO TVU for all survey orders. Therefore, the satellite-derived
bathymetry using the developed accurate wavelet network model still does not meet IHO standards.
However, this satellite-derived bathymetry using the developed accurate wavelet network model can
be used as an accurate and powerful tool in survey planning for shallow water areas that require a
new hydrographic survey.
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Table 1. The correlation and RMS error for traditional Stumpf log-ratio, ANN, and wavelet
network models.

Model Stumpf Log-Ratio
Model ANN Model Wavelet Network

Model

Correlation Coefficient for the Models

Modeling correlation
(50 stations) 89% 93% 97%

Validation correlation
(40 stations) 89% 91% 93%

Overall correlation
(90 stations) 89% 92% 95%

RMS Error for the Models

Modeling RMS error
(50 stations) 3.26 m 2.53 1.93

Validation RMS error
(40 stations) 2.13 m 1.76 1.55

Overall RMS error
(90 stations) 2.91 m 2.30 1.82

Table 2. The total vertical uncertainty (TVU) allowed by the IHO for all survey orders estimated at 15
m average depth.

Survey Order a b Maximum Allowable TVU with
15 m Average Depth.

Special 0.25 0.0075 0.27
1a 0.5 0.013 0.54
1b 0.5 0.013 0.54
2 1 0.023 1.06

6. Conclusions and Recommendations

This paper developed a highly non-linear wavelet network model for accurate satellite-derived
bathymetric modeling. To validate the developed wavelet network model, the dataset from Sentinel-2
satellite imagery and corresponding “truth” nautical chart depths were employed. It was shown that
the RMS error of the developed wavelet network model was about 1.82 m, and the correlation was
about 95%, on average. To further validate the model, a comparison of the developed, highly non-linear
wavelet network model with the traditional Stumpf log-ratio and the ANN models was conducted.
It is concluded from the comparison that the developed highly non-linear wavelet network model is
superior to the traditional linear Stumpf log-ratio method by about 37%, on average, and outperforms
the current state-of-the-art ANN method by about 21%, on average, on the basis of the RMS errors.

Also, the accuracy of the satellite-derived bathymetry using the developed wavelet network
model was compared with IHO standards for all survey orders that range from special order to second
order. It is concluded from the comparison that the accuracy of satellite-derived bathymetry using
the developed wavelet network model cannot meet IHO standards for all survey orders. However,
the satellite-derived bathymetry using the wavelet network model can be considered an accurate and
powerful tool in the survey planning phase of a hydrographic surveying operation for shallow water
areas that require a new hydrographic survey.

Employing the satellite-derived bathymetry using the developed wavelet network model as a tool
for survey planning in conducting hydrographic surveying for new, shallow water areas, is strongly
recommended. Also, in order to meet IHO survey order standards, investigating commercial satellite
imageries with high spatial resolution, along with new non-linear methodologies to improve the
satellite-derived bathymetric mapping accuracy, is recommended.
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