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Abstract: This paper presents a cross-cultural crowdsourcing platform, called OurPlaces, where people
from different cultures can share their spatial experiences. We built a three-layered architecture composed
of: (i) places (locations where people have visited); (ii) cognition (how people have experienced these
places); and (iii) users (those who have visited these places). Notably, cognition is represented as a
paring of two similar places from different cultures (e.g., Versailles and Gyeongbokgung in France
and Korea, respectively). As a case study, we applied the OurPlaces platform to a cross-cultural
tourism recommendation system and conducted a simulation using a dataset collected from TripAdvisor.
The tourist places were classified into four types (i.e., hotels, restaurants, shopping malls, and attractions).
In addition, user feedback (e.g., ratings, rankings, and reviews) from various nationalities (assumed
to be equivalent to cultures) was exploited to measure the similarities between tourism places and to
generate a cognition layer on the platform. To demonstrate the effectiveness of the OurPlaces-based
system, we compared it with a Pearson correlation-based system as a baseline. The experimental results
show that the proposed system outperforms the baseline by 2.5% and 4.1% in the best case in terms of
MAE and RMSE, respectively.

Keywords: recommendation systems; crowdsourcing platform; cognitive similarity; similar places

1. Introduction

In recent years, the tourism industry has grown tremendously owing to the rapid development
of global information, communications technology, and the widespread use of the Internet. Therefore,
the process of accessing large amounts of global data from potential customers (tourists) on their points
of interest, travel plans, and destinations [1–3] needs to be simplified. Given the rising demand of
the tourism industry through information technology, recommendation systems have been included
in tourism websites such as Expedia (https://www.expedia.com/), Booking (https://www.booking.
com/), and TripAdvisor (https://www.tripadvisor.com/). Clearly, the most common feature of these
recommendation systems (RSs) is to understand what users are thinking and expecting. Therefore,
such systems used on tourism websites focus on an effective method to collect as many user preferences
as possible to allow the system to provide personal recommendations to each user. In general, most RSs
collect reviews, ratings, and rankings from users for each place they are aware of or have visited. Then,
based on the dataset collected from active and other users, the system makes recommendations to active
users by relying on the dataset of their neighbors. The described system is called a collaborative filtering
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(CF) recommendation system and is widely used in many different domains beyond the tourism industry.
The CF approach consists of two major approaches: item-based and user-based methods. An item-based
approach uses the similarity between items to define whether users like those items. A user-based approach
is to define users who have a similar pattern as an active user, and then provide the items these similar
users are interested in to the active user. However, because the CF approach focuses on past interactions
between users and items, for new users or items with few interactions, the CF presents some typical
problems, such as cold-start, sparsity, and early rate problems [4].

To address these problems, we propose an approach that alleviates the limitations of CF, through the
user-based CF approach. In this regard, we focus on understanding the user cognition pattern that helps
find users similar to the active user. The cognition pattern used in this study is defined by applying the
extracted features of the tourism places. This approach aims to use similar tourism places (calculated by our
system based on extracted features such as their rating, ranking, and a number of reviews) to request the
cognitive feedback from users. We then use this cognitive feedback to analyze and define the similarities
of the users. This approach is called a cognitive similarity-based approach [5,6], in which the cognitive
similarity between users can be defined based on the priority in selecting the similar tourism places of
users. In particular, we deploy a crowdsourcing platform [7], called OurPlaces (http://recsys.cau.ac.kr:
8084/ourplaces), which collects the cognitive feedback from users regarding similar tourism places of
different countries. To maximize the benefit of collecting cognitive feedback, our system is designed
to intelligently interact with the users, i.e., the users are provided the simplest and fastest process for
selecting similar places. In addition, to determine the cognitive similarity between users, we propose a
three-layered architecture. The structure of this architecture is comprised of three superposed networks,
which are strongly linked: (i) user-relating network based on explicit information extracted from the
cognition network; (ii) cognition network for relating the cognitive similarities among users based on their
similar interest in tourism place; and (iii) a place network consisting of the relevant places based on the
measured similarities among the extracted features. We applied the proposed platform to a cross-cultural
recommendation system as a case study and demonstrated its performance experimentally in term of
MAE and RMSE. The main contributions of this paper are as follows:

(a) We propose the OurPlaces crowdsourcing platform to collect cognitive feedback from users regarding
similar tourism places.

(b) We built the three-layered architecture to extract the cognitive similarities among users.
(c) We deployed a recommendation system based on the cognitive similarities among users (k-nearest

neighbors) extracted from the three-layered architecture.

The remainder of this paper is organized as follows. Section 2 discusses the background and previous
related studies on crowdsourcing platforms. In Section 3, we present the cognitive similarity measurements
and propose a three-layer architecture to extract cognitive similarities. In Section 4, we present a case
study of a cross-cultural recommendation system. In Section 5, we describe experiences of using the
OurPlaces platform, including an overview, the available functions, and a data analysis. Finally, in Section 6,
we provide some concluding remarks and present areas of future study.

2. Related Work

The most popular approach to building recommendation systems is based on the CF method [4,8,9].
CF has been commonly used as a sort of personalized recommendation technique in several domains [10].
In general, CF models are based on collecting and calculating large amounts of information on user’s
historic behavior, activities, or preferences and predicting what users prefer on the basis of their similarity
to other users (neighborhood). The critical advantage of CF is that it does not rely on machine analyzable
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content. Therefore, it can accurately recommend complex items without any understanding of the items
themselves [4,11]. However, CF still has a few limitations that significantly reduce the user experience
such as cold start problems, data sparsity, and scalability.

User-based CF is one of the most commonly used recommendation approaches [9,12]. It recommends
items according to the opinions of users who have similarities with an active user. The critical point of
user-based CF is to measure the similarities among users. In traditional user-based CF, to determine the
similarities between two users, items rated by both users are typical used. The prediction for active user
depends on the ratings for an item given by their neighboring users, as shown in Figure 1. For instance,
KARS [13] is a user-based CF technique that forms the recommendations based on user preferences.
This system analyzes the reviews of previous users and stores them in the database. It then extracts the
keywords from these reviews which serve as a factor for recommendations given to new users. In [14],
to reduce the overall prediction error, a combination of user-based and item-based methods, which combine
item-based and user-based predictions through multiple linear regression and support vector regression,
was proposed. Recent research has considering alleviating data sparsity by merging user-based and
item-based collaborative filtering [15]. For this purpose, a bi-clustering technique is leveraged that helps
cluster all users/items into several groups (reducing the dimensionality) and then measure the user-item
similarities based on the similarity of these groups. Many studies applying a user-based approach or
a combination of user-based and item-based collaborative filtering has achieved high performance in
terms of user recommendations. However, these approaches still have problems because they rely on the
user ratings. This means that, when users only rate a few common items, the similarities between users
may be inaccurate. The results lead to false recommendations by the system. To address this problem,
our approach focuses on finding the neighbor of an active user by considering the cognitive similarities
between users instead of their items ratings. The key point of this approach is to collect cognitive feedback
from users regarding similar places. Therefore, we deploy a crowdsourcing platform that collect the
cognitive feedback of users to analyze and determine the cognitive similarity between them.

User Profile

List of item
rated by
active user

item 1

- rating
- descriptions
- and so on

Users-items

User 1 User 2 User 3 User N

…

item 3
item 4

item 1
item 3
item 8
item 12

item 3
item 4
item 7
item 11

item 5
item 6
item 1
item 2

item 11
item 3
item 1
item 6

Top-N
recommendations

- item 8
- item 12
- item 7

- item 11
- item 6

User-based collaborative filtering

Figure 1. User-based collaborative filtering.

Crowdsourcing is defined as a strong framework for the delivery of knowledge, and has been
applied under several different names, including collective intelligence, and social computation or
human computation [16]. In particular, the requester separates the main task into several small tasks
and post to the crowd so that the workers accomplish questions for intrinsic or extrinsic reasons [17].
Managing and analyzing data on crowdsourcing platforms has recently become widespread, leading to
an upsurge of research activities [18,19]. Therefore, many crowdsourcing platforms have been proposed,
including CloudCrowd (used to write and edit projects) and ResearchGate (allowing researchers to connect
and share their research). One of the most popular ones is Amazon Mechanical Turk (MTurk), which is
a crowdsourcing platform that allows individuals or business corporations (called requesters) to share
several tasks such as clustering, labeling, and creative design. Workers (called Turkers) choose human
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intelligence tasks and earn a monetary incentive. In [20], the authors provided an overview of MTurk as
an academic research platform and guidelines for data collection. Facebook is another popular platform
that can be used for crowdsourcing. Compared to Twitter, Facebook has more information sources,
including blogs and photographs. Therefore, Facebook can perform some sophisticated tasks such as
character analysis, financial analysis [21], activity planning [22], and product repository generation [23].
In addition, Facebook builds various applications for individuals to design their own crowdsourcing tasks.
In [5], the authors proposed a crowdsourcing platform for collecting the cognitive feedback from users
and deployed a movie recommendation system as a case study.

This study focused on deploying a crowdsourcing platform (called OurPlaces), which provides the
tasks to users, including feedback regarding the similarity between tourism place and request confirmation
from active users after the system recommends other similar places. Based on the cognitive user feedback
collected, we conducted an analysis and defined the cognition pattern of users in selecting pairs of similar
tourism places. Then, by applying a three-layered architecture network, we determined and extracted
the cognitive similarity between users. Based on CF, we could define the k-nearest neighbors of an
active user based on the cognitive similarities between both users, allowing our platform to form suitable
recommendations to the active user. In this study, we deployed a cross-cultural recommendation system
based on the cognitive similarity between users instead of traditional CF.

3. Crowdsourcing Platform for Measuring Cognitive Similarity

3.1. Cognitive Similarity Measurements

As the basic idea of calculating the similarity between two tourism places pi and pj, the tourism
place based on the extracted features related to both places is first presented. In the next step, we apply
a calculation to determine the similarity of each extracted feature from these tourism places. Finally,
we combine all similarity scores between the extracted features and obtain a similarity score between two
tourism places. In this paper, the soft cosine similarity is the metric for measuring the similarity between
extracted features. The cosine similarity is defined as the cosine of the angle between two non-zero vectors
of an inner product space. Applying the suggestion function in OurPlaces, when the users select known
tourism place pi, the system measures the similarity between pi and all tourism places pj remaining in the
database. Then, the four tourism places that have the highest similarity with pi are suggested for the users,
and the system requests their feedback regarding these similar places. The formulation for scoring the
similarity between two tourism places pi and pj is described as follows:

Sim
(

pi, pj
)
≡
〈

Rij, Kij, Nij
〉

, (1)

where Rij, Kij, and Nij represent the similarity measurement of feature ranking, rating, and number of
reviews between tourism places pi and pj, respectively. The similarity measurement of each feature
between pi and pj is calculated using the cosine similarity. In particular, considering the rating feature,
when using the cosine similarity, the similarity measurement of the rating features between tourism places
pi and pj is described as follows:

SimR(pi, pj) =
∑n

h=1 Ri,hRj,h√
∑n

h=1(Ri,h)2
√

∑n
h=1(Rj,h)2

. (2)

We repeat Equation (2) with the remaining features such as the ranking (Kij) and the number of
reviews (Nij). Finally, we obtain the similarity scores between two tourism places according to Equation (1).

We loop Equation (1) for all the remaining tourism places in the system and obtain a set {Sim
(

pi, pj+h

)
|h ∈
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[1, . . . , n]}, where n is number of the tourism places in the database excluding the tourism places pi and
pj. In addition, we consider the convenience of interacting with users. Therefore, we aim to achieve a
strong performance in the first step of cognitive user feedback collection process, as described in Section 1.
To achieve this, we determine the α parameter, which is the priority of users in selecting similar tourism
places. The priority of users in selecting similar places is calculated and extracted from a cognition network
of the three-layered architecture and is dynamically updated according to the user activities. In this way,
we can display the tourism places in the first step of the cognitive feedback collection process close to the
expectations of the users. The similarity measurement between tourism places is also re-calculated based
on the priority in selecting similar places for users. This means that the formulation for calculating the
similarity between tourism places changes dynamically according to the α parameter (the personal change
according to the cognition pattern of the users). Equation (1) is therefore applied according to each user
and is rewritten as follows:

Sim
(

pi, pj
)
=

∑n
k=1 αk × Simk

(
pi, pj

)
∑n

k=1 αk
, (3)

where α denotes the priority of the user in selecting pairs of similar tourism places. k denotes the number of
features extracted from a place, i.e., the rating, ranking, and number of reviews. Simk

(
pi, pj

)
is a similarity

measuring between places pi and pj, as described in Equation (1).
Following the cognitive feedback collection process, we obtain a dataset of similar tourism places

from each user. The key point in these datasets is the priority in selecting pairs of similar tourism places
for each user (which we call the cognition pattern of a user) and updating them according to the activities
of each user. To determine and update this cognition pattern, we recalculate the similarity between the
tourism places of each user after all user activities. We can then determine the similarity between users
based on the similarity of these user cognition patterns. The cognitive similarity between user u and user
v is defined as follows:

Definition 1. The cognitive similarities between users u and v are the similarities among the priorities of these
users in selecting similar tourism places (pi, pj). The formulation for measuring such similarities is as follows:

CSu,v =
∑N

i,j ρui ρvj√
∑N

i,j ρui ,uj

√
∑N

i,j ρvi ,vj

, (4)

where ρu and ρv represent the priorities of users u and v, respectively, to select similar tourism places.

For instance, coefficients i and k are the number of tourism places and number of features extracted
from each tourism place, respectively. Then, each tourism place is represented as a vector pi = {Fn|n ∈
[1, . . . , k]}. When user u has a new activity (a pair of similar tourism places pi and pj), the cognition pattern
of user u in selecting similar tourism places is represented as ρu = {SimFn |n ∈ [1, . . . , k]}, where SimFn is
the cosine similarity between features Fn of tourism places pi and pj. This cognition pattern of users is
enriched by each of their activities (dynamic updates). This means the cognitive similarity between user u
and other users is also a dynamic update according to their activities. This demonstrates that the proposed
method is suitable for building the personalized recommendations.

3.2. Three-Layered Architecture for Cognitive Similarity

In this section, we introduce the three-layered architecture to extract the cognitive similarity between
users, which includes: (i) a place network P; (ii) a cognition network C; and (iii) a user network U.
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Herein, we consider networks with several different relations between individuals. Therefore, a network
is characterized as a set of objects (or nodes) and a set of relations. The definitions of a network and a
distance network are presented below.

Definition 2 (Network). A network 〈N, E1, . . . , En〉 is made of a set N of nodes and n sets of objects pairs
Ei ⊆ N × N the set of relations between these nodes.

Definition 3 (Distance network). A distance network 〈N, E1, . . . , En〉 is made of a set N of nodes and n sets of
distance functions Ei : N × N −→ [01] defining the distance between nodes (so satisfying symmetry, positiveness,
minimality, and triangular inequality).

To uncover those cognitive similarities among individuals that can be found based on their cognition
pattern, we propose a three-layered architecture for constructing the user network. Our aim is to determine
the cognitive similarity between users such that they define the k-nearest neighbors. The cognitive
similarity between users is defined as their priority in selecting a pair of similar tourism places. Based on
the cognitive similarity between users, we classify and determine the k-nearest neighbors of active users.
Our architecture goes from left to right in Figure 2. The networks are considered to have several different
relations between individuals. This means that each network is characterized as a set of relations and
a set of objects (nodes). The characteristics of each layer and the relationships between layers in the
three-layered architecture are described below.

User LayerCognition LayerPlace Layer

𝐏𝟐

𝐏𝟓

𝐏𝟑

𝐏𝟏

𝐏𝟒

𝐏𝟔

𝐔𝟒

𝐔𝟐

𝐔𝟏

𝐔𝟑

𝐔𝟓

𝑟, 𝑘, 𝑛

𝑟, 𝑛, 𝑘

𝑘, 𝑟, 𝑛

Figure 2. Three-layered architecture for cognitive similarities.

• Place Layer: In the place network P of place layer, the nodes and edges represent tourist places
and their relations, respectively. The relations between the nodes are the similarity between tourist
places. A place network P is a directed graph 〈NP, Esimilarity

P 〉, where NP is the set of tourist places and

Esimilarity
P ⊆ NP × NP is the set of relations between these tourist places. In this study, the relationship

between tourism places was measured by using cosine similarity metric following Equation (1).
• Cognition Layer: In this layer, the cognition network C is determined as a network 〈NC, Ei

C〉 where
NC and Ei

C ⊆ NC × NC are the set of the cognition pattern from groups of users and the relationship
between these groups, respectively. These groups are determined and classified based on the cognition
pattern of each user as mentioned in Section 3.1. The objective relationship between the S and O
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defined through the priority in selecting similar pairs of tourism places by users. These relationship
are expressed by a relation: Selections ⊆ NS × NC.

• User Layer: In this layer, the user network U consists of nodes and relations, which are users and
numerous kinds of relationships, respectively. Therefore, the user network U is defined as a network
〈NU, Ei

U〉, in which NU is a set of entity of a user and Ei
U ⊆ NU× NU is the relationship between these

entities. These relations are extracted through the objective relationship from C to U based on the
extraction of user groups who have cognition pattern similarity. They can be expressed by a relation:
Extracts ⊆ NC × NU.

4. Cross-Cultural Recommendation: A Case Study

In this section, we present a cross-cultural recommendation system and focus on tourism places in
different countries including hotels, restaurants, shopping malls, and attractions. Notably, our system
follows the CF approach and is designed as a personal recommendation system [24] based on the cognitive
similarities among users. The cognition pattern of users regarding the similarity of the items is defined
as the priority of the users in selecting similar tourism places, and the measurements used to calculate
the cognitive similarities among users are described in Section 3.1. To develop the cognitive similarities
between users, the similarities of the tourism places need to be determined during the preprocessing.
Then, based on the previous similar tourism places that were browsed and selected, cognitive similarities
between users occur. In general, following the basis of the CF principle, the process of recommending
tourism places can be split into the following three steps:

• Representing the information based on the history of user activities: The priority in selecting similar
tourism places of users needs to be analyzed and modeled (user cognition pattern).

• Generating the neighbors of the active user: The cognitive similarities between users can be extracted
from the three-layer architecture according to the collected datasets from users and the collaborative
filtering algorithm.

• Generating tourism place recommendations: The top-N tourism places are recommended to the
active user according to the activity history of the neighbors.

According to these steps, all activities of every user in our database were used to calculate and
construct the list of neighbors and were stored in the corresponding records in our database. When an
active user signs in, the system shows the recommendations based on the neighbors have a high similarity
to the active user. In addition, every response from an active user regarding a similar tourism places is used
to update the cognitive similarities among users. This means that the cognitive similarities among users
are dynamically updated according to all user activities (cognitive feedback on the similarities of tourism
places). Figure 3 presents the recommendation process for our cross-cultural recommendation system.

Representing users Generating Neighbors Generating Recommendations

Measuring the cognitive
similarity between users

Forming the nearest neighbor
list for the active user

Get the feedback from active user
(cognitive similarity collecting)

Forming the recommendation
list for the active user

Database List of similar
places

user

Figure 3. Recommendation process.
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4.1. Users Representation

Our dataset consists of four types of tourism places: hotels, restaurants, shopping malls,
and attractions. Therefore, we decided to use several features that overlap in these four types of places:
the ratings, the rankings in an area, and the number of reviews. These features are considered to represent
tourism places so that we can measure the similarities among tourism places. When an active user selects
a pair of similar tourism places, the system calculates the similarities among features extracted from the
two tourism places and combines them with the cognition pattern stored in our database of active users to
obtain a set of features representing the current user cognition pattern. The set of features has three scores
ordered from highest to smallest: the ratings, rankings, and number of reviews. The cognition pattern
calculation is repeated and continuously updated when an active user has any new activities. For instance,
users Ui have a list of tourism places with similarity {(Pa, Pb)|a, b ∈ [list of tourism places in database]}.
The cognition pattern of the users is described as an ordered vector:

Ui = {Ri
a,b; Ki

a,b; Ni
a,b}, (5)

where Ri
a,b, Ki

a,b, and Ni
a,b represent the similarities of the feature ratings, rankings, and numbers of reviews,

respectively. The ordering of these features depends on the similarity scores in comparing each pair of
extracted features from the tourism places Pa and Pb. The similarity score of each feature is calculated
according to Equation (2).

4.2. Generation of Neighbors

Our purpose is to automatically classify users into groups and determine the k-nearest neighbors of
active users. To do so, we first represent each user based on their activities, as mentioned above. For instance,
as shown in Table 1, the ordered vectors 〈K = 2; R = 1.97; N = 1.83〉, 〈K = 2.13; R = 2.12; N = 2.06〉,
〈R = 1.38; K = 1.36; N = 1.1〉, 〈K = 2.13; R = 2.12; N = 2.06〉, and 〈K = 1.93; N = 1.82; R = 1.76〉 represent users
U1, U2, U3, U4, and U5, respectively. We then compared the similarities of every user in each group to obtain
the k-nearest neighbors. The ordering of features is dynamically updated when the active user has new
activities. This means that the k-nearest neighbors of the active users are also dynamically updated.

Table 1. The activities history of the users.

Users
Similar Tourism Place

〈P1,P2〉 〈P3,P4〉 〈P5,P6〉 〈P7,P8〉
U1 R = 0.87; K = 0.78; N = 0.67 R = 0.59; K = 0.64; N = 0.73 0 R = 0.51; K = 0.58; N = 0.43
U2 R = 0.87; K = 0.78; N = 0.67 R = 0.59; K = 0.64; N = 0.73 R = 0.66; K = 0.71; N = 0.66 0
U3 R = 0.87; K = 0.78; N = 0.67 0 0 R = 0.51; K = 0.58; N = 0.43
U4 R = 0.87; K = 0.78; N = 0.67 R = 0.59; K = 0.64; N = 0.73 R = 0.66; K = 0.71; N = 0.66 0
U5 0 R = 0.59; K = 0.64; N = 0.73 R = 0.66; K = 0.71; N = 0.66 R = 0.51; K = 0.58; N = 0.43

The relation between users is determined based on the priority in selecting the similar tourism places
of each user (cognition pattern of each user). In this paper, we call this relation the cognitive similarity
among users. Therefore, as mentioned in Section 3.1, the cognitive similarities between users were
calculated using Equation (4) . As shown in Table 1, the priority in selecting similar tourism places
of user U1 is 〈K = 2; R = 1.97; N = 1.83〉. Then, after combining all scores of such similar tourism places,
the priorities of user U2 and U4 in selecting similar tourism places is 〈K = 2.13; R = 2.12; N = 2.06〉, which is
similar to user U1. Therefore, the k-nearest neighbors of U1 are U2 and U4.
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4.3. Generation of Recommendations

The activity histories of the neighbors are used to compute the recommendations. Following the above
calculation, we can define the neighbors of user U1 as U2 and U4. Therefore, we list all activity histories
of users U1, U2, and U4 including all similar tourism places of these users so that we can determines the
most popular tourism places. As listed in Table 1, we can see that the maximal number of similar tourism
places is 〈P1, P2〉 and 〈P3, P4〉. As a result, tourism places P1, P2, P3, and P4 should be presented to user
U1 as recommendations. Because the priority in selecting similar tourism places of user U1 is updated
when there are any new activities, the neighbors of user U1 are also updated, which mean that the tourism
places that are represented as recommendations dynamically change according to the cognitive similarities
between user U1 and the other users. Thus, the system can predict the most suitable tourism places for
the active user and address not only the cold-start problem but also the sparsity of the dataset in the
collaborative filtering recommendation system.

5. Experiments

5.1. Overview of OurPlaces Crowdsourcing Platform

To achieve a simple and user-friendly interface, we focus on two important points: the characteristics of
the graphical and web user interfaces and the user interface design process [25]. Besides, we determined that
flexibility is also an important feature. Therefore, in the OurPlaces platform, users can directly use the
function provided instead of following a predefined sequence. In addition, the platform not only provides
roll-back methods, but also allows the user to stop during a sudden situation (e.g., solving other problems).
Users can go back to their work easily because the OurPlaces system has been designed very simply and
clearly. The platform aims to clearly provide access to users with different skill levels. This means that
even users with no skill or experience can still uses our system.

Notably, OurPlaces is a crowdsourcing platform based on the web. Therefore, we have to address
several problems such as the latency response, instructions given to perform the operation for the entire
system, and queries with large data. To solve these problems, we follow the concept: “showing the user
what they need when they need it, and where they want it”. The platform has descriptions of specific functions
for all users during their activities and allows users to quickly access all of the pages. Besides, to avoid
querying large data, we apply a pagination method to represent pages during long processing. We believe
that pagination helps users interact with the platform more simply and clearly. Especially, we followed
the golden rules in designing the user interface [26]. In particular, we aimed to ensure the consistency by
applying one template for all pages. Therefore, users can easily recognize similar signs (e.g., buttons and
functions) while operating the OurPlaces platform. In addition, we applied this idea to all action processes
occurring in the system. This mean that, with all of the different actions, the system guaranteed the same
interfacial behavior.

The OurPlaces crowdsourcing platform is built based on Java and contains two services: web service
and background service. On the web service side, we use Apache Tomcat and Java Server Pages.
We decided to use the MySQL database on the background service side to store all datasets collected
because it has high reliability and security and on-demand scalability. To handle multiple accesses and
tasks with large numbers of data, we decided to use the model-view-controller model for our system.
The architecture of the system is shown in Figure 4. The key features of the OurPlaces platform are
data collection, processing of collecting feedback from users, and analyzing data to extract the cognitive
similarity between users. Specifically, there are two methods of collecting data in our platform. The first is
to automatically collect tourism places information from TripAdvisor and the second is added by users for
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the initial dataset. Then, the OurPlaces platform uses these datasets of tourism places to perform cognitive
feedback collection from users regarding their similarities.

Database

Web Service Background Service

Create

Forward
User

Response

Request Send

Build

Controller

View

Model

Figure 4. Architecture of OurPlaces crowdsourcing platform.

The process of selecting the similar tourism places from users is described in Figure 5, where the
users, in turn, select tourism place that they know or have visited. Then, based on the four tourism places
suggested by OurPlaces, users continue to choose similar tourism places as those previously selected.
The OurPlaces automatically stores all user activities as well as their known tourism places similarities of
such tourism places. Relying on this collected dataset, OurPlaces can define the cognition pattern of users
and dynamically update it for each user depending on their activities. Thus, the cognitive similarities
between users also dynamically change according to the user activities. For example, when an active
user performs an activity (e.g., selects the tourism place they know or have similar tourism place pairs),
the system automatically re-calculates the cognitive similarity between the active user with others and
dynamically updates to each user. Therefore, OurPlaces obtains new knowledge and enriches the cognitive
similarity between users so that it can provide more suitable personal recommendations. In summary,
the process of cognitive feedback collection consists of three steps:

(a) During the first step, the OurPlaces platform displays the four types of tourism places (hotels,
restaurants, shopping malls, and attractions) based on the country information, and new users then
select the tourism places that they are aware of and/or have been to.

(b) During the second step, the platform suggests a list of four similar tourism places (dependent on the
type of place and accompanied by an α that is initially set to 1 for new users parameter, which is the
selecting trend of the user). The user then selects a tourism place they think is similar to the one they
have chosen during the first step.

(c) During the final step, the platform stores cognitive feedback from the users in the database and
re-calculates the α parameter for the suggestion process when the user has a new selection (start a
new loop).

User Profile

Display 4 Places
(include 4 types)

Select Place
(active user have been 

there or know)

Display 4 
Similar Places

Select
Similar Place Database

YES YES YES

NO NO

Request Request

Automatic store activity from user

Figure 5. The process of collecting feedback from users in OurPlaces crowdsourcing platform.

The selection of similar tourism places from users becomes a loop with variable α parameters
dynamically closer to the priority of users in selecting a pair of similar tourism places. Each loop finishes
with the results is a pair of similar tourism places of the active user stored in the database. Based on this
collected dataset, we conduct an analysis and define the cognition pattern of each user in selecting similar
tourism places.
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5.2. Statistics of Cognitive Feedbacks

There are many sources to gather information about various places and tourism data are provided
online. We decided to collect data from TripAdvisor because it is quite suitable and has sufficient
information for our purpose. We collected 18,286 popular places from 24 countries, including of 84 cities.
The places are categorized into four types: hotels, restaurants, shopping malls, and attractions. Each place
includes such features as the name, descriptions, rating, ranking, number of reviews, and overall
price. However, the overlapping features extracted between tourism places include the rating, ranking,
and number of reviews. Therefore, we used these overlapping features to calculate the similarity between
tourism places in constructing the initial dataset for our platform. Detailed statistics of the tourist place
data in the OurPlaces crowdsourcing platform are described in Table 2. The OurPlaces platform is now
online and is continuing to collect cognitive feedback from users for the collected tourism places. At the
time of writing, we have around 50 active users and approximately 2000 pieces of feedback from users
regarding similar tourism places.

Table 2. The statistics of tourist places data in our OurPlaces platform.

# Country (#) Cities (#) Places

1 South Korea (7) Seoul; Busan; Daegu; Deajeon; Geoje; Incheon; Ulsan 1306
2 Vietnam (3) Hanoi; Ho Chi Minh; Danang 670
3 Singapore (1) Singapore 240
4 Thailand (4) Bangkok; Phuket; Chiang Mai; Pattaya 750
5 India (2) New Delhi; Mumbai 334
6 Japan (4) Tokyo; Osaka; Kyoto; Fukuoka 889
7 China (4) Beijing; Shanghai; Hong Kong; Macau 1012

8 England (5) London; Manchester; Cambridge; Liverpool; Birmingham 1211
9 Spain (5) Barcelona; Madrid; Seville; Malaga; Granada 1128

10 Germany (3) Berlin; Munich; Hamburg 875
11 France (3) Paris; Nice; Lyon 768
12 Greece (2) Santorini; Athens 305
13 Austria (2) Vienna; Langenfeld 264
14 Italy (4) Rome; Milan; Venice; Turin 657

15 United States (6) New York; Los Angeles; Miami; Chicago; Washington; San Francisco 2083
16 Brazil (2) Rio de Janeiro; Sao Paulo 330
17 Argentina (3) San Carlos de Bariloche; Pinamar; Buenos Aries 453
18 Colombia (3) Bogota; Pereira; Salento 450
19 Uruguay (2) Montevideo; La Paloma 321
20 Chile (2) Santiago; Punta Arenas 304
21 Mexico (2) Mexico City; Oaxaca 332
22 Canada (4) Vancouver; Toronto; Montreal; Quebec City 750

23 Australia (5) Melbourne; Sydney; Brisbane; Newcastle; Adelaide 1200
24 New Zealand (6) Auckland; Queenstown; Wellington; Paihia; Wanaka; Hamilton 1654

Total 84 cities 18.286

The collected data from users have the following format: (Ui, pj, pk, CSUi
pj ,pk , γi) where Ui is the id

of the user and pj and pk are a pair of the similar places. CSUi
pj ,pk is a vector representing the cognitive

similarity of user Ui in selecting similar places pj and pk. γi is the number of times the user change a
suggested tourism place when selecting a pair of similar tourism places. The collected data from users
were used to conduct our experiment.

5.3. Evaluation

To evaluate the proposed approach, we conducted five-fold cross-validation. In particular, our dataset
was separated into five mutually exclusive folds, in which 80% of similar tourism places were used used
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for training and the remaining 20% were removed for testing during each fold. The experiments were
conducted for each fold and predicted the similar tourism places of the test set based on the tourism
places of the training set. The performance of each fold was evaluated by comparing the predictions
with the real value available for the test set. Finally, the result is the average across predicted tourism
places. Several criteria can be used to evaluate the accuracy of the CF such as Recall, Precision, F-measure,
Mean Absolute Error (MAE), Mean Square Error, and Root Mean Square Error (RMSE). We decided to
use MAE and RMSE as the evaluation metrics for the comparative analysis. The calculation of MAE and
RSME is described as follows:

MAE =
1
n

n

∑
i=1
|yi − yp

i | and RMSE =

√
1
n

n

∑
i=1

(yi − yp
i )

2, (6)

where n denotes the number of tourism similarity of the test set. yi and yp
i denote the real and predicted

values in the test set, respectively. The range of the MAE result is from 0 to infinity, where infinity is the
maximum error according to the values scale of the measured.

To create the test set, we divided the items of each user according to the k number of sections/folds,
where each fold was used as a test set. We set k to 5 because estimates of the yield test error rates do not
suffer from an excessive bias or high variance. Specifically, the dataset was split into five folds. In the first
interaction, the first fold is the test set and the remaining four folds are the training set. During the next
interaction, the second fold is the test set, and this process is repeated until every fold has been used as the
test set. We used the conventional User-based Pearson Similarity (UBPS) approach as the baseline for the
comparative analysis of our proposed approach. We chose the neighborhood sizes of {5, 10, 20, 30, 50}
during the experiments because the baseline is reported to achieve the best performance for approximately
50 neighbors of the active user. The results of the comparison between the proposed method and the
baseline are shown in Table 3.

Table 3. Comparison between UBPS and proposed method with varying neighborhood sizes.

Number of Neighbors
MAE RMSE

UBPS Proposed Method UBPS Proposed Method

5 0.809 0.784 (+2.5%) 1.203 1.162 (+4.1%)
10 0.782 0.761 (+2.1%) 1.145 1.108 (+3.7%)
20 0.774 0.755 (+1.9%) 0.997 0.964 (+3.3%)
30 0.771 0.757 (+1.4%) 0.854 0.823 (+3.1%)
50 0.757 0.746 (+1.1%) 0.791 0.769 (+2.2%)

6. Conclusions and Future Work

In this paper, we present a novel approach for measuring the cognitive similarity between users to
improve user-based CF. For this purpose, we propose a crowdsourcing platform (called OurPlaces) to
request cognitive feedback from users regarding similar tourism places. This platform was designed to
have good performance in terms of user interaction. In particular, the system applies the simplest process
for collecting cognitive feedback from users. Such cognitive feedback from users is stored in our database
to enhance the cognition pattern of users in selecting similarities in tourism places. We then measured
the cognitive similarities among users. Then, based on cognitive similarities, our system determine
the k-nearest neighbors of the active user by applying a three-layered architecture. According to this
approach, we deployed a case study on a cross-cultural recommendation using the dataset collected from
the OurPlaces crowdsourcing platform. Rather than the scalability testing of the system, we decided
to evaluate the precision of the recommendation. To demonstrate the performance of our approach in
improving the user-based CF, we designated the user-based Pearson correlation similarity as the baseline
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for comparison with our method during the evaluation. The results demonstrate that the proposed method
outperforms the baseline and achieves a 2.5% improvement in the best case with the MAE metric. In terms
of the RMSE evaluation, the proposed method achieves a 4.1% improvement over the baseline in the
best case.

The OurPlaces platform is now online and is continuing to collect more cognitive feedback on similar
places from users. To date, the dataset has collected data from 50 users and consists of approximately
2000 pieces of cognitive feedback from these users. As a future study, we plan to have at least
5000 users and 20,000 responses to perform more accurate analyses of user cognition in choosing places
similarities. Moreover, we will conduct an evaluation by comparing the proposed method with other
similar approaches.
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