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Abstract: Smart manufacturing and smart factories depend on automation and robotics, whereas
human–robot collaboration (HRC) contributes to increasing the effectiveness and productivity of
today’s and future factories. Industrial robots especially in HRC settings can be hazardous if safety is
not addressed properly. In this review, we look at the collaboration levels of HRC and what safety
actions have been used to address safety. One hundred and ninety-three articles were identified from
which, after screening and eligibility stages, 46 articles were used for the extraction stage. Predefined
parameters such as: devices, algorithms, collaboration level, safety action, and standards used for
HRC were extracted. Despite close human and robot collaboration, 25% of all reviewed studies did
not use any safety actions, and more than 50% did not use any standard to address safety issues.
This review shows HRC trends and what kind of functionalities are lacking in today’s HRC systems.
HRC systems can be a tremendously complex process; therefore, proper safety mechanisms must be
addressed at an early stage of development.

Keywords: human–robot collaboration; manufacturing; safety; systematic review

1. Introduction

Alongside the world, society, and everyday life, manufacturing is also changing, while
digitization is rapidly becoming de facto. Jobs that are repetitive, tedious, and that do not
require high skills are slowly being replaced by smart manufacturing systems. AI-based
systems show great promise in automating tasks traditionally requiring human intelligence
for adaptive decision making [1].

The media often emphasizes that automation will make humans obsolete and “robots
will take our jobs” [2]. In fact, it is estimated that 14% of jobs in OECD countries are at a
risk of automation [3]; however, the jobs that are at risk usually lack meaningfulness [4]
or pose a high risk of injuries [5]. Automation and robotics are introducing new more
creative job openings. It is shifting manufacturing in a more intelligent and safer direction
not only regarding the production processes but also with respect to the human workforce.
Even though simple, repetitive jobs that are poorly paid and possess high safety and health
risks will be obsolete in smart manufacturing and smart factories, humans will still have a
significant role in them [6] but with a different set of competencies and tasks.

The technological progress and achievements in the field of AI provide possibilities
to tackle today’s manufacturing challenges in completely different ways than decades
ago, although today’s challenges are also more complex than decades ago [7]. One of
the outcomes enabled by this progress and achievements is Human–Robot Collaboration
(HRC) where humans and robots work alongside each other or together to achieve shared
goals. Whereas the collaboration particularly in more complex scenarios is driven by
emerging Human–Robot Interaction (HRI) methods. The new interaction methods are
improving the real-world HRC deployments, however, the safety in accordance with safety
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standard: ISO/TS 15066 [8] should be considered in order to embrace the new technologies
in a safe way. The HRC can be divided into three different levels, such as coexistence,
cooperation, and collaboration. The collaboration levels are directly connected to how
the human worker and robot interact with each other through their workspaces. Figure 1
illustrates robots’ and human workers’ workspaces (RW, WW) which creates a shared
workspace (SW) by overlapping each other.

Figure 1. Robots’ and workers’ workspaces.

Accordingly, different collaboration levels require respective safety actions and mea-
sures. Even though the safety modes are outlined in ISO/TS 15066, the terminology for
describing HRC has not been well-established. Throughout the years, multiple ways have
been introduced on how to categorize HRC. The aforementioned terms coexistence, coop-
eration, and collaboration often are applied inconsistently. In this article the meaning of
collaboration levels are adapted from [9], where the collaboration levels are illustrated in
Figure 2 and described as following:

• Coexistence: human works in (partially or completely) shared space with a robot with
no shared goals;

• Cooperation: human and robot work towards a shared goal in (partially or completely)
shared space;

• Collaboration: human and robot work simultaneously on a shared object in a shared space.

(a) (b) (c)

Figure 2. Collaboration levels adapted for this study: (a) Coexistence; (b) Cooperation; (c) Collaboration.

Bearing in mind all the possible hazards that can be posed by industrial robots,
safety must be the highest priority when establishing a HRC workcell. If proper safety
mechanisms are not present, there is a high risk of worker injuries, as most industrial
robots are unaware of their surroundings. Even though there is a need for more intuitive
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and effective HRI methods to raise the usability and performance of HRC, these methods
should be developed in accordance with safety standards. Safety-related guidelines and
instructions are discussed in ISO 10218-2 [10] and ISO/TS 15066 where collaborative
operations must include one or more of the following four modes:

• Safety-Rated monitored stop (SRMS): The human and robot can perform tasks in
separate workspaces and the robot can operate without restrictions as long as the
human has not entered its workspace. The human may enter the robot’s workspace
only when a safety-rated monitored stop is active, and the robot may resume only
when the human has exited the robot’s workspace. Safety-rated devices should be
used to detect the presence of humans.

• Hand guiding (HG): In this mode, the human can manually provide motion com-
mands to the robot by utilizing a HG device. When the human is outside the col-
laborative area, the robot can move at full speed; however, the human is allowed to
enter the robot’s workspace and proceed with HG tasks only after the robot achieves
SRMS. When the human takes control over the robot with the HG device the SRMS is
released, accordingly when the HG device is disengaged the SRMS is activated.

• Speed and separation monitoring (SSM): In this mode, the human and the robot can
work in the same workspace. The speed of the robot is adjusted according to the
distance between the human and the robot itself. The robot must not get closer to the
human than the protective separation distance, otherwise the robot must stop.

• Power and force limiting (PFL): This mode allows physical contact between human
and robot. PFL operations are limited to collaborative robots that have integrated
force and torque sensors. Contact between human and robot is allowed, however,
the forces applied to the human body through intentional or unintentional contact
should be below the threshold limit values which should be determined during the
risk assessment.

The main goal of this article is to analyze and discuss the HRC trends within the smart
manufacturing environment and how HRI methods contribute towards enabling safe and
efficient HRC.

2. Materials and Methods

The study followed four consecutive stages—identification, screening, eligibility, and
inclusion. Figure 3 shows the flow diagram of the systematic review’s methodology.

Figure 3. Flow diagram overview of consecutive stages and results at each stage.

2.1. Identification

In order to find the articles for this systematic review, on March 2021 a search was
conducted in two databases: Scopus and Web of Science, the queries used in the search are
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shown in Table 1. Title, Abstract, and Keywords were used as search fields in the Scopus
database, and Topic which includes Title, Abstract, Author keywords, and Keywords Plus
were used as search fields in the Web of Science database. Only peer-reviewed articles were
searched in these two databases.

Table 1. Queries used in search and matching article count in each database.

Database Query Results

Scopus TITLE-ABS-KEY ((“human robot collaboration” OR
“HRC”) AND (“smart manufacturing” OR “smart fac-
tories” OR “industrial environment” OR “factory”))

177

Web of Science TOPIC: (((“human robot collaboration” OR “HRC”) AND
(“smart manufacturing” OR “smart factories” OR “indus-
trial environment” OR “factory”)))

74

Total 251
After removing duplicates 193

In total, 177 matching articles were found in the Scopus database and 74 matching
articles in Web of Science databases. After removing 58 duplicates, 193 matching articles
were left for the next step.

2.2. Screening

All authors were involved in the screening stage, each examined a random set of
articles by reading the title and abstract. The criteria for inclusion in the next stage were
the following:

• Article is in English.
• Article is not a review paper.
• Article is about human–robot collaboration.

Total of 193 articles were processed in this stage and 142 articles were excluded as
they did not meet the aforementioned criteria, leading to 51 articles left for the next stage.

2.3. Eligibility

In the eligibility stage, the full text of each article was examined. In this stage, similarly
as in the screening stage, all authors were involved by examining a random set of articles.
The eligibility criteria for inclusion in the next stage were the following:

• Full text of the article is available.
• Article is in English.
• Article is not a review paper.
• Article is about human–robot collaboration.

The criteria repeating from the previous stage were rechecked regarding the full text
since in some cases the abstract did not provide enough information to make a decision.
A total of 51 articles were processed in this stage and 5 were excluded, leading to 46 articles
for the final stage.

2.4. Included

In this stage, predefined parameters were extracted from the remaining articles. Each
author performed extraction for a random set of articles. The extracted parameters were:

• Sensors/devices used for HRC.
• Algorithms for HRC.
• Collaboration level.
• Safety action.
• Standards used for HRC.
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3. Results

In total 251 articles were identified. After removing duplicates, 193 unique articles
were left. After screening 51 unique articles were left, but after eligibility check 46 articles
were left for further analysis.

The majority of articles (60%) were from the last three years (2019–2021). In 2018 there
were 7 articles but in 2017 only 5 articles. Between 2010 and 2016 there were only 6 articles
which met criteria for inclusion. No articles were found before the year 2010 (see Figure 4).

Figure 4. Distribution by year of articles included in the review.

From these 46 articles, operations were extracted that described what kind of human–
robot collaboration level was present in the study and how safety issues were assessed (see
Table 2). Sixteen out of 46 studies had collaboration between human and robot where they
both worked together on a shared object in the same workspace; meanwhile, 22 articles had
cooperation between human and robot, but 14 studies had coexistence between human and
robot. In 7 articles the proposed system did not meet the criteria for any of the collaboration
level; however, new interface method was proposed.

The number of safety actions used by the studies was disappointing, for example,
12 studies did not use any safety action in a workspace. Even more, 29 studies did not use
any standard to assure some safety in a workspace. SSM was the most used safety action
(19 studies), but PFL was the least used (6 studies). SRMS was used in 13 studies, but HG
was used in 10 studies. ISO 10218 was used in 12 articles and ISO/TS 15066 was used in
12 articles. Other standards used in articles were ISO 13855 [11] and ISO 9001 [12].

The most used devices for HRC were 3D cameras which were used in 22 studies. Com-
monly used devices were force/tactile sensors (10 studies), as well as wearables (7 studies).
Laser scanners were used in 6 studies, but VR/AR, 2D cameras, and microphones/speakers
were used only in 4 studies. All other devices were used less that 3 times (see Figure 5).

In most cases human detection/recognition was used as the algorithm for HRC
(22 studies). Force detection/recognition and gesture recognition was used in 7 studies,
while motion planning was used in 6 studies, and human physiology detection and speech
recognition was used in 5 studies.
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Table 2. Extracted elements.

Study Sensors/Devices Used for
HRC Algorithms for HRC Applied Application Collaboration Level Safety

Action Standard

[13] 3D cameras Human detection/tracking Generic assembly line mockup Collaboration SRMS Not mentioned

[14] Radars Human detection/tracking Not mentioned Collaboration SSM ISO 10218, ISO/TS 15066

[15] Ultrasonic sensors Human detection/tracking Collaborative assembly of a
toy car Collaboration SSM ISO 13855, ISO/TS 15066

[16] VR/AR Specific for training operators
for HRC Virtual safety training Collaboration SSM, HG ISO 10218-2, ISO/TS 15066

[17] Wearables, haptic feed-
back, 3D cameras

Human physiology detec-
tion/recognition Collaborative assembly task Collaboration None Not mentioned

[18] VR/AR, haptic feedback Specific for training operators
for HRC Collaborative assembly tasks Collaboration None Not mentioned

[19] Force/tactile sensors Force detection/recognition Car assembly Collaboration PFL ISO/TS 15066, ISO 10218

[20] 3D cameras, laser scanners
Human detection/tracking,
gesture recognition, motion
planning/collision avoidance

Gearbox assembly station Collaboration SSM, SRMS Not mentioned

[21] Force/tactile sensors Force detection/recognition Mechanical Joining processes Collaboration HG, SRMS ISO 10218-1

[22] 3D cameras, laser scanners,
wearables

Human detection/tracking,
gesture recognition Gearbox assembly Collaboration SSM, PFL,

HG ISO 10218, ISO/TS 15066

[23] Force/tactile sensors Force detection/recognition Palletization task Collaboration, Cooperation PFL Not mentioned

[24] Wearables, 3D cameras
Human physiology detec-
tion/recognition, human
detection/tracking

Pick and place tasks Collaboration, Cooperation None Not mentioned

[25] Force/tactile sensors Force detection/recognition Wooden box assembly Collaboration, Cooperation None Not mentioned

[26] 3D cameras Gesture recognition Lab demo Collaboration, Cooperation SSM, SRMS,
HG, PFL ISO/TS 15066
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Table 2. Cont.

Study Sensors/Devices Used for
HRC Algorithms for HRC Applied Application Collaboration Level Safety

Action Standard

[27] 3D cameras Motion planning/collision
avoidance Lab demo Collaboration, Cooperation SSM ISO/TS 15066

[28] SafetyEyE, capacitive sen-
sor Human detection/tracking Brakes assembly-Twin Engine

assembly Collaboration, Coexistence SSM, SRMS ISO 10218, ISO/TS 15066,
ISO 9001

[29] Force/tactile sensors Human detection/tracking Packaging process Cooperation SSM Not mentioned

[30] Wearables Human physiology detection Not mentioned Cooperation None Not mentioned

[31] 3D cameras Human detection/tracking An industrial assembly station
mockup Cooperation SRMS Not mentioned

[32] Force/tactile sensors Human detection/tracking Task of inserting metallic
items on the monocoque Cooperation HG, PFL Not mentioned

[33] 3D cameras Motion planning/collision
avoidance Not mentioned Cooperation SSM ISO 10218-1/2, ISO/TS

15066

[34] Wearables, 3D cameras Human physiology detection Assembly tasks Cooperation SSM Not mentioned

[35] 3D cameras
Human detection/tracking,
motion planning/collision
avoidance

Not mentioned Cooperation SSM Not mentioned

[36] Force/tactile sensors Force detection/recognition Assembly of the drive module
and the base plate of vehicle Cooperation PFL Not mentioned

[37] Force/tactile sensors, laser
scanner Human detection/tracking Mockup vehicle door assem-

bly Cooperation SRMS Not mentioned

[38] 3D cameras, force/tactile
sensors

Speech recognition/
synthesized speech, ges-
ture recognition, force
detection/recognition, human
detection/tracking

Demos in industrial fairs and
exhibitions (TECHNISHOW-
BIEMH)

Cooperation HG, SSM ISO 10218-1/2, ISO/TS
15066
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Table 2. Cont.

Study Sensors/Devices Used for
HRC Algorithms for HRC Applied Application Collaboration Level Safety

Action Standard

[39] Laser scanners Human detection/tracking Pick and place operation on
two conveyor belts Cooperation, Coexistence SSM, SRMS ISO 10218-2, ISO/TS

15066, ISO 13855

[40] Wearables, infrared sen-
sors/thermal cameras

Motion planning/collision
avoidance Not mentioned Cooperation, Coexistence SSM, SRMS Not mentioned

[41] Laser scanners Human detection/tracking Assembly line work for vehi-
cle assembly Cooperation, Coexistence HG ISO 10218-1

[42] 3D cameras Human detection/tracking Generic assembly line mockup Cooperation, Coexistence SSM, SRMS,
HG

ISO 10218-1/2, ISO/TS
15066

[43] 3D cameras Human detection/tracking Not mentioned Cooperation, Coexistence SRMS Not mentioned (ISO/TS
15066 in future)

[44] 3D cameras Gesture recognition Assembly of a vehicle’s front
axle Cooperation, Coexistence SSM Not mentioned

[45] 3D cameras, 2D cameras Human detection/tracking
Cylinder head assembly for
combustion engines. Steam
cooker parts assembly

Cooperation, Coexistence SSM ISO 10218

[46] 3D cameras Human detection/tracking Not mentioned Coexistence SRMS Not mentioned

[47] 3D cameras Human detection/tracking Not mentioned Coexistence None Not mentioned

[48]
3D cameras, 2D cameras,
infrared sensors/thermal
cameras, laser scanners

Human detection/tracking,
motion planning/collision
avoidance

Robot cell with delta picker;
Manual workbench with aug-
mented reality support

Coexistence SSM, SRMS Not mentioned

[49] Force/tactile sensors Force detection/recognition Mockup in lab Coexistence HG, PFL Not mentioned

[50] 2D cameras Human detection/tracking,
gesture recognition Assembly cell Coexistence SSM Not mentioned

[51] 3D cameras Human detection/tracking, fa-
cial recognition Pick and place task Coexistence SSM, SRMS ISO/TS 15066

[52] AR/VR, wearables Gesture recognition Pick and place operation Interface Method None Not mentioned
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Table 2. Cont.

Study Sensors/Devices Used for
HRC Algorithms for HRC Applied Application Collaboration Level Safety

Action Standard

[53] Microphone/speakers Speech recognition/ synthe-
sized speech

Simple pick and place applica-
tions Interface Method None Not mentioned

[54] 2D cameras Gesture recognition Not mentioned Interface Method None Not mentioned

[55] Microphone/speakers Speech recognition/ synthe-
sized speech Not mentioned Interface Method None Not mentioned

[56] Microphone/speakers Speech recognition/ synthe-
sized speech Air compressor assembly Interface Method None Not mentioned

[57] Microphone/speakers, 3D
cameras

Speech recognition/ synthe-
sized speech, gesture recogni-
tion

Die assembly and deburring
of wax pieces Interface Method None Not mentioned

[58] VR/AR, 3D cameras Human physiology detection,
facial recognition Pick and place task Interface Method HG Not mentioned
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Figure 5. Percentage of different kinds of sensors/devices used for HRC.

4. Discussion
4.1. Safety Aspects within Different Collaboration Levels

The required safety actions differ between collaboration levels so we are describing
our findings and thoughts separately for each of the collaboration levels combining the
statistical data acquired from the systematic review with our experience and observations
while producing this work. We also try to highlight the HRI and human workforce training
and the fact that they are not wildly represented in the data we have gathered suggests
that these trends are only just emerging.

Coexistence can be considered as the lowest level of HRC where human and robot
works in a shared space with no shared goals; accordingly, the robot needs to perform SRMS
if a human enters the workspace of a robot or the speed of the robot needs to be adjusted
based on the distance between human and robot (SSM). In 14 of the reviewed articles
human and the robot coexist together. If deployed properly the coexistence by its nature
poses the least number of potential hazards and risks of injuring humans are minimal as the
human should not come into contact with the robot while it is still moving. The proposed
methods in the reviewed articles for human–robot coexistence in a way can be directly
interpreted as safety features, as there is no other interaction between robot and human
than stopping or adjusting the speed of robot motions. However, it is not a safety feature if
it is not developed as a safety feature in accordance with the relevant standards. Only half
of the coexistence operations (50%) have references to relevant standards, within which the
majority of these articles only acknowledge the existence of such standards without deeper
studies on safety requirements. The safety operations are time critical, without analysis of
safety requirements the methods used for detection of human presence might not meet
the criteria for safe coexistence. The most commonly used method in the reviewed articles
is human detection/tracking (51%) which is also mainly connected to SRMS and SSM
safety operations. As the development of human detection/tracking algorithms and 3D
camera usage is driven by a wide variety of application scenarios outside the field of HRC,
the maturity of those solutions is increasing rapidly, contributing to more advanced and
flexible applicability in the HRC scenarios.

Cooperation is similar to coexistence, the human and robot also work in a shared
space but in cooperation they have a shared goal. All the safety actions as for coexistence
are still present for cooperation. In some cases, the cooperation and coexistence can also be
the same from the safety viewpoint, however, these levels are different for human worker
and their actions. By increasing the collaboration level, the potential frequency of possible
hazards also increases. Unfortunately, the relevant safety standards have been addressed in
even less of the reviewed articles compared to coexistence—only 41%. The main difference
in cooperation is how close the human and robot works to achieve a shared goal. The close
cooperation introduces HG safety operation which should be addressed together with
SRMS, respectively. The robot should receive SRMS before proceeding with hand guiding,
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which was not the case in most of the articles. Within the cooperation, the human task
depends on the robot’s activities whereas timing and bidirectional interaction become
more important.

Collaboration can be viewed as the highest level of HRC, where human and robot are
working simultaneously on the shared object. Depending on the scenario, the collaboration
can include all four collaborative modes. However, a distinct feature of collaboration is the
simultaneous work on the shared object, whereas the most promising methods to achieve
this functionality are connected to PFL. PFL allows close collaboration and contact between
human and robot, however, the close collaboration also poses higher threats to a human
worker, as an inappropriate force on a distinct part of a human body can result in an injury.
To lower the risk of injuries, the speed limits should be established according to safety
standards to maintain force and pressure values below the pain sensitivity threshold of
the human body. Comparing to coexistence and cooperation, a better situation in safety
standards can be seen in collaboration methods, as relevant standards have been referenced
in 50% of the reviewed articles. Even though some methods connected to PFL show
promise in establishing efficient HRC, these are not yet applied in manufacturing and
lack risk analysis. Establishing speed limits could significantly decrease the usability, thus
rendering this method economically unattractive.

4.2. Human–Robot Interaction Methods for More Intuitive Collaboration

Establishing HRC workcell does not mean changing only the robot; the whole process
needs to be redesigned by reflecting on safety standards and emerging HRI. Some of the
reviewed solutions are proposing new human interaction methods, thus one of the goals
of HRI is to develop more natural ways of how humans can interface with robots. These
HRI methods can be used to make the interaction between human and robot smoother and
improve the usability of the system. HRI methods do not necessarily involve sharing the
workspace between the human and the robot; however, in scenarios when the workspace
is being shared the safety should be ensured according to the collaboration level. The
human needs to be aware of the robot’s movements and actions; however, the robot also
should be aware of human intentions. Ten percent of articles have addressed this issue
by detecting and recognizing human physiology and by synthesizing/recognizing speech
to communicate more naturally. Facial recognition shows to be a less explored way to
extract valuable data from humans, as only 4% of reviewed articles have addressed this
method. Gesture recognition shows to be a more common way to give commands to robots
as 21% of articles have addressed this method. Even though gestures can be a more natural
way of communicating with the robot, there is a lack of consistency of gestures used,
therefore decreasing the potential usability between different industries and nationalities
of human workers.

4.3. Efficient and Safe Collaboration through Virtual Training

The HRC can be a safe way to raise effectiveness in manufacturing and cope with
the shortage of human workforce. The full potential of HRC cannot be achieved only by
developing new HRI methods and improving the existing ones. The HRC process will
be efficient when both parties work together in harmony, meaning the human needs to
learn how to efficiently collaborate with the robot. The robot in a way will be addressed
as a “colleague” and a human willingness to collaborate with it also should be addressed
accordingly. The willingness is highly connected to safety and if the human worker feels
safe to collaborate. The human needs to be aware of robots’ intentions and actions, thus
the humans also need to be aware of his/her limits and potential hazards. The nature
of humans can be exploratory and sometimes the limits are learned the hard way [59].
Traditionally such training is performed with manual documentation and physical in-
structions; however, it requires interruption in the manufacturing process which costs
valuable production time. Moreover, the human needs to gradually adjust to collaborate
with the robot. Digital training by utilizing virtual reality can increase the awareness of
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possible hazards and prepare the human operator for the real-world tasks, thus in the
meantime allowing the human to explore the capabilities of HRC and his/her limitations.
The training for HRC particularly has been addressed in two of the reviewed articles. Even
though the safety standards have been developed in a way to minimize the risks for human
workers, there is still a need to teach human workers how to collaborate safely.

4.4. Benefits of Human–Robot Collaboration

Whilst automation tends to decrease human involvement in performing the tasks [60],
the HRC is maximizing the potential of both parties through collaboration. This raises
a question: is the HRC easier to build than full automation, or do the aims of the manu-
facturing process need to be reassessed? The HRC workcell in a way is more flexible to
dynamic adjustments of today’s and future factories; however, the full automation requires
automation of some processes which are not yet feasible and thus requires redesigning
the whole manufacturing process which therefore leads to high initial costs and limited
adaptability [61]. The HRC can be viewed as a step between traditional manufacturing and
fully automated factory inside large companies. However, HRC can significantly increase
effectiveness for small and medium-sized enterprises (SME) also in the long term [62],
as this requires less funding to achieve agile manufacturing than redesigning the whole
factory. It is foreseen that in the future robots will become more affordable and easier to
integrate into manufacturing; therefore, it can be expected that more SMEs from a wide
variety of industrial sectors will adapt HRC systems [63].

In this phase the human is not necessarily helping the robot or vice versa; the collabo-
ration between both parties is complementary. The reviewed articles show collaborative
systems not only where strengths of industrial robots are utilized but also systems where
artificial intelligence is given to robots to increase the effectiveness of collaboration. Distinct
trends can be seen in development of more intuitive HRI methods, thus we foresee that in
upcoming years focus will be shifted on developing more explainable and understandable
HRC systems to enable more human-like performance of robots.

Even though in this study the main benefits of HRC and HRI are discussed for the
manufacturing sector, the reviewed methods and concepts can be transferred to our daily
life as well. A great example is social robotics, which is designed to engage people in an
interpersonal manner to achieve a desired outcome in domains such as domestic chores,
elderly care, health, and more [64]. Some types of social robots can already be seen in
our daily life as tutors or peer learners [65] or socially assistive robots [66]. However,
to accomplish more complex tasks related to domestic chores or helping elderly people,
social robots also require a high level of freedom and dexterity which are hardly affordable
for personal use.

4.5. Artificial Intelligence within Smart Factories

The HRC is only one of the fields where AI and developments in it are high priorities
for international policymakers [67]. AI is internationally accepted as a main driver [68]
for digitization and transformation of factories as flexibility and deep understanding of
complex manufacturing processes are becoming the key advantage to raise competitiveness.
Smart factory in a way is a manufacturing solution and key construct of Industry 4.0 [69]
that utilizes these advantages of the AI by introducing flexible and adaptive production
that will solve problems that can arise on production facility with dynamic and rapidly
changing conditions [70]. However, the real-world AI systems including HRC applications
should be designed in way that excludes unintended or harmful behavior, as there are
concrete problems in AI safety [71]. HRC may or may not include AI, but the existing HRC
safety operations are designed in a way that minimizes the risk of human worker injuries
as in the end the industrial robot is just a tool which can have high momentum even when
moving at low speeds.
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4.6. Challenges of Human–Robot Collaboration

Traditionally industrial robots have been separated from human workers due to their
operational speeds and heavy payloads. HRC tends to extinguish this segregation but also
introduces a wide variety of challenges resulting from the complexity of the collaboration
process. HRC needs to be an efficient way to raise productivity without losing the flexibility
offered by industrial robots. As this study shows, there is no doubt that safety is one of the
key challenges in HRC; however, such characteristics as modularity and operability also
play an important role in the deployment of HRC systems. The challenge within modularity
includes efficient adaption to changes in the environment by respective component change
such that a replacement of one component has no (or only minimal) impact on the other
components within the system [72]. The modularity in the context of a flexible system is a
crucial part as different industries, manufacturing sectors, or even different tasks within
the same production floor have diverse conditions. The goal is to keep both the effort as
well as cost as low as possible when adapting the system to the new task. Whereas the
challenge with respect to operability includes user friendliness and easy adaptability to
other specified goals which should be manageable without any deep specific knowledge of
the underlying target technology.

The field of HRC is constantly developing and new technologies around HRC are
emerging. In this study we focused on collaboration between human and robot; however,
the sustainability of HRC cannot be guaranteed by the HRC system alone. Safe and
secure interconnectivity of other elements and stations within smart factory can raise
future challenges. Potential users of HRC might not be sufficiently supported to facilitate
the integration of such systems into their applications. The potential of edge-computing
devices can partly address these issues by transferring intelligence from the cloud to
the edge. As edge computing deploys computing and storage resources closer to the
production floor, it significantly reduces the delays of data processing, which therefore
can also introduce new perspectives in HRC. However, in these settings, a precaution
is advised and security issues should be addressed very carefully [73]. Edge computing
can provide more efficient computing resources for HRC applications and beyond but
it also can introduce more security threats as it increases real-world attack surface from
new angles [74]. Thus, the security risks should be carefully assessed and monitored
by developers and system integrators as industrial robots by themselves can possess a
significant number of vulnerabilities [75].

5. Conclusions

The safety aspect is crucial in regards to HRC because industrial robots can pose
threats to human workers if proper safety mechanisms are not established. This review
shows that 1/4 of all studies did not use any safety action, thus the functionalities in the
majority of articles only resemble the safety actions. More than half did not address the
safety issues even when the collaboration between human and robot was in the same
space and they were working with the same object. As the level of collaboration increases
more often some standard was used, but in those studies where only HRI methods were
proposed safety was not addressed at all, although the interface methods mostly did not
include sharing the workspace where safety aspect is not critical.

HRC systems in a combination of artificial and natural intelligence can become a
tremendously complex process. The human needs to feel safe when collaborating with the
robot. The feeling of safety can be achieved by trusting the robot, system, and essentially
the algorithms that are designed for HRC. The level of effectiveness of HRC is designed
for and can be achieved by safe collaboration, when the human worker does not feel
endangered. The trust can be earned by explainable, predictable, and understandable
robot actions which should be addressed by smart bidirectional communication between
the human and the robot. However, even small accidents could cause a justified loss of
trust in automated systems. Proper safety mechanisms should be addressed not only at an
early stage of development but throughout the whole development phase and also during
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deployment of the system, by being aware of the critical AI safety problems. Thus there is
still a need for more intuitive and human to human-like interaction in today’s HRC whilst
addressing safe methods for training human workers.
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