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Abstract: This paper focuses on the Bayesian model average (BMA) using the power—expected—
posterior prior in objective Bayesian variable selection under normal linear models. We derive
a BMA point estimate of a predicted value, and present computation and evaluation strategies of the
prediction accuracy. We compare the performance of our method with that of similar approaches in
a simulated and a real data example from economics.
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1. Introduction

We consider the variable—selection problem for normal regression models. Let us denote the
model space by M, consisting of all combinations of available covariates. Then, for every model
M, € M, the likelihood is specified by

Y‘X(/ ﬁg/ 0—[2 ~ Nﬂ(X( ﬂf’o—gln)

where Y = (Y,...,Y;) is a multivariate random variable expressing the response for each subject,
X¢is an x k; design/data matrix containing the values of the explanatory variables in its columns,
I,; is the n x n identity matrix, B, is a vector of length k, with the effects of each covariate on the
response data Y, and ag is the error variance of the model.

Under the Bayesian model choice perspective, we need to introduce priors on the model space and
on the parameters of each competing model. With respect to the prior distribution on the parameters
in each model, because we are not confident about any given set of regressors as explanatory variables,
little prior information on their regression coefficients can be expected. This argument alone justifies
the need for an objective model choice approach in which vague prior information is assumed.
Hence, within each model, we consider default prior distributions on the regression coefficients and
error variance. Default priors for normal regression parameters are improper and thus cannot be used,
since they lead to an indeterminate Bayes factor (Berger and Pericchi 2001). This has urged the objective
Bayesian community to develop various methodologies to overcome the problem of prior specification
in model-selection problems. One of the proposed approaches is the expected—posterior prior (EPP)
of Pérez and Berger (2002). Starting from a baseline (typically improper) prior 7)Y (6,) of parameters

Econometrics 2020, 8, 17; d0i:10.3390/econometrics8020017 www.mdpi.com/journal/econometrics


http://www.mdpi.com/journal/econometrics
http://www.mdpi.com
https://orcid.org/0000-0001-8514-6911
https://orcid.org/0000-0002-7615-0334
http://dx.doi.org/10.3390/econometrics8020017
http://www.mdpi.com/journal/econometrics
https://www.mdpi.com/2225-1146/8/2/17?type=check_update&version=2

Econometrics 2020, 8, 17 2 of 15

0y = (By,0¢) of model My, the approach relies on the utilization of the device of “imaginary training
samples". If we denote by y* the imaginary training sample of size n*, the EPP is defined as

mEP(00) = [ 7N (6uly") m vy M

where n}‘] (0/|y*) is the posterior distribution of 6, for model M, using the baseline prior né\’ (6y) and
data y*. A usual choice of m* is m*(y*) = m{Y (y*) = f(y*|My), i.e., the marginal likelihood, evaluated
aty*, for a reference model My under the baseline prior 7}’ (6p). Then, for £ = 0, it is straightforward to
show that 7t§""(6y) = 7)Y (8y). Under the variable-selection problem, the usual choice is to consider
M to be the “null" model with only the intercept; this is the choice considered in this paper in the
last two experimental sections. In a more general setting, we can assume that the response variable
is known to be explained by k¢ variables (including the intercept) that form the reference model M,
and, by some subset of p, other explanatory variables that form models under comparison. Thus, in the
rest of the paper, we assume that M) is nested to all other models under comparison. Under this
more general case, we denote by 8y = (B, 0p) the parameters of My, and by Xy, its design matrix
(assumed to be of full rank). Since My is nested in every other competing model M;, with parameters

01 = (B;,01) and design matrix X; (again assumed to be of full rank), we can henceforth assume that

X1 = [Xo|X¢, ] and By = (,Bg , ,BETI) T, so that B, is a “common” parameter between the two models,
and B, is a model-specific. The use of a “common” parameter f, in nested model comparison is
often made to justify the employment of the same, potentially improper, prior on B, across models.
This usage is becoming standard—see, for example, Bayarri et al. (2012); Consonni et al. (2018). It can be
justified if, without essential loss of generality, we assume that the model has been parametrized
in an orthogonal fashion, so that Xg X7 = 0. When Mj is the “null" model, the above assumption
can be easily justified, if we assume that, again without loss of generality, the columns of design
matrix X of the full model, containing all p available explanatory variables, have been centred on their
corresponding means, this makes the covariates orthogonal to the intercept, and gives the intercept
an interpretation that is “common” to all models.

When comparing models My and M;, under the EPP methodology, imaginary design matrices
X*, with n* rows, should also be introduced; ki + 1 < n* < n. In what follows, we denote by X; and
X; = [X§ \le] those imaginary design matrices under models My and M respectively. As before,

we assume that those matrices are of full rank. Furthermore we denote by Pj = Xj (Xo*sz) ' X’gT.
The selection of minimal training sample size n* was proposed by Berger and Pericchi (2004) to make
information content of the prior as small as possible, and this is an appealing idea. Then, X* can be
extracted from original design matrix X by randomly selecting n* from the n rows.

To diminish the effect of training samples, Fouskakis et al. (2015) generalized the EPP
approach by introducing the power—expected—posterior (PEP) priors, combining ideas from the
power—prior approach of Ibrahim and Chen (2000) and the unit-information—prior approach of
Kass and Wasserman (1995). As a first step, the likelihoods involved in the EPP formula are raised to
the1/0 (6 > 1) power and are then density-normalized. This power parameter ¢ could be then set equal
to the size of training sample n* to represent information equal to one data point. Fouskakis et al. (2015)
further set n* = n; this choice gives rise to significant advantages, for example, when covariates are
available, it results in automatic choice X* = X; therefore, the selection of a training sample and its
effects on the posterior model comparison are avoided while still holding prior information content at
one data point. In the last two sections of this paper, this recommended setup (6 = n* = n) was used.

Specifically, the PEP prior under model M; is defined as

el (0110) = P (81) = /ﬂf’(ﬂlly*,(S)m*(y*lcS)dy*r &)
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with

Y (61]y*,6) o« f(y*[61,8, My)m] (67)

* f(y*wl/Ml)l/é
f(y ‘91,(5,M1) " it
[ f(y*161, M) /2dy

As before, we choose
m(y"10) = m} (y'16) = [ £(y"160,8, Mo) ) (60)d6o

where s
. f(y*[60, Mo)
f(y |60/51M0) = " <
[ f(y*160, Mo)'/%dy

Regarding the baseline prior, under model M;, we use

—(1+d
(B, o) = eandl (By, 1) = oy T,
while under model M we use
—(1+4,
70 (Bo, 00) = cort§l (B, 00) = cooy ™,

where ¢y and c; are the unknown normalizing constants of 7t{(B,, 0p) and 7{!(B,,01) respectively.
Usual choices for dy and d; are dy = d; = 0 (resulting to the reference prior) or dy = ko and
dy = kp (resulting in the dependence Jeffreys prior). In the last two experimental sections of this paper,
the former case was used. Under the above setup, the PEP prior of the reference model is equal to the
corresponding baseline prior, that is, 7707 (B, 00) = 7 (By, 00).

One of the advantages of using PEP priors (or EPPs for § = 1) is that the impropriety of baseline
priors causes no indeterminacy of the Bayes factor. More specifically, the resulting Bayes factor for

comparing model M; to M takes the form of

B10 fff(y|ﬁ1’0—1/Ml)n{)EP(ﬁl,O—l)dﬂld(Tl
fff(y|ﬁ0’00/ MO)T[gEP(ﬁO/O'O)d,BOdO'O

*|Bo1,6,M) el (B * *
T Jf(ylBy, o1, Mi) [f ati %(yi‘);l Bui) N (y*|6)dy* | Ay doy

_ ®)
I J f(yBo, 00, Mo) Y (B, 00)dBydoy
where, for / = 0,1,
1) = [ [ 1Beoed MY (B, 00)dBydo

= o [ [ 1" 1Brow o, M) (B )dp

= comy (B, 00)-
Therefore, returning back to Equation (3), we have that

J S S F1Byon M) (5 1By, 0,6, Mi)erd (B, 01) 228y dp, dor
By = : : )

I [ £y B, o0, Mo)core§! (By, 00)d Bydoy

As is obvious from Equation (4), normalizing constants ¢y and c; are cancelled out; thus, there are no
issues of indeterminacy of the Bayes factor.
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Under the above setup, Fouskakis and Ntzoufras (2020) proved that PEP priors (or EPPs for 6 = 1)
for comparing model My to M; are given by

{767 (Bo,00) = ' (B, 00), 7™ (By, ) }
with
PEP PEP ! PEP
T (Bo1) = om (.30/‘71)/0 (ﬁe/t|¢71,ﬁ0)
1 502
—(dg+1 5 do—ky ndy—do—
o« oy ot )/O Iy (ﬁel;O,?Zel)fB (t’,n by 'ty kl)dt, )

where ¥, = XelT (I« — Pg)X;, - In the above expression,

mPE (B, tor, By) = 7P (Boy It o1, Bo) 7P (1)

is proper and 7'(P EP ( By, o) & 0'; (do+1) ; i.e., the reference prior for the baseline model M.

Using Equation (5), if g = %, following the results of Fouskakis and Ntzoufras (2020), the PEP
prior under model M; can be represented as normal scale mixture distribution:

PEP(ﬁel By, 1) = 0y B /

Jo kal—kO (ﬁel; 0, 30'12261) m1(g)dg, (6)

where fn, (y; p, Z) denotes the density of d-dimensional normal distribution with mean x and
covariance matrix X, evaluated at y, and 711 (§) denotes the prior distribution of parameter g under
model M;. The hyper—prior 7r1(g) for g is given by

g0 g0\ "
f(ga,b6) = ( d ) Mg(la,bf ) , 829, ?)

witha = ”*‘Héﬂ and b = M

The above form of the PEP prior offers great advantages; given g, posterior distributions and
marginal likelihoods can be easily derived in closed-form expressions. However, even without
conditioning on g, those distributions can be written in terms of Appell hypergeometric functions,
and therefore again be derived. Detailed formulas that are also used in the next two sections can be
found in Fouskakis and Ntzoufras (2020). In the following, a parameter of importance is also the
shrinkage w that, under the PEP prior, is equal to 27 = 5 + ;; its posterior mean, used in the following
sections, was analytically derived in Fouskakis and N tzoufras (2020).

Bayesian model averaging (BMA) is a standard Bayesian approach that combines predictions
or estimates of a quantity of interest over different models that are weighted according to their
posterior model probabilities. BMA efficiently incorporates model uncertainty that naturally exists in
all statistical problems. By handling model uncertainty via BMA, we obtain posterior distributions
and posterior credible intervals that are more realistic, and we avoid single model inference that can
be severely biased or overconfident in terms of uncertainty. Moreover, several authors empirically
showed BMA results lead to better predictive procedures (see for example Fernandez et al. 2001a; Ley
and Steel 2009 2012; Raftery et al. 1997). For more details on BMA, also see Hoeting et al. (1999), Steel
(2016, 2019) for BMA implementation in economics.

In this work, we derive Bayesian model averaging estimates under the PEP prior. Furthermore,
we present different computational solutions for deriving the Bayes factor and performing the Bayesian
model average, which are applied in a simulated and a real-life dataset.
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2. BMA Point Prediction Estimates

Let us consider a set of models M, € M, with design matrices X,, where the covariates of the
design matrix Xg (of the reference model M) are included in all models. Thus. we assume as before that

T
Xy = [Xo|Xe,] and B, = (,Bg , ,BET[) . We are interested in quantifying uncertainty about the inclusion or
exclusion of additional columns/covariates X., of model M,. Under this setup, for any model M, € M,

given a set of new values of explanatory variables Xj*“ = [Xg“’w |X£’fw} , we are interested in estimating
the corresponding posterior predictive distribution f(y"*“[y, X[*“, My). Following Liang et al. (2008),
for each model M,, we consider the BMA prediction—point estimator, which is the optimal under

squared error loss and is given by

Upma = E@"“ly.X")= Y  E(y"“ly, X}, M)m(Mly)
MyeM

Y. XPE(Bly, M) (Mly)
Myem

Y {XgewE(ﬁO|y,Mg)+X?wa(ﬁe[|y/M€)}7T(M€|y)/
MyeM

where X"? is the given set of new values of all explanatory variables. Detailed derivations of posterior
means E(By|y, M;) and E(B,, |y, M;) are provided in Section 4.1 of Fouskakis and Ntzoufras (2020).

If we now further assume that X} X; = 0, then the posterior means of the coefficients are considerably
simplified to

E(Byly, My) = Bo and E(‘Beé\y,Mé) —E (;%

Y, Mz) B.,

where B, = (XJXo)"'X[y and Be[ = (X;,Xe,)'X1 y. Hence, assuming in a similar fashion that

(Xgew)TX’l?"w = 0, the posterior predictive mean, under model My, is now reduced to

T = Ely X0 M) = X By + X0 E (v M) B, ®)
and the corresponding BMA point prediction estimate is now given by
Tia = XeUBo+ Y XEUE(Gply M) B w(Myly). ©)
MyeM

The expected value of the posterior distribution of w = g/(g + 1) in Equation (9) is given by

ntdo—ko _ n+do—k, ke—ko . 1 1
s _h <b' 2 7+ St tatb; 1+7¢5R,0'5+1)

E ,My) = X ,
(w|y Z) 5 + 1 F] <b n+d207k0 _ 7l+d20—k( ky Ekg +a+ b 1+01R 511>
4 7 7 4 0 7

(10)

while posterior model probabilities 7r(M;|y) « f(y|M)m(M;) in Equation (9) can be calculated using
the closed—form expression of the marginal likelihood

B (@ +a, b) ntdg—kg _ntdg—ky
fylMe) = f(y[Mo) x T B X (6+1)7 2 (1+6Rp) 2
+do—ki +do—ky  ky—k . 1 1
XFl(b,” o 0 _n o=k, /20+a+b,m,m), (11)

where F; (', b}, b}, ¢’; x,y) is the hypergeometric function of two variables or Appell hypergeometric

. *dy— * oy —dy— 1-R?2 . . ..
function, a = 2 +'§0 kz, b =1 +d12d° ki and Ry = ﬁ, with R% and R% being the coefficients



Econometrics 2020, 8, 17 6 of 15

of determination of models M, and M)y, respectively. For the detailed derivation of Equations (10)
and (11), see Fouskakis and Ntzoufras (2020, Sections 4.2 and 5.2, respectively).

3. Computation and Evaluation of BMA Prediction

For small-to-moderate sample spaces, it is straightforward to implement full enumeration of
the model space and calculate the marginal likelihoods by using Equation (11) and the Appell
hypergeometric function. This function is available, for example, in the R package tolerance;
see Function F1. Alternatively, it can be calculated using standard methods for the computation
of one-dimensional integrals.

In our applications of Sections 4 and 5, we did not observe any “precision” problems with the
calculation of the Appell hypergeometric function. Nevertheless, in the case of overflow issues in the
implementation of this approach (e.g., for large n), using a simple Laplace approximation (preferably
on log(g)) can be an effective and relatively precise alternative.

Another way to estimate each marginal likelihood is by using simple Monte Carlo schemes.
For example, we can simply generate values of g from its posterior distribution (see Fouskakis and
Ntzoufras 2020), or some good approximations of the posterior distribution of g, and then calculate
the final marginal likelihood as the mean of the conditional marginal likelihoods, which can be easily
derived in closed-form expressions over all sampled values of g.

In the case of large model space, when full enumeration is not computationally feasible, we can
implement a Markov chain Monte Carlo (MCMC) algorithm that could be considered as a simple
extension of MC3 (Madigan and York 1995) with two steps, since all needed quantities are analytically
available given g. In the first step, we update the model indicator by using a simple Metropolis step
where acceptance probability is a simple function of the posterior model odds; in the second step,
we generate ¢ from the marginal posterior distribution of g.

Using any of the above computational approaches, and assuming that My is the “null”
model, we can obtain a BMA prediction estimate by using Equation (9) and implementing the
following procedure:

1. For every model M, € M:

(a) Obtain the least-squares estimates Bg = (BO, Be f) of the regression coefficients using
centered covariates.

(b)  Calculate the posterior expected value of w from Equation (10).

(c)  Calculate ;" from Equation (8).

2. Implement Equation (9) to calculate jy; 4, as the weighted average of 7},

M, € M using posterior model probabilities as weights.

7% over all models

Evaluation of prediction accuracy or goodness of fit can be achieved by the square root of the mean
of the squares (RMSE) between the observed and the fitted /predicted values or the corresponding
mean absolute deviation (MAD) given by

Shew
—Yi My |7

RMSE(M,) = \/if (vi— ;77;%) and MAD(M;) = i
i=1 =1

respectively. In the illustrated example of Section 4, we present the RMSE and the MAD for the
maximum-a-posteriori (MAP) model and the median-probability (MP) model, as well as for the full
BMA (with all models), the BMA for the 10 highest a—posteriori models, and for the models with
posterior odds versus the MAP model of at least 1/3.

In addition, in Section 5, we compare the predictive performance of PEP with that of other
mixtures of g-priors. For the application considered in Section 5, we randomly partition the sample
B times in modelling and validation subsamples of a fixed size. Then, we calculate the BMA-log
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predictive score (BMA-LPS); see, for example, Fernandez et al. (2001b). Specifically, for each partition,
we denote by M = {y™, XM} the modelling subsample of size n, and by V = {y", X"} the validation
subsample of size n¥, where n = n™ + 1. The BMA-LPS then is given by

n
BMA—LPS:f Zlog f g™ xY), (12)
where
FE XY = Y f M XY, M) (M [yt
MyeM
fl/ 'Y | 0) M
= l TT(Mely™)
o ey My

Campenm fy g™ M) e(My)
Yy enm f(yMIMy) 7t (My)

(13)

with 7(M;|y™) and 71(M;) denoting the posterior (given the data in the modelling subsample) and
prior probabilities of model M, respectively. Smaller values of BMA-LPS indicate better performance.

Concerning the computation of Equation (12), it is obvious that, when full enumeration is feasible,
we can calculate the BMA-LPS by using Equation (13) for all models under consideration; for the
evaluation of marginal likelihoods in the numerator and denominator, we use Equation (11). In the
case where the number of predictors (and thus the number of induced models) does not allow full
enumeration, there are three direct computational approaches that we may use:

1. Model search using MC? algorithm (Madigan and York 1995): this approach can be used since
the marginal likelihood is readily available, but it is not very efficient, especially for large model
spaces, since both the numerator and the denominator in Equation (13) are greatly affected by
the number of visited models, and hence by the number of iterations of the algorithm.

2. g-conditional MC? algorithm: hyper-parameter g is generated by its marginal posterior
distribution; then, we use the conditional on g marginal likelihood to move through the model
space; this is the approach used by Ley and Steel (2012). Under this setup, f(y [y, X") is
estimated by

M|g(t), M)

2 fly!
f(]/f’qu XV Z M|g , M)

7

where T is the total number of MCMC iterations, g(t) is the generated value of g at iteration ¢,
and M) is the visited model at iteration ¢.

3. Fully Bayesian variable-selection MCMC: density f (ylV]yM,XV) is estimated by the MCMC
average of the sampling—density function of each visited model M(!), evaluated at y;, for each
generated set of the model parameters. This is the approach we used in Section 5. More specifically,
we implemented the Gibbs variable-selection approach of Dellaportas et al. (2002).

4. Simulation Study

In this section, we illustrate the proposed methodology in simulated data. We compare the
performance of the PEP prior and the intrinsic prior, the latest as presented in Fouskakis and Ntzoufras
(2020) and in Womack et al. (2014), by calculating the RMSE and the MAD under different BMA setups,
as explained in Section 3.
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We considered 100 datasets of n = 50 observations with k = 15 covariates. We ran two different
scenarios. Under Scenario 1 (independence), all covariates were generated from multivariate normal
distribution with mean vector 0 and covariance matrix I;5, while the response is generated from

Y; ~ N(4+2X;1 — X;5 + 1.5X;7 + X; 11 +0.5X;13, 2.5%), (14)

fori=1,...,50. Under Scenario 2 (collinearity), the response was again generated from Equation (14),
but this time, only the first 10 covariates were generated from multivariate normal distribution with
mean vector 0 and covariance matrix Iy, while

X ~ N(0.3X;1 +0.5X;5 +0.7X;53 + 0.9X;4 + 1.1X;5, 1), (15)

forj=11,...,15i=1,...,50.

With k = 15 covariates, there are only 32,768 models to compare; we were able to conduct full
enumeration of the model space, obviating the need for a model-search algorithm in this example.

Regarding the prior on the model space, we considered the uniform prior on the model space
(uni), as well as the uniform prior on model size (BB), as a special case of the beta-binomial prior
(Scott and Berger 2010); thus, in what follows, we compare the following methods: PEP-BB, PEP-Uni,
I-BB and I-Uni; the first two names denote the PEP prior under the uniform prior on the model space
and the uniform prior on model size, respectively; the last two names denote the intrinsic prior under
the uniform prior on the model space and the uniform prior on model size, respectively.

Figure 1 presents the RMSE and the MAD under Scenario 1. The uniform prior on the model
space (PEP-Uni and I-Uni) supported MAP models with better predictive abilities. Similar was the
picture when we implemented BMA with any of the three approaches. PEP-BB behaved slightly worse
than the rest of the methods, suggesting that the BB prior is possibly undesirable for PEP, since it
over—shrank effects to zero.

Root Mean Square Error (RMSE) Mean Absolute Deviance (MAD)
AP model | -MP model | Full BMA | I BMA PO>1/3 MAP model | VP model | Full BMA | i BMA PO>1/3
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Figure 1. Simulation scenario 1. Predictive measures for maximum-a—posteriori (MAP) and
median—probability (MP) models and Bayesian model averaging (BMA) using all models (full) and
highest a—posteriori models [best 10 models and models with posterior odds (PO) versus the MAP
model of at least > 1/3].

In Figure 2, we present the RMSE and the MAD under Scenario 2. The pattern was the same as
that under the independence case scenario.
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Root Mean Square Error (RMSE) Mean Absolute Deviance (MAD)
MAP model | MP model | FullBMA ! ! BMA PO>1/3 MAP model | MP model | FullBMA ! ! BMA PO>1/3

3.0

25

PEP-Uni
PEP-Uni
PEP-Uni
PEP-Uni
PEP-Uni
PEP-Uni
PEP-Uni
PEP-Uni

Figure 2. Simulation scenario 2. Predictive measures for maximum-a—posteriori (MAP) and
median—probability (MP) models and Bayesian model averaging (BMA) using all models (full) and
highest a—posteriori models [best 10 models and models with posterior odds (PO) versus the MAP
model of at least > 1/3].

5. FLS Dataset: Cross-Country Growth GDP Study

In this section, we consider the dataset of Fernandez et al. (2001b) (also known as the FLS dataset)
that contains k = 41 potential regressors for modelling average per capita growth over the period
of 1960-1992 for a sample of n = 72 countries. More details on the dataset can be found in
Fernandez et al. (2001b).

Emphasis was given to the posterior mean model size, to the posterior distributions of ¢ and w,
and to the comparison of the predictive performance of PEP with that of other mixtures of g—priors
using the BMA-LPS as presented in Section 3. To calculate the BMA-LPS, we randomly partitioned
the sample B = 50 times in modelling and validation subsamples of fixed sizes 1™ = 62 and n" = 10,
respectively, as in Ley and Steel (2012).

Regarding the prior on the model space, we considered the uniform prior on model space (uni),
the uniform prior on model size (BB), and the beta-binomial prior with elicitation (BBE) using the
recommended value of m = 7, as in Ley and Steel (2009); Ley and Steel (2012).

Results under the PEP prior were compared to the ones obtained under (a) the hyper—g/n prior,
with the recommended value of a5, = 3, as in Liang et al. (2008); and (b) the benchmark prior, with
the recommended value of ¢, = 0.01, as in Ley and Steel (2012). Further comparisons with other
mixtures of g-priors could be made using the results of Section 8.1 in Ley and Steel (2012). Thus, in what
follows, we make 9 comparisons in total; we use labels PEP—uni, PEP-BB, PEP-BBE, Hyper—g/#—uni,
Hyper—¢/n-BB, Hyper-g/n-BBE, Benchmark—uni, Benchmark-BB, and Benchmark-BBE to denote
the PEP, the hyper—¢/n, and the benchmark priors (under the recommended values of their
hyper—parameters), respectively, combined with the different priors on the model space, i.e., the uniform
on model space, the uniform on model size, and the beta—binomial with elicitation (i = 7), respectively.

A fully Bayesian variable selection MCMC algorithm was used, as described in Section 3; we used
MCMC chains of 10,000 length after a burn-in of 1,000, which was found to be sufficient for the
convergence of the quantities of interest here.

In Figure 3 we present box plots of BMA-LPS values over the 50 validation subsamples.
Hyper-g/n and benchmark priors seemed to perform slightly better, but in general, we could infer that
no noticeable differences were observed regarding the predictive performance of each combination of
priors on the model parameters and model space.
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Figure 3. FLS dataset: box plots of BMA log predictive scores over 50 prediction subsamples.

In Figure 4, we present box plots of the posterior mean model size of visited models over the
50 modelling subsamples. When all three priors (PEP, hyper—g/n and benchmark) were combined
with the beta—binomial prior (with and without elicitation) on model space we end up visiting models,
with considerably lower, on average, size. The pattern is the same under all three priors used for the
model parameters; the size, on average, of the visiting models is higher under the uniform prior on
model space, followed by the beta—binomial without elicitation and the beta-binomial with elicitation.
Regarding the sampling variability of the posterior mean model size, this is higher (for all three
priors used on model parameters) when the beta-binomial without elicitation is used, followed by the
beta-binomial with elicitation and the uniform prior on model space. The hyper—g/n and benchmark
priors produced results that almost coincide when combined with the same prior on the model space.
On the other hand, the PEP prior, seems to result in an approach that is more parsimonious, in contrast
to the approaches resulting under the hyper—g/n and the benchmark priors when comparisons are
made under the same prior on model space; the differences are sharper when the beta—binomial
(with and without elicitation) prior on model space is used.

Box plots of the posterior medians of g (on a log scale) over the 50 modelling subsamples are
provided in Figure 5. For all three priors used on model parameters, posterior medians of g are
slightly smaller under the uniform prior on model space, followed by the beta—binomial prior without
elicitation and the beta—binomial prior with elicitation. Additionally, posterior medians of g are smallest
for the hyper-g/n and benchmark priors and largest under the PEP prior using any of the three priors
on model space. Furthermore, we observe that the sampling variability of posterior medians across
the 50 subsamples under the PEP prior was very small.

This behavior was expected, since the PEP prior induced a lower bound on g that was equal to
n. In addition, in Figure 6, we present box plots of the posterior medians of the shrinkage factor w
over the 50 modelling subsamples. Findings, as expected, were similar as the ones from Figure 5;
a—posteriori, the median of the global shrinkage factor w under the PEP prior was close to the value
of 1, implying that the induced method was more parsimonious across models, and the prior was
generally noninformative (and less informative compared to the hyper—g/n and benchmark priors)
within each model, since most of the information was taken from the data.
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Posterior Mean Model Size of Visited Models
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Figure 4. FLS dataset: box plots of posterior mean model size of visited models over 50 prediction
subsamples.
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Posterior Medians of Shrinkage w=g/(g+1)
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Figure 6. FLS dataset: box plots of posterior medians of the shrinkage factor w over 50 prediction
subsamples.

Following the comment of a referee stating that the posterior values of g under the PEP prior are
concentrated at the lower bound (which is equal to 1), thus implying that the PEP prior degenerates to
a fixed prior choice of g, we further present the histograms of the posterior medians and the posterior
standard deviations of g for the FLS data; see Figures 7 and 8, respectively. From these histograms,
it is obvious that the posterior medians were not concentrated at the left bound.

The range of posterior medians of ¢ (across the 50 modelling subsamples of size n* = 62) was
actually from 122 to 128 for PEP-Uni and slightly higher for PEP-BB and PEP-BBE; see Figure 7.
Moreover, posterior standard deviations were in the range of 17.5-21 for PEP-Uni and slightly higher
for PEP-BB and PEP-BBE; see Figure 8. Clearly, PEP priors were not concentrated at the lower bound
(which was equal to n™ = 62), and standard deviations were large enough to allow for posterior
uncertainty on g. On the other hand, both hyper—g/n and benchmark priors supported posterior
medians of g in the range of 20-55 that, in some subsamples, was much lower than that of the
sample size of n™ = 62. This raised the question of whether all model parameters are over-shrunk
toward the prior mean for specific subsamples. Moreover, posterior standard deviations under both
hyper-g/n and benchmark priors for g fell in the range of 10-30 under the Uni and BB priors on
model space, and even higher under the BB prior (10-80 and 10-90 for hyper-g/n and benchmark
priors respectively) and under the BBE prior (15-50 and 10-110 for hyper—g/n and benchmark priors
respectively). We raise two points for discussion here. First, the variability of the posterior distribution
of g across the 50 modelling subsamples was high, although all datasets were subsamples from the
same larger dataset. Second, for some modelling subsamples, standard deviation was very high
(compared to the subsample size) that, in combination with the low posterior medians, may result in
a “waste” of valuable posterior probability in informative prior choices (within each model), and to
the inflation of the posterior probability of irrelevant models with low practical usefulness.
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6. Discussion

In this article, we derived a Bayesian model average (BMA) estimate of a predicted value on
a variable-selection problem in normal linear models using the power—expected—posterior (PEP)
prior. Furthermore, we presented computation and evaluation strategies of the prediction accuracy,
and compared the performance of our method with that of similar approaches in a simulated and
a real data example from economics.

An interesting point of discussion is the fact that the lower bound imposed on g seemed to drive
the final results under the PEP prior. Of course, we could still specify the PEP prior with smaller values
of 6 in order to consider different weighting of the imaginary data. By this way, the bound (via the choice
of §) could be lower; thus, we might leave g to take values in a wider range. Nevertheless, under the
recommended PEP prior specification, detailed analysis with the FLS data did demonstrate that the
posterior medians of g across the 50 modelling subsamples were far away from the lower bound.
Furthermore, posterior standard deviations were high enough to allow for satisfactorily posterior
uncertainty for g. On the other hand, using other hyper—priors for g, like the hyper—¢ or the hyper—¢/n,
which do not restrict the range of values for g, resulted in high posterior standard deviations of g that,
in combination with low posterior medians, may result in a “waste” of valuable posterior probability
in informative prior choices (within each model), and to the inflation of the posterior probability of
irrelevant models with low practical usefulness. This behavior has two side effects: (a) the posterior
probability of the MAP model was considerably lower than the one obtained by methods with fixed
prior choices for g, and (b) the posterior inclusion probabilities for the nonimportant covariates would
be inflated towards 0.5; see Dellaportas et al. (2012) for an empirical illustration within the hyper-g
prior setup.

Our results implied that the PEP prior was more parsimonious than its competitors. We do not
claim that this property is always the best practice in variable-selection problems. The choice of
parsimony or sparsity depends on the problem at hand. When we have a sparse dataset where
important covariates are very few, then the PEP prior probably acts in a better way than other
competitors that may spend a large portion of the posterior probability to models that are impractical
in terms of dimension and sparsity.
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