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Abstract: This paper provides a new method to nonlinear control theory, which is developed from
the eigenvalue assignment method. The main purpose of this method is to locate the pointwise
eigenvalues of the linear-like structure built by freezing the nonlinear systems at a given time instant
in a desired disk region. Since the control requirements for the transient response characteristics are
the major constraints on the selection of the disk centre and radius, two different update algorithms
are also developed to reshape the disk region by changing the disk centre and radius at each time
step. The effectiveness of the proposed methods is tested in both simulations and experiments. A
validated three-DOF laboratory helicopter is used for experiments.

Keywords: regional eigenvalue assignment; robust control; nonlinear systems; transient response;
stability margin; real-time control; 3-DOF helicopter

1. Introduction

The Eigenvalue assignment method (EAM) is frequently used in control applications
to accomplish control objectives since it allows designers to alter the stability and transient
response characteristics in a desired way [1–4]. Undoubtedly, this ability of the EAM arises
from the way they can relocate the closed-loop system eigenvalues to some prescribed
positions or regions. To achieve this aim, two EAMs were developed, namely, the exact
pole placement (EPP) and regional eigenvalue assignment (rEA).

The EPP method has been developed to precisely locate the eigenvalues of the closed-
loop system at the desired locations on the left side of the complex plane and then keep
these eigenvalues there throughout the entire process. As is well known, all control methods
possess their own disadvantages. The most distinct disadvantage of the EPP method is the
excessive control effort required to ensure that the locations of the closed-loop eigenvalues
are unchanged. Additionally, this strict constraint on the eigenvalue locations also reduces
the design flexibility. Therefore, many researchers have developed different rEAs, aiming
specifically to locate the closed-loop eigenvalues in user-defined regions rather than at
some fixed locations. This approach provides more flexibility than other methods [5,6].

One of the most important considerations in rEA is the selection of the region shape
and location because they have a great effect on the system response and control effort.
In the literature, previous studies have developed different bounded or unbounded regions
formed as a disc, sector, ellipse, etc., for the linear systems [5–8]. The disc or circular region
is one of the most used bounded regions in rEA [9–12]. The disc parameters, namely the
disc centre and radius, can be determined, considering the control requirements for the
stability margin and the maximum overshoot [13]. Since the eigenvalues are only allowed
to locate in a circular region on the left half of the complex plane, the system responses can
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be shaped as required. The desired system response can be produced by either shifting
the centre of the disc with a fixed radius or by changing the radius of the disc with a fixed
centre. In these studies, a fixed region has been selected.

Another important issue in the rEA is to derive a control law, enabling the closed-loop
system eigenvalues to be located within a defined region. The Linear Matrix Inequality
(LMI) method is one of the most frequently used methods in rEA. Ling [14] used the LMI
method to control a MIMO system. The algorithm was tested in simulations and the results
showed that the desired performance was achieved. Another LMI approach was used to
design a controller for a power system [15]. A guaranteed-cost reliable controller with a
regional pole placement method was designed to tackle with the cases where the actuators
were faulty. Besides providing the guaranteed cost, the designed fault-tolerant controller
was able to shape the transient response successfully according to the design criteria defined
in terms of damping ratio, settling time and stability. Wisniewski et al. proposed a regional
pole placement based approach to ensure the minimum damping factors for discrete-time
systems by placing the eigenvalues in some non-convex regions. The experimental and
simulation results showed that the method had created a reasonable balance between the
mathematical approximation accuracy and computational complexity [16]. In another
approach, the LMI method was used to allocate the partial eigenvalues of a linear time-
invariant system in three different regions, i.e., strip, sector and disc, instead of the entire
system’s eigenvalues [17]. Then, a set of simulation studies were performed to examine the
effectiveness of the approach, and the results showed that the partial eigenvalue allocation
was successfully performed with a reliable accuracy. Although the LMI-based rEA method
has been tested both in simulation and experimental studies, these studies have been
limited to linear systems, and the fixed regions have been considered.

The rEA using the LMI method is generally used for linear systems. However, some
approaches developed for nonlinear systems are also available in the literature. Baker et al.
have designed a robust feedback controller by using the rEA solved by LMI approach to
deal with Lipschitz-type nonlinearities in continuous-time systems [18]. In this study, three
different design procedure were established. In the first case, the only aim was to place
the eigenvalues corresponding to the linear parts of the controller and observer to ensure
the asymptotic stability. On the other hand, in other cases defined in [18], the eigenvalues
corresponding to the linear part of the controller and observer were placed in two separate
regions. Moreover, the H2 performance criterion was included to the rEA in the third case
to ensure the robustness against the bounded nonlinearities. This study differs from the
literature in that it takes nonlinearity into account and defines separate regions rather than
a single region. However, the desired region is still defined as fixed and does not change
over time. Additionally, although the nonlinearity of the system is taken into account,
the rEA method was used to place the eigenvalues of the linear part of the system into
two separate regions. The rEA can be not only used for some hypothetical systems but
also real systems. In a previous study [19], an alternative rEA approach was developed
for the flight control design to offer a solution of the tracking problem of an unmanned
aerial vehicle. In this approach, the eigenvalues can be placed in multiple regions instead
of a single specific region to improve the tracking performance and provide more design
flexibility than the traditional approach. There are also different studies in the literature
using rEA with LMI [20–24]. Although the LMI-based rEA method is a very frequently
used method, as can be seen from the literature, it has not been used in nonlinear systems
and the selected regions are defined as fixed regions.

In the literature, besides the LMI method, there are also different rEAs. In [25],
the harmony search algorithm was applied to design a state feedback control for a robust
eigenvalue assignment in either a single circular region or a set of non-intersecting circular
regions. The results showed the proposed method achieved better robustness against the
uncertainties with an upper bound, and a Riccati-equation-method-based approach was
unable to place the eigenvalues in the desired region. A PID controller is also used with
regional pole assignment in the literature. A new robust discrete-time gain-scheduled PID
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controller method was proposed in [26]. The method depends on regional pole placement
using quadratic cost function, and a parameter-dependent Lyapunov function was used to
guarantee closed-loop system stability. The results showed that the desired performance
was achieved by locating the eigenvalues of the closed-loop system in the user-defined
region. In another approach using rEA with H2 quadratic cost function, a robust PID
controller was designed [27]. LMI regions and the extended original derivative of the
Lyapunov function were utilised to stabilise the system and design controller for uncertain
polytopic systems. The results showed that all eigenvalues of the closed-loop system were
located in the user-defined LMI region using the proposed method. Another approach for
assigning the closed-loop eigenvalues within a user-defined region is to optimally locate
the eigenvalues within the desired region. Furuta and Kim proposed a new theorem using
a modified Riccati equation for both continuous and discrete systems [7]. In this theorem,
all eigenvalues of the closed-loop linear system can be located in a disc region by a state
feedback optimal control law. They also investigated the robustness of the control approach
by evaluating the gain and phase margins. In [28], the linear quadratic regulator theory was
used, and the optimal controller gain was obtained by solving a matrix Riccati equation.
The proposed algorithm differs from other studies in the literature [7,29,30] in that it locates
all eigenvalues of the closed-loop system inside a disc with a maximum desired region
area in the logarithmic spiral corresponding to a desired damping ratio. As seen from
studies in the literature, the rEA method was developed using linear control methods.
However, there is a lack of development of nonlinear control rules for rEA in nonlinear
systems. Additionally, studies have been carried out on the control rule that will place the
eigenvalues in a fixed region.

The state-dependent Riccati equation (SDRE) can be also used to design the rEA
controller for nonlinear systems. In [31], a state-dependent regional pole assignment
controller design was proposed for a class of nonlinear systems. The SDRE was modified
using the given disc parameters to ensure that eigenvalues located into the desired disc
using the modified optimal control law. The method was modified from the given study
in [7] to derive a state-dependent feedback control law enabling the pointwise eigenvalues
of the closed-loop system matrix to be located in a desired disc region at each time step.
The effectiveness of the method was tested experimentally using three-DOF helicopter
setup, and the results were compared with the linear pole assignment method developed
in [7]. This method was combined with the sliding mode control method in another
study [32]. The experimental study results revealed that the maximum overshoot and
settling time can be decreased if the disc centre is selected to be sufficiently further away
form the imaginary axis and the disc radius is sufficiently small. Even though these studies
differ in terms of using the nonlinear control rule, they are similar to other studies in the
literature in terms of region selection and the fact that the selected region is fixed.

In this study, a suboptimal control law based on an rEA method using the disc
geometry is introduced to control a class of nonlinear systems that can be parameterised
in a linear-like form, mimicking a linear time-invariant (LTI) system at each instant of
time. The main contribution of the proposed method is that it offers a way to select
the suitable disc parameters in the rEA method. The selection of the parameters (centre
and radius) of the disc is the most important issue in this method [7,28]. As mentioned
previously, the selected disc region affects the stability, control efforts and transient response
characteristics. When the disc centre is chosen further away from the imaginary axis, higher
control efforts are needed. However, it is not true in some cases–for example when high
inertial system is intended to behave similarly to highly manoeuvrable systems. On the
other hand, a disc whose centre is closer to the imaginary axis and whose radius increases
results in longer settling times, more oscillatory response and lower stability margin of the
system. Due to this fact, the disc parameters should be selected in accordance with the
control and stability requirements. Therefore, this paper introduces two update algorithms
to determine the disc parameters online which are not handled in the previous studies.
The key contributions of the proposed method can be listed as follows:
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1. We extended the rEA that had been proposed for linear systems in [7] to the state-
dependent rEA for controlling the “frozen” nonlinear systems.

2. In our previous studies [31,32], all pointwise eigenvalues of the “frozen” closed-loop
system of the nonlinear systems were located in the desired fixed disc region at
each time step by using the state-dependent rEA. In this study, we propose two new
algorithms that are used to update the disc parameters depending on the locations of
the pointwise eigenvalues at the current time for improving the stability and response
characteristics according to the design criteria.

This paper is organised as follows. Section 2 presents the methodology of the state-
dependent regional eigenvalue assignment and two new algorithms used to update disc
region. The three-DOF helicopter and the experimental results are presented in Section 3.
Section 4 presents the conclusions.

2. Methodology

The rEA using disc geometry was first developed for linear systems to place the closed-
loop system eigenvalues of the linear system into a user-defined disc. This approach is also
applied to the control of the nonlinear systems. First, the nonlinear system is restructured in
a linear-like form consisting of the state-dependent system and input matrices by using an
extended linearisation method. Then, the system and input matrices of this parameterised
system are evaluated at the current time and they are kept constant from the current time
instant to the next time instant. This approach enables a different linear system to be created
at each time instant. Then, a state-dependent feedback control law is used to enclose the
open-loop linear system at each time instant so that the pointwise eigenvalues of the closed-
loop system can be placed inside the defined disc. The difference of this approach from
the linear approach is that in the linear case, the locations of the eigenvalues in the disc
are fixed, whereas in the nonlinear case, the locations of the pointwise eigenvalues can
move inside the disc at each time instant because of the changing dynamics of the system.
In this section, we will first describe the methodology of the state-dependent regional
eigenvalue assignment (SDREA) introduced in our previous studies [31,32]. Then, we will
define two different update algorithms to update the disc parameters at each time instant,
and we will complete the section with a simulation study to verify the effectiveness of the
proposed algorithms.

2.1. State-Dependent Regional Eigenvalue Assignment for Control of Nonlinear Systems

Consider the nonlinear system defined as

ẋ(t) = f (x) + B(x)u(t), x(0) = x0 (1)

where x(t) ∈ Rn is the state vector and u(t) ∈ Rm is the control input vector. f (x) :Rn→Rn

and B(x) :Rn→Rn×m with B(x) 6= 0 ∀x are known nonlinear functions.
To design a state feedback control for the nonlinear system (1), it is firstly parame-

terised into a linear-like structure using the extended linearisation technique (See [33] for
more details). This parameterisation results in

f (x) = A(x)x (2)

where A(x) : Rn → Rn×n is a continuous state-dependent matrix-valued function. If the
following two conditions are met, (2) can be achieved.

• Given a bounded open set Ω ⊆ Rn, f (x) is a continuously differentiable vector-valued
function; that is, f (x) ∈ C1(Ω).

• Given a bounded open set Ω ⊆ Rn, the origin x = 0 ∈ Ω is an equilibrium point of
the system (1) with u(t) = 0; that is, f (0) = 0.

The following proposition guarantees the existence of the parameterisation of f (x).
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Proposition 1 (See [33]). Let f : Ω → Rn be such that f (0) = 0 and f (·) ∈ Ck(Ω), k ≥ 1.
Then for all x ∈ Ω, a state-dependent coefficient (SDC) parameterisation (2) of f (x) always exists
for some A : Ω→ Rn×n.

Then, the nonlinear system (1) can be rewritten in the SDC matrix form as

ẋ = A(x)x + B(x)u(t), x(0) = x0 (3)

where A(x) and B(x) are SDC matrices. For a given vector, x, A(x) and B(x) have constant
values and the linear-like SDC structure (3) can be regarded as an LTI system at each time
step. Therefore, a state-feedback control law is derived using a state-dependent feedback
control law given by

u(x) = −K(x)x (4)

where K(x) : Rn → Rm×n is the state-dependent feedback gain matrix. In this study,
the gain matrix K is determined by using the rEA method so as to ensure that the pointwise
eigenvalues of the closed-loop systems can be kept in the desired disc region at each
time step. For the nonlinear case, A(x) and B(x) in (3) are computed at each time instant
tk to produce a linear-like system comprising of A(x(tk)) = A(xk) = Ak and B(x(tk)) =
B(xk) = Bk (see [33] for more details) and (3) is rewritten as

ẋk = Akxk + Bkuk, x(tk) = xk (5)

In the rEA procedure, the region to which the eigenvalues are assigned must be
defined. Figure 1 illustrates a bounded disc D that is a closed circular region with its centre
at α located on the negative real axis and a radius of r.

Figure 1. Disc D in the left of the complex plane.

The disc parameters (α and r) are obtained from the desired stability margin (µ) and
the damping ratio (ζ). Therefore, these parameters affect the time response characteristics of
the system such as maximum overshoot and settling time. To obtain α and r, the following
geometrical relationships are introduced

θ = cos−1(ζ) (6)

α = µ/(1− tanθ) (7)

r = −(µtanθ)/(1− tanθ) (8)
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From Equations (6)–(8), the limits on the disc parameters can be found according to the
constraints on the maximum overshoot and damping ratio. After the disc parameters are
determined, a suitable control law that does not violate the limit of the disc, thereby causing
the pointwise eigenvalues of the closed-loop system to be located inside the boundary
of the disc, should be obtained. This need can be satisfied by using the state-dependent
regional eigenvalue assignment method (SDREAM) for nonlinear systems, which has been
previously extended from the study [7] developed for the linear systems. Now, it will be
reviewed for the sake of completeness as follows:

Lemma 1. Consider the matrix equation defined as

αA∗k Pk + αPk Ak − A∗k Pk Ak − (α2 − r2)Pk = Qk (9)

where * denotes the conjugate transpose, Qk is a semi-positive definite matrix and λ(Ak) are the
eigenvalues of A(x) at each time instant tk. If a positive definite matrix Pk exists for every tk, λ(Ak)
remain inside the specified disc with its centre at α and a radius of r for every tk .

Proof. λk and vk are defined as the eigenvalue and the eigenvector of Ak, respectively.
Then,

Akvk = λkvk, v∗k A∗k = λ̄v∗ (10)

If the both sides of (9) are multiplied by vk and v∗k , the following equation is derived

v∗{αA∗k Pk+αPk Ak − A∗k Pk Ak − (α2 − r2)Pk}v = v∗Qkv (11)

Substituting (10) into (11) yields

(−α(λ̄k + λk) + λ̄kλk + (α2 − r2))v∗k Pkvk = −v∗k Qkvk (12)

Defining the pointwise eigenvalues as λk = σk + iωk at each time instant tk and
substituting it into (12), then (12) becomes

(−2ασk + σ2
k + ω2

k + α2 − r2)v∗k Pkvk = −v∗k Qkvk (13)

and (13) can be rewritten as

((σk − α)2 + ω2
k − r2)v∗k Pkvk = −v∗k Qkvk (14)

where Pk > 0 and Qk > 0. Therefore, the following inequality is obtained

(σk − α)2 + ω2
k − r2 < 0 (15)

As can be seen from (15), the inequality defines a disc. Therefore, λ(Ak) stay inside
the disc D at each time instant tk. Accordingly, λ(A(x)) also stay inside the disc D for the
whole time range.

Using Lemma 1 and Assumption 1, the following theorem gives the condition to
guarantee that the eigenvalues of the closed-loop system matrix (Ak − BkKk) can be located
in a desired disc defined by (15) at each time instant tk.

Assumption 1. The pairs {Ak, Bk} and {Ak, Q1/2
k } are pointwise stabilisable (or controllable)

and detectable (or observable) for all x.

Theorem 1. Consider the following matrix equation

−α(Ak − BkKk)
∗Pk − αPk(Ak − BkKk) + (Ak − BkKk)

∗Pk(Ak − BkKk) + (α2 − r2)Pk

= −Qk
(16)
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If Qk > 0 and Pk > 0, all eigenvalues of the closed-loop matrix (Ak − BkKk) are located in a desired
disc at each time instant tk.

The following theorem is presented to obtain the state-feedback control law at each
time instant tk

Theorem 2. The feedback control law at time instant tk

uk = −
(

r2R + B>k PkBk

)−1
B>k Pk(Ak − αI)xk (17)

and
Kk = (r2R + B>k PkBk)

−1B>k Pk(Ak − αI) (18)

locates all eigenvalues of (Ak − BkKk) inside a desired disc that is centred at α with a radius of r.
Here, Pk, obtained at tk, is a positive definite symmetric solution of the Riccati equation given as

Pk =
(Ak − αI)>

r
Pk

(Ak − αI)
r

+ H>k Hk −
(Ak − αI)>

r
PkBk(r2R + B>k PkBk)

−1×

B>k Pk
(Ak − αI)

r

(19)

where the weighting matrix R > 0 is selected arbitrarily, and Hk is a matrix such that the pair
(Ak, Hk) is observable.

Proof. Substituting (19) into (18) produces

−α(Ak − BkKk)
>Pk − αPk(Ak − BkKk) + (Ak − BkKk)

>Pk(Ak − BkKk)

+ (α2 − r2)Pk = −r2(K>k RKk + H>k Hk)
(20)

Using Lemma 1 and Theorem 1 together with Qk = r2(K>k RKk + H>k Hk), it is proven
that all eigenvalues of Ak − BkKk locate in the desired disc D at each time instant tk.

Remark 1. The selection of the weighting matrices R and Q has an effect of the locations of
λ(Ak − BkKk). λ(Ak − BkKk) moves inside the disc D by changing the weighting matrices
R and Q.

As can be seen, SDREAM is able to place the pointwise eigenvalues of the closed-loop
system in the defined fixed disc at each time step, and the location of the eigenvalues
changes depending on the state variables sequentially. Although better results are obtained
from SDREAM than the rEA method developed for linear systems in the nonlinear control
application, it still suffers from some disadvantages due to the use of the fixed disc region.
For example, if a disc with a very small radius or the disc centre is chosen too far from
the imaginary axis, excessive control inputs are required, causing some practical issues in
real-time applications due to physical limits of real systems or their actuators. Therefore,
the system responses shaped by the constraints on the settling times and maximum over-
shoots must remain within a certain limit. As will be seen in the following sections, the two
different algorithms are developed to improve the system responses. Both algorithms are
based on the idea that the disc parameters can be updated at each time instant according to
the positions of the eigenvalues at the previous time instant.

2.2. Update Algorithm 1

In this algorithm, the radius of the disc is reduced at each time step, considering the
locations of the “frozen” closed-loop system’s eigenvalues at the previous time instant,
while keeping the centre of the disc constant. In this way, the stability margin and damping
ratio increase at each time instant without exceeding the system limits.
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The initial condition value of α and r, i.e., α0 and r0, are obtained from the stability
margin and damping ratio using Equations (6)–(8). The first control input is calculated from
these values and applied to the system. Then, the eigenvalue locations of the closed-loop
system are determined. The eigenvalue farthest from the centre is selected and the distance
of this eigenvalue from the centre of the disc is computed. In the next time step, the new
radius of the disc is taken as the distance from the farthest eigenvalue to the centre, and the
control input is recalculated at the next time instant; finally, the above steps are repeated.
This process continues until the system reaches equilibrium.

The proposed Update Algorithm 1 is explained in details from the mathematical point
of view as follows:

Algorithm 1 (Update Algorithm 1).
Step 1. The disc centre is fixed at each time step tk and calculated only once from the initial

stability margin and damping ratio using Equations (6) and (7). The initial condition value of
r0 is obtained from the initial stability margin and damping ratio using Equation (8). However,
the radius of the disc that will be used in the next time step is the distance of the eigenvalue farthest
from the centre at the current time instant tk.

α = α0 = µ0/(1− tan θ0) ∀tk (21)

r0 = −(µ0 tan θ0)/(1− tan θ0) for t0 (22)

Step 2. The locations of the eigenvalues and their distance from the centre at the time instant
tk are determined by the following equations

λi(tk) = σi(tk) + jωi(tk), (i = 1, . . . , n) (23)

where λi(tk) denotes the ith eigenvalue. σi(tk) and ωi(tk) are the projections of λi(tk) on the real
and imaginary axes of the complex plane at the time instant tk.

Step 3. The distances of the eigenvalues from the centre of the disc at the time instant tk are
determined using the following equation

d2
i (tk) = (σi(tk)− α)2 + ωi(tk)

2, (i = 1, . . . , n) (24)

Step 4. The new disc radius is chosen. The new disc radius at the next time instant tk+1 is
the positive maximum value of the di(tk) calculated at the time instant tk which is mathematically
expressed by

r(t(k+1)) = max(d1(tk), d2(tk), . . . , dn(tk)) (25)

Step 5. Now, considering the updated radius of the disc, the control law is recomputed at each
time instant by using Equation (27).

Theorem 3. Given r as rk and the matrix equation in Theorem 1, consider the following
matrix equation

−α(Ak − BkKk)
∗Pk − αPk(Ak − BkKk) + (Ak − BkKk)

∗Pk(Ak − BkKk) + (α2 − r2
k)Pk

= −Qk
(26)

If Qk > 0 and Pk > 0, all eigenvalues of the closed-loop matrix (Ak − BkKk) are located in a
desired disc that is centred at α with a radius of rk at each time instant tk. Here, rk is obtained from
Equation (25) with the initial condition of α(t0) = α0.

The following theorem which is derived from Theorem 2 by replacing r with rk is here
introduced to obtain the state-feedback control law at each time instant tk.
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Theorem 4. The feedback control law at the time instant tk

uk = −
(

r2
k R + B>k PkBk

)−1
B>k Pk(Ak − αI)xk (27)

with
Kk = (r2

k R + B>k PkBk)
−1B>k Pk(Ak − αI) (28)

locates all eigenvalues of (Ak − BkKk) inside the disc of the varying radius rk. Here, Pk, obtained at
tk, is a positive definite symmetric solution of the Riccati equation given by

Pk =
(Ak − αI)>

rk
Pk

(Ak − αI)
rk

+ H>k Hk −
(Ak − αI)>

rk
PkBk(r2

k R + B>k PkBk)
−1×

B>k Pk
(Ak − αI)

rk

(29)

where the weighting matrix R > 0 is selected arbitrarily, and Hk is a matrix such that the pair
(Ak, Hk) is observable.

Proof. Substituting Equation (29) into Equation (28) yields

−α(Ak − BkKk)
>Pk − αPk(Ak − BkKk) + (Ak − BkKk)

>Pk(Ak − BkKk)

+ (α2 − r2
k)Pk = −r2

k(K
>
k RKk + H>k Hk)

(30)

Having Qk = r2
k(K
>
k RKk + H>k Hk), replacing r by rk in Lemma 1 and using Theorem 3,

all eigenvalues of Ak − BkKk are located in the desired disc D of the centre α and the radius
rk at each time instant tk.

Remark 2. From the mathematical results, Update Algorithm 1 increases the stability margin and
damping ratio. Therefore, it helps designer to reduce the settling time and the maximum overshoot,
thereby improving the control performance.

2.3. Update Algorithm 2

In this algorithm, both the centre and radius of the disc are updated according to the
closed-loop system eigenvalues at the current time instant. The centre of the disc is moved
away from the imaginary axis to the left in the complex plane using a certain boundary
condition at each time step, while decreasing the radius. In other words, the first disc is
bounded from the farthest point where it intersects the real axis, and the centre is shifted
towards this limit as the radius decreases.

The initial conditions α0 and r0 are obtained from the initial stability margin and
damping ratio. The first control input is calculated from these values and are applied to the
system. Then, the eigenvalue locations of the closed-loop system are determined. The new
radius of the disc for the next time instant is selected to be the distance from the farthest
eigenvalue to the centre at the current time instant. In other words, the boundary of the
new disc intersects the outermost eigenvalue. After the radius of the disc is determined, its
centre must be shifted. The centre is shifted towards the predefined boundary condition
using the newly determined radius. Finally, the control input for this new disc is calculated.
This process continues until the system responses reaches to the equilibrium.

The proposed update Algorithm 2 is explained in details from the mathematical point
of view as follows:

Algorithm 2 (Update Algorithm 2).
Step 1. The initial condition value α0 and r0 are obtained from the initial stability margin and

damping ratio using Equations (6)–(8)

α0 = µ0/(1− tan θ0) for t0 (31)
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r0 = −(µ0 tan θ0)/(1− tan θ0) for t0 (32)

Step 2. The boundary condition ∆ is constant for all time and is obtained using the
following equation

∆ = ∆0 = α0 − r0 = α(tk)− r(tk) (33)

The predefined boundary condition is the farthest point where the disc intersects the negative
real axis on the complex plane. The centre is shifted towards the predefined boundary condition
using the newly determined radius. The centre and radius of the disc are changed according to the
closed-loop system eigenvalues at the current time instant. The new radius of the disc for the next
time instant is selected to be the distance from the farthest eigenvalue to the centre at the current
time instant. After the radius of the disc is determined, its centre must be shifted.

Step 3. The locations of the eigenvalues and their distances from the centre at the time instant
tk are defined by the following equation

λi(tk) = σi(tk) + jωi(tk), (i = 1, . . . , n) (34)

Here, λi(tk) represents the eigenvalues. σi(tk) and ωi(tk) are the projections of λi(tk) on the
real and imaginary axes of the complex plane at the time instant tk.

Step 4. For each eigenvalue, a new disc centre and a corresponding disc radius are obtained
using the following equations

αi = (∆2 − σ2
i −ω2

i )/(2(∆− σi)), (i = 1, . . . , n) (35)

ri = αi − ∆, (i = 1, . . . , n) (36)

Step 5. After having a new disc radius and centre for each eigenvalue, the eigenvalue with
the largest radius determines the centre and radius of the new disc. The new α and r values are
calculated using the following equations

r(t(k+1)) = max(r1(tk), r2(tk), . . . , rn(tk)) (37)

α(t(k+1)) = r(t(k+1)) + ∆ (38)

Step 6. Now, considering the updated radius and centre of the disc, the control law is recom-
puted at each time instant by using Equation (40).

Theorem 5. Given r as rk, α as αk and the matrix equation in Theorem 1, consider the following
matrix equation

−αk(Ak − BkKk)
∗Pk − αkPk(Ak − BkKk) + (Ak − BkKk)

∗Pk(Ak − BkKk) + (α2
k − r2

k)Pk

= −Qk
(39)

If Qk > 0 and Pk > 0, all eigenvalues of the closed-loop matrix (Ak − BkKk) are located in a
desired disc that has its centre at αk and radius of rk at each time instant tk. Here, rk and αk are,
respectively, obtained from Equations (37) and (38)

The following theorem which is derived from Theorem 2 by replacing r with rk and α
with αk is here introduced to obtain the state-feedback control law at each time instant tk.

Theorem 6. The feedback control law at time instant tk

uk = −
(

r2
k R + B>k PkBk

)−1
B>k Pk(Ak − αk I)xk (40)
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with
Kk = (r2

k R + B>k PkBk)
−1B>k Pk(Ak − αk I) (41)

locates all eigenvalues of (Ak − BkKk) inside the disc with αk and rk. Here, Pk, obtained at tk, is a
positive definite symmetric solution of the Riccati equation given as

Pk =
(Ak − αk I)>

rk
Pk

(Ak − αk I)
rk

+ H>k Hk −
(Ak − αk I)>

rk
PkBk(r2

k R + B>k PkBk)
−1×

B>k Pk
(Ak − αk I)

rk

(42)

where the weighting matrix R > 0 is selected arbitrarily, and Hk is a matrix such that the pair
(Ak, Hk) is observable.

Proof. Substituting Equation (42) into Equation (41) yields

−αk(Ak − BkKk)
>Pk − αkPk(Ak − BkKk) + (Ak − BkKk)

>Pk(Ak − BkKk)

+ (α2
k − r2

k)Pk = −r2
k(K
>
k RKk + H>k Hk)

(43)

Having Qk = r2
k(K
>
k RKk + H>k Hk), replacing r by rk and α by αk in Lemma 1 and

using Theorem 5, it is proven that all eigenvalues of Ak − BkKk can be located in the desired
disc D of the centre α and the radius rk at each time instant tk.

Remark 3. The main difference of this algorithm from Update Algorithm 1 is that the centre of the
disc is shifted to the left from the imaginary axis. Therefore, Update Algorithm 2 produces a lower
maximum overshoot and settling time than Update Algorithm 1.

3. A Simulation Study

To complete the above theoretical development, the proposed algorithms have been
applied in simulation using different initial conditions. The following hypothetical second-
order nonlinear system is considered as an example given as

ẋ1 = x3
2

ẋ2 = −x3
1 + x2 + u,

(44)

with its SDC form of [
ẋ1
ẋ2

]
=

[
0 x2

2
−x2

1 1

][
x1
x2

]
+

[
0
1

]
u. (45)

To design the controller, the weighting matrices are selected as R = 1 and
Q = diag([10 10]). In simulations, two different initial conditions are used. The first
initial condition is set to x1(0) = 3, x2(0) = −2 and the second initial condition is set to
x1(0) = 1.6, x2(0) = −3.5. The initial disc region of each simulation is the same. The initial
disc centre and radius are, respectively, selected to be −3.5 (α0 = −3.5) and 2.7 (r0 = 2.7).
The sampling time (∆t) of each simulation is 0.01 s, and simulations lasted for 20 s.

Figures 2 and 3 represent time responses of state variables x1 and x2 for the initial
condition x1(0) = 3, x2(0) = −2. As seen in these figures, no overshoot is observed and
the minimum settling time is obtained using Update Algorithm 2.
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Figure 2. Time response of x1 for the initial condition x1(0) = 3, x2(0) = −2.

Figure 3. Time response of x1 for the initial condition x1(0) = 3, x2(0) = −2.

The changes in the locations of the pointwise eigenvalues during the simulation have
been seen in Figure 4 when a fixed disc region is used. At the initial time, the eigenvalues
are located in the place shown in black; at each time step, one of the eigenvalues follows
the trajectory shown in blue, while the other eigenvalue follows the trajectory shown in
green. The eigenvalues shown in red are the final eigenvalues at time t f . As can be seen,
both eigenvalues move toward the real axis over time. After settling on the real axis, one
of the eigenvalues move to the imaginary axis and the other moves away from that axis.
To move all eigenvalues of the closed-loop system away from the imaginary axis, Update
Algorithm 1 and Update Algorithm 2 can be used. Figures 5 and 6 prove this statement by
showing the eigenvalue trajectories.
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Figure 4. Location of the closed-loop eigenvalues in the SDREAM-FDR (x1(0) = 3, x2(0) = −2).

Figure 5. Location of the closed-loop eigenvalues for Update Algorithm 1 (x1(0) = 3, x2(0) = −2).

Figure 6. Location of the closed-loop eigenvalues for Update Algorithm 2 (x1(0) = 3, x2(0) = −2).
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Figures 7 and 8 reveal that both algorithms are capable of locating the pointwise
eigenvalues in the desired discs whose parameters are updated by the rules given by Step
4 in Update Algorithm 1 and Step 5 in Update Algorithm 2.

Figure 7. Disc region and eigenvalue location samples for the Update Algorithm 1 (x1(0) = 3,
x2(0) = −2).

Figure 8. Disc region and eigenvalue location samples for Update Algorithm 2 (x1(0) = 3, x2(0) = −2).

The performance of the proposed algorithms are measured by using four performance
criteria (Integral Time Absolute Error (ITAE), Integral Time Square Error (ITSE), Integral Ab-
solute Error (IAE) and Integral Square Error (ISE)), which are mathematically expressed by

ISE =
∫

e(t)2dt (46)

IAE =
∫
|e(t)|dt (47)

ITAE =
∫

t|e(t)|dt (48)

ITSE =
∫

te(t)2dt (49)

As seen in Table 1, the most effective control method is the control method using
Update Algorithm 2. The similar results are obtained when the simulations run with
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different initial conditions were used. Figures 9 and 10 represent the time responses of the
state variables x1 and x2 for the initial condition x1(0) = 1.6, x2(0) = −3.5.

Table 1. Performance Indices for the initial condition x1(0) = 3, x2(0) = −2.

States Algorithms ISE IAE ITAE ITSE

SDREAM-FDR 2.913 2.238 2.023 1.153
x1 Algorithm 1 2.313 1.561 0.815 0.597

Algorithm 2 1.518 0.958 0.282 0.224

SDREAM-FDR 2.896 3.970 11.279 3.677
x2 Algorithm 1 2.526 2.817 4.423 1.962

Algorithm 2 2.127 1.962 1.754 0.966

Considering the settling time and maximum overshoot, it is clear from Figures 9 and 10
that Algorithm 2 is more capable of reducing the settling time than other algorithms. In addition,
the hypothetical system exhibits no overshoot by means of Update Algorithm 2. In addition,
from the comparison of the eigenvalue trajectories given in Figures 11–13, it is found that
the eigenvalues are forced to move away from the imaginary axis by using both Update
Algorithm 1 and Update Algorithm 2. As a result, at each step time, the stability margin
increases and the upper limit of the maximum overshoot value decreases. Figures 14 and 15
also reveal that both algorithms are capable of locating the pointwise eigenvalues in the desired
discs whose parameters are updated by the rules given by Step 4 in Update Algorithm 1 and
Step 5 in Update Algorithm 2.

Figure 9. Time response of x1 for the initial condition x1(0) = 1.6, x2(0) = −3.5.

Figure 10. Time response of x1 for the initial condition x1(0) = 1.6, x2(0) = −3.5.
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Figure 11. Location of the closed-loop eigenvalues in the SDREAM-FDR (x1(0) = 1.6, x2(0) = −3.5).

Figure 12. Location of the closed-loop eigenvalues for Update Algorithm 1 (x1(0) = 1.6, x2(0) = −3.5).

Figure 13. Location of the closed-loop eigenvalues for Update Algorithm 2 (x1(0) = 1.6, x2(0) = −3.5).



Aerospace 2023, 10, 893 17 of 33

Figure 14. Disc region and eigenvalue location samples for Update Algorithm 1 (x1(0) = 1.6,
x2(0) = −3.5).

Figure 15. Disc region and eigenvalue location samples for Update Algorithm 2 (x1(0) = 1.6,
x2(0) = −3.5).

Table 2 provides a comparison of the performance indices obtained from the simu-
lation for the second initial condition. As expected, Update Algorithm 2 shows the most
effective performance.

Table 2. Performance Indices for the initial condition x1(0) = 1.6, x2(0) = −3.5.

States Algorithms ISE IAE ITAE ITSE

SDREAM-FDR 0.440 0.951 1.011 0.251
x1 Algorithm 1 0.118 0.321 0.175 0.026

Algorithm 2 0.059 0.084 0.010 9.551 × 10−4

SDREAM-FDR 2.298 3.233 9.046 3.711 × 10−6

x2 Algorithm 1 1.537 1.852 2.674 2.280 × 10−10

Algorithm 2 0.833 0.827 0.567 0.119 × 10−9

4. Application

In this section, Update Algorithm 1 and Update Algorithm 2 are applied to a three-
DOF helicopter experimental setup to show the effectiveness of the proposed methods. This
platform is a widely used experimental setup to determine the performance of proposed
controller designs [34–41]. First, the mathematical model of the three-DOF helicopter is
presented, and then, its SDC formulation required to design the state feedback control
law is given. Secondly, a set of simulations is conducted to compare the effectiveness
of the update algorithms for SDREAM with that of SDREAM with the fixed disc region
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(SDREAM-FDR). Finally, the operations performed in the simulations were tested, and the
experimental results were examined.

4.1. Mathematical Model of the 3-DOF Helicopter

The three-DOF helicopter experimental setup represented in Figure 16 is produced by
Quanser Inc. to test the developed control algorithms. This setup, designed similar to a
tandem rotor helicopter, is a multiple input–multi output (MIMO) system and has some
nonlinear dynamic behaviour.

Figure 16. Three-DOF Helicopter Experimental Setup.

Three-DOF helicopter has three free rotation motion about three axes named as ele-
vation, pitch and travel, as shown in Figure 17. The attitude of the three-DOF helicopter
is measured with the help of three sensors (encoders). The controller inputs given to the
system are provided by the propellers, each driven by a DC motor, whose axes are parallel
to each other. A counterweight is placed at the other end of the system to change the
effective mass of the helicopter. This setting is adjusted by mounting the counterweight at
different positions on the helicopter body. Thus, it helps reduce the required loads on the
motors while controlling the system. Although the system has three degrees of freedom,
only two motors are installed for the purpose of controlling it in 3-dimensional space.
Therefore, the experimental setup is an under-actuated system and is allowed to track the
reference trajectories defined in only two axes. In this study, the reference trajectories are
designed in the elevation and travel axes.

Figure 17. Free-body diagram of 3-DOF Helicopter.
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A simplified nonlinear model was derived in [42] shown below.

θ̈ = −d1θ̇ − d2 sin(θ) + d3τcoll cos(φ)

φ̈ = −b1(φ̇)− b2 sin(φ)− b3τcyc

ψ̈ = −a1ψ̇− a2(δτcoll + 1) sin(φ)

τ̇cyc = −c1τcyc + 0.5c2(Vb −Vf )

τ̇coll = −e1τcoll + 0.5e2(Vb + Vf )

(50)

where τcyc and τcoll , respectively, denote the cyclic thrust force and the collective thrust
force which are altered to control the elevation θ, pitch φ and travel ψ angles. The first three
equations are Euler’s equations for describing the rotational motions in 3-D space. The last
two first-order differential equations represent the motor dynamics relating to the changes
in the trust forces to the changes in the back and front motor voltages (Vb and Vf ). The
units of the variables in the model are listed in Table 3.

Table 3. Units of variables.

Variables Units

φ radian
θ radian
ψ radian
φ̇ radian/s
θ̇ radian/s
ψ̇ radian/s
Vb voltage
Vf voltage

The Comprehensive Identification from Frequency Responses (CIFER) program, a well-
known parameter identification program, was used to obtain the parameters of the non-
linear three-DOF helicopter model in the study of [42]. The parameters of the nonlinear
helicopter model, have been previously estimated in the study of [42], were used in this
study and are given in Table 4.

Table 4. Parameter Values of the Three-DOF Helicopter Model.

Parameter Constant Coefficient

a1 0.2517
a2 0.2105
b1 0.3290
b2 1.5664
b3 16.200
c1 7.3200
c2 1.000
d1 0.1011
d2 0.5040
d3 1.3400
e1 6.1600
e2 1.000
δ 4.000

The state vector is defined as[
x1 x2 · · · x8

]>
=
[

θ φ ψ θ̇ φ̇ ψ̇ τcyc τcoll
]> (51)
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and used to transform the helicopter model in Equation (50) into the state-space model

ẋ1 = x4

ẋ2 = x5

ẋ3 = x6

ẋ4 = −d1x4 − d2 sin(x1) + d3x8 cos(x2)

ẋ5 = −b1x5 − b2 sin(x2)− b3x7

ẋ6 = −a1x6 − a2(αx8 + 1) sin(x2)

ẋ7 = −c1x7 + 0.5c2(u2 − u1)

ẋ8 = −e1x8 + 0.5e2(u1 + u2)

(52)

and the control input vector u is defined as

u =
[

u1 u2
]>

=
[

Vf Vb
]>. (53)

4.2. Controller Design

The state-space model in Equation (52) is rewritten in the factorised form using the
extended linearisation technique, and the SDC matrices are selected as

A(x)=



0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0

−d2L(x) 0 0−d1 0 0 0 N(x)
0 b2M(x) 0 0 −b1 0 −b3 0
0 H(x)M(x) 0 0 0 −a1 0 0
0 0 0 0 0 0 −c1 0
0 0 0 0 0 0 0 −e1


(54)

and

B(x) =
[

0 0 0 0 0 0 −0.5c2 0.5c2
0 0 0 0 0 0 0.5e2 0.5e2

]>
(55)

where M(x) = sin(−x2)x−1
2 , L(x) = sin(x1)x−1

1 , N(x) = d3 sin(−x2) and
H(x) = a2(δx8 + 1).

The control law is designed to track the step commands in the elevation (θ) and
travel (ψ) axes of helicopter. Therefore, to achieve the desired position of the helicopter in
elevation and travel axes, the factorised SDC system is augmented as follows:

Given the output vector as y = Cx, where the output matrix C is selected to be

C =

[
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0

]
,

and the error vector e = [xe x̃e]> is composed of

xe = [θd − θ φ ψd − ψ θ̇ φ̇ ψ̇ τcyc τcoll ]
>

and x̃e =
∫
[θd − θ ψd − ψ]>dt, then the augmentation of the states x yields the following

error dynamics
ė = Â(e)e + B̂(e)ue (56)

where

Â(e) =
[

A(x) 0
C 0

]
and B̂(e) =

[
B(x)

0

]
.
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Therefore, the control law is replaced with

ue = −Kee (57)

to ensure limt→∞ e(t) = 0. Here, Ke is the controller gain matrix for the augmented
system. After the augmentation, the increase in the number of eigenvalues to be placed in a
desired disc region is equal to the number of state variables that are augmented. Therefore,
the number of eigenvalues to be placed within a disc region for a three-DOF helicopter
increases from eight to ten due to the reference tracking in the travel and elevation axis.

4.3. Simulation Results

In the simulations, the augmented three-DOF helicopter model (56) is used. The initial
elevation, pitch and travel angular positions of the helicopter are set to θ(0) = −15◦,
φ(0) = 0 and ψ(0) = 0, respectively. Each simulation lasts for 70 s. The desired elevation
command is θd = 0 during the whole simulation time, and the desired travel command
ψd is set to be 0◦ for the first 30 s, then 50◦ for the following 40 s. Q and R are used in all
simulation studies. Q and R are selected by

Q = diag([40 1 40 40 1 68 1 1 50 50])

and R = diag([1 1]). The initial disc region of each simulation is the same, and the sampling
time (∆t) of each simulation is 0.01 s. The initial disc centre and radius are, respectively,
selected to be −2 (α0 = −2) and 1.8 (r0 = 1.8).

In the SDREAM-FDR, these disc parameters remain unchanged during the simula-
tions, whereas they are changed depending on the closed-loop system eigenvalues in the
simulations where the update algorithms are utilised. In Update Algorithm 1, the centre
is fixed and the radius is updated according to the locations of the pointwise eigenvalues,
whereas both disc parameters are updated at each time instant in Update Algorithm 2.
Therefore, the most important results that should be analysed in this section whether the
pointwise eigenvalues can be placed in the desired disc regions by using the updated
algorithms successfully or not.

Figures 18–20 show the movement of the pointwise eigenvalues during the simulation.
As can be seen from the figures, the locations of the eigenvalues change at each time step
from the initial time step (t0) to the final time step (t f ). In the figures, the red square
and blue cross marker illustrate the eigenvalues at the initial time and at the final time,
respectively. The locations of the eigenvalues that move within the time interval (t0, t f )
are shown with grey plus markers. From the figures, it is apparent that the pointwise
eigenvalues move further away from imaginary axis and closer to the real axis at each time
instant if Update Algorithm 2 is used to design the controller.

Figures 21 and 22 are given for a better understanding of the update algorithms. It
is really difficult to show the locations of all pointwise eigenvalues at each time instant
in one plot because one experiment includes approximately 7000 sets of the pointwise
eigenvalues and each set has 10 eigenvalues. To make it more understandable to the readers,
several time instants are arbitrarily selected, and the figures showing the locations of the
pointwise eigenvalues are plotted for only these time instants. The selected time instants
are 0, 0.01, 0.02 and 0.03 s for both the updated algorithms. Figures 21 and 22 show that
both algorithms are able to place the pointwise eigenvalues in the desired discs updated by
the rules given by Step 4 in Update Algorithm 1 and Step 5 in Update Algorithm 2.
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Figure 18. Location of the closed-loop eigenvalues in the SDREAM-FDR in the simulation.

Figure 19. Location of the closed-loop eigenvalues for Update Algorithm 1 in the simulation.

Figure 20. Location of the closed-loop eigenvalues for Update Algorithm 2 in the simulation.
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Figure 21. Disc region and eigenvalue location samples for Update Algorithm 1 in the simulation.

Figure 22. Disc region and eigenvalue location samples for Update Algorithm 2 in the simulation.

Figure 23 shows that the elevation motion of three-DOF helicopter controlled by two
proposed update algorithms and SDREAM-FDR. From Figure 23, it is seen that the steady-
state error does not occur for three algorithms. In addition, the minimum settling time
is obtained by using Update Algorithm 2. Figure 24 shows that the travel responses of
the helicopter is controlled by three different approaches. As can be seen from the figures,
the best response on travel axis can be achieved by using Update Algorithm 2. As a result,
the settling time and maximum overshoot can be reduced by using the update algorithms.

The last result in this section is the comparison of three different algorithms based on
their performance criteria. Table 5 shows that the most appropriate approach according to
the performance criteria is Update Algorithm 2.
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Figure 23. Elevation response of the helicopter controlled by three different approaches in simulations.

Figure 24. Travel response of the helicopter controlled by three different approaches in simulations.

Table 5. Performance Indices for simulation studies.

States Algorithms ISE IAE ITAE ITSE

SDREAM-FDR 256.695 33.875 84.218 344.201
Elevation Motion Algorithm 1 228.111 30.576 70.882 269.844

Algorithm 2 182.148 24.618 47.330 168.824

SDREAM-FDR 1334.8 134.334 5150.8 50,763
Travel Motion Algorithm 1 1103 120.303 4590.41 41,716

Algorithm 2 713.817 92.053 3472.6 26,673

4.4. Experimental Results

This section contains the experimental study results. Each experiment is performed
with the strategy in the previous section. Therefore, in all experiments, the controller
parameters, the trajectory to be followed, and the selected initial disc region (centre and
radius) are kept the same as those used in the simulations.

Due to the large size of data sets, Figures 25–27 are produced in order to show the
movement of eigenvalues more clearly. The initial and final locations of the eigenvalues
are shown with red square and blue cross markers. In addition, the grey plus markers
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represent the eigenvalue locations that change at each time step in time interval (t0,t f ).
As can be seen from the figures, Update Algorithm 2 moves the eigenvalues further away
from the imaginary axis and closer to the real axis compared to other methods, similarly to
the results in the simulation studies. Accordingly, the system responses can be improved in
a manner that the maximum overshoot value decreases and the settling time is shortened.

Figure 25. Motion of the location of the closed-loop eigenvalues in the SDREAM-FDR.

Figure 26. Motion of the location of the closed-loop eigenvalues for Update Algorithm 1.

Figures 28 and 29 reveal that both algorithms are capable of placing the pointwise
eigenvalues in the desired discs whose parameters are updated by the rules given by Step
4 in Update Algorithm 1 and Step 5 in Update Algorithm 2. Similarly to the simulation
results, the time instants of 0, 0.01, 0.02 and 0.03 s are chosen again and the figures are
generated only for these time instants.
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Figure 27. Motion of the location of the closed-loop eigenvalues for Update Algorithm 2.

Figure 28. Disc region and eigenvalue location samples for Update Algorithm 1.

To examine the effects of the updated locations of the pointwise eigenvalues on the
transient response characteristics of the system, a time response analysis is performed.
Figure 30 shows the elevation motions of the helicopter controlled by two proposed update
algorithms and SDREAM-FDR. From Figure 30, it is seen that three algorithms are effective
in keeping the helicopter at the zero desired elevation, and no overshoot is observed.
In addition, the almost zero error in the elevation response is achieved within 10 s by
Update Algorithm 2, which yields the minimum settling time. However, the almost
zero error in the elevation response is achieved within 20 s by SDREAM-FDR, and this
figure is the maximum settling time amongst the others. On the other hand, some minor
oscillations occur in the elevation axis when the desired travel command is given to the
system. However, these oscillations due to the travel command are suppressed rapidly.
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Figure 29. Disc region and eigenvalue location samples for Update Algorithm 2.

Figure 30. Elevation response of the helicopter controlled by three different approaches.

The travel responses of the helicopter controlled by three different approaches are
shown in Figure 31. As can be seen from the results, the best travel axis system response
is obtained with Update Algorithm 2. The results coincide with the idea of developing
algorithms. Update Algorithm 2 reduces both the settling time and maximum overshoot
in the system response compared to the other two approaches. The system response with
Update Algorithm 1 also has a better settling time and maximum overshoot than those
with SDREAM-FDR. Although the underactuated system limits the improvement of the
system response in the travel axis, it is experimentally seen that the proposed algorithms
are effective.
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Figure 31. Travel response of the helicopter controlled by three different approaches.

Figure 32 shows the final axis, namely, pitch motion. Although there is no reference
tracking on the pitch axis, regulation is made for both the travel axis and the elevation axis
control. The pitch axis is also limited to 90 degrees due to the structure of the experimental
setup, and this value should never be reached. As can be seen from Figure 32, the smoothest
system response and the least oscillation are obtained by updating the centre and radius of
the disc at each time step, that is, by using Update Algorithm 2.

Figure 32. Pitch response of the helicopter controlled by three different approaches.

The controller gains (Ke) are given in Figures 33–35. Update Algorithm 2 produces
more significant changes in the controller gains than the other approaches, especially within
10 s. The reason is that it requires more control effort to meet the control requirements
within 10 s. This effect can be also observed in Figures 36 and 37, which represent the
changes in the voltage values of the front and back motor inputs over time.
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Figure 33. Controller gains of the SDREAM-FDR.

Figure 34. Controller gains of the approach using Update Algorithm 1.

Figure 35. Controller gains of the approach using Update Algorithm 2.



Aerospace 2023, 10, 893 30 of 33

Figure 36. Front motor input of the helicopter controlled by three different approaches.

Figure 37. Back motor input of the helicopter controlled by three different approaches.

In order to compare the performances of three different approaches in transient re-
sponses, performance indices were calculated. As can be seen from Table 6, the most
appropriate approach according to the performance criteria is the one in which Update
Algorithm 2 is used.
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Table 6. Performance indices for experimental studies.

States Algorithms ISE IAE ITAE ITSE

SDREAM-FDR 735.023 88.734 585.259 1981
Elevation Motion Algorithm 1 483.564 62.43 387.902 897.356

Algorithm 2 196.272 27.179 163.415 142.37

SDREAM-FDR 755.611 129.584 4552.8 27,696
Travel Motion Algorithm 1 745.19 122.759 4474.6 25,689

Algorithm 2 369.362 74.125 2418.9 12,845

5. Conclusions

The aim of this study was to extend a theory about the regional eigenvalue assignment
developed for linear systems to nonlinear systems. In addition, to improve the transient
responses, two update algorithms are introduced in this study as well. In the first proposed
algorithm, the disc centre is kept constant and the radius is reduced over time, while in the
second algorithm, the radius is reduced and, at the same time, the disc center is shifted to the
left in the complex plane. Then, a state feedback control law is derived to place all pointwise
eigenvalues of the “frozen” closed-loop system in the desired disc region updated at each
time instant. The proposed algorithms were tested in simulations and implemented into
the three-DOF laboratory helicopter. In simulations, a hypothetical second-order nonlinear
system was employed to demonstrate the effectiveness of algorithms using two different
initial conditions. The results of simulations and experiments verify the effectiveness
of update algorithms for nonlinear systems by comparing SDREAM using the update
algorithms with SDREAM-FRD. From the results, it is found that the system responses
can be improved by using these update algorithms since both algorithms help reduce the
settling times and maximum overshoot. The stability margin and damping ratio can be
improved more successfully with Update Algorithm 2 than other methods in exchange
for slightly a higher control effort during the initial phase of the experiments. In addition,
the benchmarking results using ISE, IAE, ITAE and ITSE performance criteria have shown
that Update Algorithm 2 is more effective than Update Algorithm 1 and SDREAM-FDR.
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