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Abstract: A shock wave/boundary layer interaction (SWBLI) is a common phenomenon in supersonic
inlet flow, which can significantly degrade the aerodynamic performance of the inlet by inducing
boundary layer separation. To address this issue, in this paper, we propose the use of a dynamic
vortex generator to control the SWBLI in a typical supersonic inlet. The unsteady simulation method
based on dynamic grid technology was employed to verify the effectiveness of the proposed method
of control and investigate its mechanism. The results showed that, in a duct of finite width at the
inlet, the SWBLI generated complex three-dimensional (3D) flow structures with remarkable swirling
properties. At the same time, vortex pairs were generated close to the side wall as a result of its
presence, and this led to the intensification of transverse flow and, in turn, the formation of a complex
3D structure of the flow of the separation bubble. The dynamic vortex generator induced oscillations
of variable intensity in the vortex system in the supersonic boundary layer that enhanced the mixing
between the boundary layer flow and the mainstream. Meanwhile, the unique effects of “extrusion”
and “suction” in the oscillation process continued to charge the airflow, and the distribution of
velocity in the boundary layer significantly improved. As the oscillation frequency of the vortex
generator increased, its charging effect on low-velocity flow in the boundary layer increased, and
its control effect on the flow field of the SWBLI became more pronounced. The proposed method
of control reduced the length of the separation bubble by 31.76% and increased the total pressure
recovery coefficient at the inlet by 6.4% compared to the values in the absence of control.

Keywords: dynamic micro-vortex generator; shock wave/boundary layer interaction; dynamic grid
simulation; flow control; supersonic inlet

1. Introduction

As an essential part of aspirated high-speed propulsion systems, the inlet has many
functions, such as capturing flow, converting the energy of the incoming flow, regulating
the velocity of flow at the outlet, and isolating the upstream and downstream disturbances.
These functions profoundly influence the efficiency and working envelope of the engine [1].
The capture and deceleration of airflow in supersonic/hypersonic inlets primarily rely on
the generation of shock waves and compression-induced wave systems. However, the
inlet inevitably produces a boundary layer during its operation and may also ingest it
from the forebody under conditions of integration to give rise to a shock wave/boundary
layer interaction (SWBLI). This phenomenon is inherent to supersonic/hypersonic inlets
and significantly impacts their performance. Specifically, the SWBLI at the entrance of
the inlet is often intense at higher Mach numbers and may cause significant boundary
layer separation. This is because the local adverse pressure gradient of the boundary
layer introduced by the cowl shock exceeds its limit of separation and leads to apparent
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separation within the inlet, causing a compression–expansion–recompression flow process.
SWBLIs, in general, lead to boundary layer separation, which causes a large decrease in
total pressure, large distortion at the face of the engine, and potentially results in an inlet
unstart [2]. In order to ensure the safe and efficient operation of an inlet within the entire
envelope of operation of the engine, the complex phenomenon of the SWBLI in the inlet
must be controlled [3,4].

Various methods of flow control have been proposed by researchers worldwide. Active
methods of flow control primarily include boundary layer bleeding and blowing. The
bleeding method removes low-energy fluid from the boundary layer before separation [5]
and can suppress boundary layer separation. Blowing involves injecting high-pressure
flow into the boundary layer to improve its ability to resist the adverse pressure gradients
induced by the SWBLI [6]. However, both methods have drawbacks. Bleeding requires
the removal of a portion of the flow captured by the inlet and complex suction structures,
which incurs additional bleeding-induced resistance. Moreover, while blowing can weaken
the effect of the SWBLI in a specific range, it requires a high-pressure source, which makes
it less feasible.

Passive methods of flow control, such as vortex generators (VG) [5–8], have become a
focus of research on controlling SWBLIs due to their simple construction, ease of installation,
and greater degree of control. VGs introduce counter-rotating vortices to the flow without
additional energy. These vortices transfer high-momentum flow to the wall, and this results
in a fuller boundary layer profile. However, the additional shape-induced drag caused
by traditional VGs creates strong disturbances in the mainstream that affect the overall
efficiency of the aircraft. Consequently, researchers have shifted their focus to micro-vortex
generators (MVG) [9], as they can significantly reduce the additional drag due to the
components of control. MVGs have a height that is only 10–60% of the thickness of the
boundary layer and can still achieve the desired control effects [9,10]. Significant progress
has been made in the development of MVGs in recent years [11,12]. Blinde et al. [13]
conducted detailed studies on the flow field in the SWBLI under MVG-based control.
The results showed that the presence of the MVG reduced the region of separation from
20% to 30%, and the amplitude of the incident shock-induced oscillations was reduced
by 20% compared with the condition without MVG-based control. Anderson et al. [14]
demonstrated that triangular wedge- and blade-shaped MVG arrays can generate counter-
rotating vortices and create alternating spatial distributions of the upwash and downwash
in the spanwise direction that intensify the exchange of energy between the inner and
outer fluids of the boundary layer to make it fuller. Zhang [15] proposed and assessed
a highly swept ramp-type MVG that induced a “precompression effect,” a “dividing
effect,” and a “mixing effect” due to the unique structure of the vortex generator. This
phenomenon suppressed boundary layer separation and promoted the reattachment of the
separated flow.

Moreover, researchers have explored combined methods of flow control. Anderson
et al. [16] improved an active control system for an S-shaped inlet by adding an MVG to
the rear of the jet to achieve the same control effect as that when the jet flow was reduced
to one-tenth of its original rate of flow. Wagner et al. [17] found that placing an MVG at the
inlet led to a 32% increase in maximum back-pressure and a 34% improvement in pressure
stability within the isolation region when the inlet was in a stable start-up state.

In this paper, we propose a dynamic vortex generator (hereinafter referred to as the
“dynamic MVG”) for controlling the cowl-induced SWBLI in a typical supersonic inlet.
The dynamic MVG can not only generate wake-induced vortices but also inject energy
upstream of the SWBLI. Its influence on the SWBLI was studied using unsteady numerical
simulations combined with the dynamic grid technique. The mechanism of control and
effects of the MVG on supersonic inlets are also discussed in this paper.
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2. Concept of Dynamic MVG Control

In order to enhance the ability of the supersonic inlet boundary layer to resist the
adverse pressure gradient, a SWBLI control method based on an array of dynamic MVGs is
proposed in this paper. Figure 1 shows that the array configuration of the vortex generators
was obtained by lining them up along the spanwise direction. The array was composed of
three dynamic MVGs to improve their range of control. This is also the minimum number
of units that can accurately reflect the characteristics of interaction between the vortices
generated by them. Its specific mode of operation is as follows: The vortex generator is
placed at position Xp upstream of the point of incidence of the shock (Xp is the distance
between the trailing edge of the vortex generator and the point of incidence of the shock).
When the SWBLI does not cause significant boundary layer separation, the flow does not
need to be controlled. The vortex generator is embedded into the wall of the inlet to keep
it flat and avoid increasing the resistance in the duct. When large-scale boundary layer
separation is induced by the SWBLI at the inlet, the dynamic MVG oscillates around its
axis of rotation at high frequencies to induce dynamic vortices of higher intensity that yield
stronger momentum mixing and lead to an increase in the suppression of the separation.
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Figure 1. Design concept of the dynamic MVG. (a) Flat state of the dynamic MVG. (b) Oscillating
state of the dynamic MVG.

3. Methodology
3.1. Description of the Model

The dynamic MVG was placed in a supersonic inlet with a working Mach number of
3.8 to verify its capability of control. Figure 2 shows the two-dimensional (2D) schematic
diagram of the inlet. Its angle of compression α in the first stage was 12◦, the height of
the entrance to the duct (hin) was 24.9 mm, and its height h was 14.4 mm. The red dotted
box is used to highlight the vortex generator location. According to the design principle
of the proposed dynamic MVG, the array of dynamic MVGs was arranged upstream of
the shoulder of the inlet O to ensure that the point of incidence of shock was at a certain
distance from the trailing edge of the vortex generator. According to the reference value of
the position of shock incidence in [18,19], for this paper, we selected 10hv as the distance Xp
between the trailing edge of the dynamic MVG and the point of shock incidence. The basic
configuration of the dynamic MVG proposed in this study was designed using the methods
in [14,18], and its configuration is also the basic configuration commonly used by other
researchers, and it can ensure the optimal control effect of the vortex generator [11,13,20].
The maximum height of oscillations of the dynamic MVG was hv, an order of the thickness
of the incoming boundary layer δ, and the spacing between the centerlines of two MVGs
was s = 7.5hv. The half-top angle AP of the dynamic MVG was 24◦, and the chord length
c was 7.2 times the dynamic MVG height hv. The typical geometric parameters are listed
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in Table 1. Note that the dynamic MVG was a thin plate-type generator with a thickness
d of 0.5 mm; the leading edge was chamfered, and there was a 0.1 mm margin between
the perimeter of the vortex generator and the bottom wall. The MVG (three in a group)
oscillated periodically around the axis of oscillation of the leading edge of the vortex
generator at a frequency of 100 Hz.
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Figure 2. Schematic diagram of the proposed model. (a) Schematic diagram of the configuration of
the inlet. (b) Structure of the dynamic MVG.

Table 1. Main design parameters of the model and the dynamic MVG.

Design Parameter Value

h (mm) 14.4
hv (mm) 4.0
hin (mm) 24.9
W (mm) 110.0

AP 24.0
s (mm) 30.0
c (mm) 28.8

α (◦) 12.0
Xp (mm) 40

This paper establishes a coordinate system, with the x-axis direction representing the
flow direction, the y-axis direction representing the extension of the flow field, and the
z-axis direction representing the perpendicular wall normal. Figure 3 shows the variations
in the flow field of the array of vortex generators along the directions of flow (x–z plane)
and the extension (y–z plane); the flow characters on different flow direction positions and
extension directions are discussed in this paper. The distribution of pressure and velocity on
these cross sections were analyzed; x was defined as the distance between the measurement
position and the trailing edge of the vortex generator, and y represented the distance to
the vortex generator symmetric plane y = 0hv. The static pressure and temperature of the
incoming flow were given according to atmospheric conditions at a flight altitude of 20 km.
For a freestream Mach number Ma0 of 3.8, the freestream flow pressure p0 is 5529 Pa, and
the static temperature T0 is 216 K; therefore, the total pressure P* is 640 kPa, and the total
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temperature T* is 842 K. Due to the forebody compression surface, an oblique shock wave is
generated at the front edge of the compression surface, resulting in a deceleration of airflow
after passing through this shock wave. As a result, upstream of the vortex generator, there
is a decrease in Mach number to 3.0. The velocity u and wall-normal direction distance z are
dimensionless treated with freestream streamwise velocity u0 and vortex generator height
hv, respectively, and the static pressure p is dimensionless treated with the freestream flow
pressure p0.
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3.2. Numerical Approach
3.2.1. Numerical Method

The dynamic mesh method in ANSYS FLUENT can be used to model flows where
the shape of the domain changes with time due to motion in the domain boundaries. The
MVGs were dynamically adjusted through unsteady numerical simulations, and spring
smoothing and local reconstruction were used in the algorithm for the dynamic mesh. The
update of the volume mesh is handled automatically at each time step based on the new
positions of the boundaries. To use the dynamic mesh model, it is necessary to provide a
starting volume mesh and a description of the motion of any moving zones in the model.
The motion of these zones can be defined using a user-defined function (UDF) in ANSYS
FLUENT, and the moving part was set to the motion of a rigid body rotating about a fixed
point. Because the model contains moving and non-moving regions, it is important to
identify these regions by grouping them into their respective cell zones in the starting
volume mesh. Furthermore, regions deforming as a result of motion on their adjacent
regions must also be grouped into separate zones in the starting volume mesh.

The grid topology of the model of the inlet and the array of dynamic MVGs are shown
in Figure 4. The interface divided the entire computational domain into a non-moving
domain (on the left) and a moving inner domain (on the right). Mixed grids were used
for the calculations to satisfy the requirements of the method to update the dynamic grid.
Unstructured grids were used near the vortex generator (right figure) to ensure that the
grid could be updated and reconstructed during the motion of the vortex generator, while
structural grids were used in the other areas (left figure) to ensure the quality of the grid.
Maintain consistent surface mesh distribution at the interface between structured and
unstructured grids, and set the boundary condition to the interface.
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The total number of grid nodes was about 15.9 million, and the y+ of the near-wall
grid was guaranteed to be less than 1. In addition, the grid downstream of the vortex
generator was encrypted to capture the structure of the flow of the vortex generator. The
boundary conditions of the flow field were set as follows: The bottom and side walls were
set to adiabatic solid-wall boundaries. The left and right sides were set as the side walls
(hidden in order to better show the internal grid); the boundaries of pressure at the outlet
were imposed on all outlets, and the other surfaces were subjected to the far-field boundary
conditions of pressure.

To balance the efficiency of the search for appropriate values of the parameters with
the accuracy of the calculations, calculations based on the 3D unsteady Reynolds-averaged
Navier–Stokes (URANS) equations were carried out using the Computational Fluid Dy-
namics (CFD) software ANSYS FLUENT. This was carried out as follows: The inviscid
convection flux is discretized by Roe’s approximated Riemann method [21], and the inter-
face flux is interpolated using Monotone Upwind Scheme for Conservation Laws (MUSCL)
to obtain the second-order difference scheme of the inviscid convection flux. At the same
time, the viscous flux is discretized through the second-order upwind scheme. The ideal
gas model was used for the calculations, and the Shear Stress Transport (SST) k-ω model
was used to model the turbulence [22]. In a previous study in the literature, a RANS
solver, based on the SST turbulence model in FLUENT, was successfully applied to the
flow with SWBLI, and the results of this study are in good agreement with experimental
results [23–26]. The viscosity coefficient follows the Sutherland formula [27]. Moreover, the
Mach number at the exit of the duct and mass flow through the exit were monitored in the
simulations, and it was ensured that the residual convergence and monitored parameters
were unchanged in each time step.

The equations to be solved are as follows [28]:
Continuity equation:

∂(ρui)

∂xi
= 0 (1)

Momentum equation:
∂
(
ρuiuj

)
∂xj

= − ∂p
∂xi

+
∂τij

∂xj
(2)

τij = µ

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
µ

∂ui
∂xi

δij. (3)
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Energy equation:

∂
[
uj(ρE + p)

]
∂xj

=
∂
(

kt
∂T
∂xj

)
∂xj

+
∂
(
τijui

)
∂xj

(4)

where ρ is the density; ui and uj are velocity components; p is the pressure; T is the
temperature; E is the total energy per unit mass of fluid; τij is the viscous stress tensor; and
kt is the heat conduction coefficient. Einstein summation marker and Kronecker operator
δij are used in the above equations.

The k–ω SST model was used to simulate the turbulence characteristics [29]. Many
scholars [30–32] have shown that SST models can simulate SWBLI flows well.

Equation of turbulent kinetic energy k:

∂
(
ρujk

)
∂xj

=
∂

∂xj

[
Γk

∂k
∂xj

]
+ Gk − β∗ρ fβ∗ωk. (5)

Equation of the specific dissipation rate of turbulence ω:

∂
(
ρujω

)
∂xj

=
∂

∂xj

[
Γω

∂ω

∂xj

]
+ Dw + Gω − βρ fβω2, (6)

where Gk represents the turbulent kinetic energy produced by the averaged velocity gradi-
ent, Γk and Γk represent the effective diffusivity of k and ω, Gω represents the generation of
ω, and the last terms in Equations (5) and (6) represent the dissipation of k and ω due to
turbulence. Dω represents the cross-diffusion term, and Dω is defined as

Dw = 2(1− F1)ρ
1

ωσω2

∂k
∂xj

∂ω

∂xj
(7)

Effective diffusivity:

Γk = µ +
µt

σk
Γω = µ +

µt

σω
, (8)

where σk and σω are turbulent Prandtl numbers corresponding to k and ω, respectively,
and they are defined as follows:

σk =
1

F1/σk1 + (1− F1)/σk2
,

σω =
1

F1/σω1 + (1− F1)/σω2
, (9)

The blending function F1 is given by

F1 = tanh
(

Φ4
1

)
,

Φ1 = min

[
max

( √
k

0.09ωy
,

500µ

ρy2ω

)
,

4ρk
σω2D+

w y2

]
, (10)

D+
w = max

[
2ρ

1
σω2

1
w

∂k
∂xj

∂ω

∂xj
, 10−10

]
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The turbulent viscosity µt is calculated by k and ω. The SST model can obtain a proper
transport behavior by a limiter to the formulation of the eddy-viscosity:

µt =
ρk
ω

1

max
[

1
a∗ , SF2

a1ω

] ,

F2 = tanh
(

Φ2
2

)
,

Φ2 = max

[
2

√
k

0.09ωy
,

500µ

ρy2ω

]
. (11)

Here, S is the magnitude of the vorticity. The corresponding generations of k and
ω are

Gk = µtS2Gω =
aa∗

νt
Gk,

a∞ = F1a∞,1 + (1− F1)a∞,2,

a∞,1 =
βi,1

β∗∞
− κ2

σω1
√

β∗∞
, (12)

a∞,2 =
βi,2

β∗∞
− κ2

σω2
√

β∗∞
.

In the dissipative terms of k and ω,

fβ∗ =

1, χk ≤ 0,
1 + 680χ2

k
1 + 400χ2

k
, χk > 0,

χk ≡
1

ω3
∂k
∂xj

∂ω

∂xj
, (13)

fβ =
1 + 70χω

1 + 80χω
,

χω =

∣∣∣∣∣ Ωij

(0.09ω)3

∣∣∣∣∣,
Ωij =

1
2

(
∂ui
∂xj
−

∂uj

∂xi

)
, (14)

β∗ = β∗i [1 + 1.5F(Mt)],

β∗i = β∗∞

4
15 + (Ret/8)4

1 + (Ret/8)4 ,

Ret =
ρk
µω

, (15)

β = βi

[
1− 1.5

β∗i
βi

F(Mt)

]
,

βi = F1βi,1 + (1− F1)βi,2.
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The compressibility function F(Mt) here improves the applicability of the model in
free-shear flow at high Mach numbers, and the expression is as follows:

F(Mt) =

{
0, Mt > Mt0,
M2

t −M2
t0, Mt < Mt0,

M2
t ≡

2k
α2 (16)

α =
√

γRT.

The following are some constants in the above expression: a1 = 0.34, Mt0 = 0.3,
βi,1 = 0.075, βi,2 = 0.0828, β∗∞ = 0.09, κ = 0.41, a = a∗ = 1, σk1 = 1.176, σω1 = 2.0,
σk2 = 1.0, and σω2 = 1.168.

Following the above, unsteady time step (δt) sensitivity tests were performed to deter-
mine the appropriate time step size to achieve efficient and accurate unsteady computation.
According to the method in Ref. [33], the preliminary value of the time step is set as
1 × 10−5. At a Mach number of 3.0, the characteristic velocity was defined as u = Mac (c
is the speed of sound), and the dimensionless time step (δt* = δt × u/hin) was 3.5 × 10−3,
indicating that the choice of time step was sufficiently accurate. To further validate the
accuracy of the specified time step, three time steps (1× 10−4, 1× 10−5, and 1× 10−6) were
chosen for the unsteady numerical simulation verification. Considering the time cost of the
calculations, the curve of the Mach number at the exit of the duct at 0–3 ms was calculated
for comparative analysis. Figure 5 shows the curves of the Mach number of the exit of the
duct at different time steps. It is clear that at time steps of 1 × 10−4 and 1 × 10−5, a specific
deviation occurred between the curves. However, the curves of the Mach number with time
steps of 1 × 10−5 and 1 × 10−6 coincided with each other. After calculation, it was found
that when δt equals 1.0 × 10−4, 1.0 × 10−5, and 1.0 × 10−6, the CFL values are found to be
9.8, 0.98, and 0.098, respectively. Hulme et al. [34] pointed out that low CFL numbers can re-
duce vibration, reduce numerical diffusion, and improve accuracy. Generally, CFL < 1 and
near 1 can be taken so that the accuracy of the numerical solution can be guaranteed while
considering the calculation speed and convergence. When δt = 1.0 × 10−5, CFL < 1 and is
near 1, thus meeting the requirements. Therefore, it is reasonable to conclude that a time
step of 1 × 10−5 met the needs of the unsteady numerical simulations at the lowest cost.
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To measure the impact of the number of nodes of the grid on the results of the
calculations, three different sets of grids are used in this paper for numerical simulations
under the same conditions of incoming flow: the coarse grid, fine grid, and dense grid
contained 8.90 × 106, 1.59 × 107, and 2.39 × 107 cells, respectively. The distributions of
velocity in the boundary layer at x/h = 4.1 and the curves of the wall pressure obtained by
the simulations with the three sets of grids are shown in Figure 6. Although the densities
of the dense and fine grids were different, the simulation results obtained when using
them were in good agreement with those obtained with the use of the coarse grid. The fine
grid was eventually chosen for subsequent simulations to save time and decrease the cost
of calculation.
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3.2.2. Numerical Validation

Because the process of the oscillation of dynamic MVGs was simulated based on a
dynamic grid, the accuracy of the unsteady numerical simulations combined with the
dynamic grid was further verified. The transient numerical simulation of the oscillations
and transient pitch of the NACA0012 airfoil were carried out, and the numerical results
were compared with those from the experiments [35]. In the experiments, the reference
point of the pitch of oscillations of the wing was 0.25 times the chord length, and the
oscillation motion is defined by: a = a0 + am sin(ωt + ε), where α and ε are the angle of
attack and the phase angle depending on the time reference, respectively; α0 is the initial
angle of attack; and αm is the amplitude of the angle of attack. The values of αm, α0, and
ω were 2.51◦, 0.016◦, and 392.5, respectively. Figure 7 shows the hysteretical curve of
the coefficient of the pitching moment Cm with the angle of attack α, as obtained from
numerical simulations of the NACA0012 airfoil. In the figure, it is clear to see that the
numerical result was close to the experimental data, and the maximum error between them
was no more than ±5%. Therefore, the unsteady numerical simulations with the dynamic
grid technique were determined to be adequately accurate.
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and simulations.

To validate the predictive capability of the model of turbulence used for vortices
induced by the vortex generator, the experimental results of Giepman [36] were selected
for testing. The parameters set in the simulation were consistent with the experimental
conditions. The Mach number of the incoming flow was Ma = 2.0, and the height of the
vortex generator was hv = 8.0 mm. According to the results of 3D particle image velocimetry
(PIV) experiments in Ref. [36], the nominal thickness of the boundary layer was δ = 17.5 mm,
and the shape factor was H = 2.85 when the vortex generator was not installed. The time-
averaged velocity distribution of the boundary layer at this location was obtained from
experiments and simulations, as shown in Figure 8a. The characteristics of the distribution
of velocity in the downstream wake of the vortex generator need to be measured to assess
the control effect. The normal positional distributions of the maximum velocity Vmax
and the minimum wake-induced velocity Vmin on the symmetric surface at different flow
stations shown in Figure 8b were obtained through the simulations. Figure 8 also shows
that the results of Giepman’s experiments and simulations were in good agreement with
that of our experiments and simulations. The position of Vmax on the symmetric surface
was consistent with the experimental measurements along the direction of the flow, and the
maximum difference between the positions was only 0.2hv in the range of hv < x < 27.5hv.
The value of Vmin of the wake was within the scope of hv < x < 27.5hv, and the maximum
difference between its positions in the experiment and the simulation was only 0.1hv. This
shows that the unsteady simulations used in this paper can be used to obtain the complex
vortex-induced flow fields within the specific range of the accuracy requirements.

3.2.3. Quasi-Steady Verification

The above method was selected to conduct an unsteady numerical simulation of the
flow field induced by a dynamic MVG array to validate the correlation of the flow field
between adjacent periods. The frequency of oscillation of the vortex generator was 100 Hz,
and the period T is 0.001 s, as shown in Figure 9 (the relative positions of measuring points
near the vortex generator are shown in the upper-right part of the figure). The changes in
the wall pressure at different monitoring points of the vortex generator over time yielded
an interesting phenomenon when t = nT and t = (n + 1) T, whereby the curves of the
wall pressure were similar at different measuring points. It can be inferred that the flow
field induced by the vortex generator had quasi-stable characteristics; that is, the adjacent
periods of oscillation were identical. Thus, the flow in a single period was considered to be
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representative. To prevent the first period from being affected by the reference flow field,
the results of the second period were chosen for data processing.
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4. Results and Discussion
4.1. Flow Structure of SWBLI in Supersonic Inlet without Control

Firstly, the 3D flow inside the inlet without dynamic MVG control was investigated.
Figure 10 shows contours of the Mach number on the plane of symmetry of the inlet and
the iso-surface of zero velocity at it (the blue curved surface in the figure). The figure
shows that the SWBLI led to substantial boundary layer separation at the inlet under this
condition, and an extensive range of low-momentum flows were accumulated along the
direction of the flow near the side walls, which caused the flow field to exhibit strong
three-dimensionality.
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Figure 10. Contours of the Mach number on the planes of symmetry and zero velocity of the inlet
without flow control.

Figure 11 shows the boundary layer at different spanwise positions at x/h = 4.7
without flow control (the relative positions are shown in Figure 3). The fullness of the
near-wall boundary layer gradually decreased as the distance between it and the side wall
decreased. Separation had already occurred in the near-wall boundary layer (y = s + 3.5hv) at
x/h = 4.7, indicating that flow was unstable there, and the zone of separation near the side
wall was longer than that of the mainstream flow. Figure 12 shows the streamlines emitted
0.05hv from the bottom and side walls of the inlet. Under the incident shock, the vortices
generated near the side wall forced the flow toward the center of the channel, and this
enhanced the transverse flow near the bottom wall of the inlet.
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The spreading slices at different spanwise positions were used for further analysis. The
distributions of the Mach number on different slices in the uncontrolled case in Figure 13
shows that the zone of separation gradually became shorter from the plane of symmetry
(y = s) to the slice near the side wall. The shape of the separation near the side wall
(y = s + 2hv) changed considerably because the glancing interaction between the shock
and the boundary layer of the side wall dominated the flow near the latter. It is clear that
there was a strong transverse flow at the bottom wall of the inlet. Under its influence, the
separated boundary layer was squeezed by the flow of the side wall so that the separation
was more significant near the plane of symmetry (y = s).
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Figure 14 shows the distributions of the wall limit streamlines on the bottom and
side walls of the inlet without flow control. The wall limit streamlines distributions can
represent the direction of flow near the wall and reflect the size of the separation area. A
pair of prominent corner vortices were generated near each side wall under the action of
the incident shock. The size of the separation near the side wall was influenced by this,
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and the flow field was clearly different from that under the 2D condition. In addition, the
boundary layer of the side wall separated upstream of the incident shock. Figure 14b shows
that wall limit streamlines also appeared on the side wall, indicating that the interaction
between its boundary layer and the incident shock induced large-scale 3D flow separation,
leading to the local accumulation of low-energy flow, which had adverse effects on the
aerodynamic performance and structural strength of the inlet. Such significant boundary
layer separation with complex 3D flow structures and swirling properties negatively
impacted the aerodynamic performance of the inlet. Therefore, an effective method of
controlling flow is needed to suppress the unfavorable flow induced by the SWBLI and
improve the aerodynamic performance of the supersonic inlet.
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4.2. Capability of Dynamic MVG Array to Control SWBLI in Supersonic Inlet
4.2.1. Effect of Dynamic MVG Array on Disturbance in Supersonic Boundary Layer

The dynamic array of MVGs was installed to control the SWBLI in the supersonic
inlet. The evolution of spatial vortices induced by dynamic vortex generator arrays was
investigated first. The vortex structure was represented by a Liutex-Omega isosurface, and
the Liutex-R contours of vortex intensity at the five flow stations away from the trailing
edge of the vortex generator at different moments were extracted [37]. Figure 15 shows
that, at different times, the vortex structures had similar patterns of distribution. Two pairs
of vortices were located downstream of the three vortex generators: a main vortex with
a more significant range of influence and a secondary vortex below it. The solid black
line represents the main vortex’s core line, and the dashed black line represents that of
the secondary vortex. The main vortex played a dominant role in the evolution of the
downstream flow field, while the secondary vortex had a smaller range of influence and
was restricted near the plane of symmetry. According to the contours of the intensities of the
vortex at five flow stations at different times, it can be seen that the R values of the Liutex-R
of the core positions of the main vortex were relatively high, gradually decreasing around
its core. The contours at different times show that each pair of vortices exhibited different
changes with the oscillations of the dynamic MVG. As the vortex generator oscillated
upward, the radius and intensity of the vortices increased and reached their maximum
values at the highest point (t = 1/2T). When the vortex generator swung downward, the
radius and intensity of the vortices tended to decrease. Ultimately, a controllable vortex
structure was obtained within the supersonic boundary layer.
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Moreover, the presence of the SWBLI led to the formation of a strong separation
induced vortex in the flow field, as shown in Figure 15. As the vortex generator oscillated
upward, the wake-induced vortex penetrated the vortical structure of the SWBLI and
weakened it. As the dynamic MVG continued to oscillate, the vortex acting on the region
of the SWBLI was further enhanced to make the energy transport more prominent.

Figure 16 shows the time-averaged velocity profiles at the boundary layer at different
streamwise positions after the array of dynamic MVGs and includes a schematic diagram
of different spanwise positions (shown in the lower-left corner). The velocity u and the dis-
tance zn (i.e., the normal distance to the bottom wall of the inlet) were non-dimensionalized
by the mainstream velocity u0 and the height of the vortex generator hv. To illustrate the
influence of the vortex generator, the velocity distribution at the boundary layer without
the vortex generator control is also shown in Figure 16. At the location of x/h = 4.7, the
boundary layer velocity distribution at different spanwise positions throughout one cycle
is presented. The boundary layer had the same distribution at different spanwise positions
except at the plane of symmetry (y = 0hv). The profile of the near-wall boundary layer
was relatively thin when the vortex generator was completely embedded into the wall
(t = 0T). The profile of the boundary layer became fuller as the vortex generator slowly
oscillated upward and became full when it swung to the highest point (t = 1/2T). As the
spanwise position gradually moved away from the plane of symmetry y = 0hv, the velocity



Aerospace 2023, 10, 729 17 of 26

of the near-wall boundary layer increased on the spanwise plane of y = 0.5hv and further
increased at spanwise planes of y = 0.75hv and y = hv. Therefore, the best position for
controlling the flow was not on the plane of symmetry y = 0hv but at positions at a certain
distance from it. In addition, the near-wall boundary layer at any streamwise position
under dynamic MVG control was fuller than that under the uncontrolled condition. This
indicates that the array of dynamic MVGs could increase the momentum in the near-wall
region and enable the boundary layer to overcome the strong adverse pressure gradient
induced by the cowl shock.
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Figure 17 shows the distribution of streamlines in the instantaneous flow field around
the dynamic MVG to better understand the origin of the wake of the vortex genera-
tor. The starting points of the streamlines were located at the leading edge of the dy-
namic MVG, and the normal heights zn were 10%hv, 2.5%hv, 1%hv, and 0.5%hv. The
typical feature of the instantaneous structure of the wake of the dynamic MVGs was
a pair of counter-rotating vortices, and this is consistent with the analysis in the pre-
vious section. Streamlines from the upstream boundary layer fell off along the side
edge of the dynamic MVG and rolled up to form streamwise vortices. Streamwise
vortices from both sides eventually merged into the streamwise counter-rotating vor-
tex pair at the rear of the dynamic MVG. Some of the streamlines emitted from the up-
stream boundary layer at the normal height of zn = 10%hv bypassed the flow of the
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dynamic MVG and did not directly enter the wake, indicating that a lower volume of
the fluid was entrained inside the vortex at this height. The streamlines emitted below
zn = 10%hv constituted the wake of the dynamic MVG, and their final position was close to
the core of the vortex, especially near the wall. In summary, the dynamic MVG induced a
pair of streamwise vortices in supersonic flow that gathered low-momentum flow from
the bottom layer of the boundary layer on both sides toward the centerline and lifted it
upward. Meanwhile, the high-momentum flow above the boundary layer was entrained by
the streamwise vortices and mixed with the flow inside the boundary layer to help achieve
the objective of control.
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field. (a) zn = 10%hv. (b) zn = 2.5%hv. (c) zn = 1.0%hv. (d) zn = 0.5%hv.

The above analysis indicates that the vortex generator has a unique collection function
for the near-wall boundary layer. It is clear from the distribution of streamlines around the
dynamic MVG shown in Figure 18 that although, when it swung down to t = 3/4T, the
height of the vortex generator was the same as that at t = 1/4T, the airflow below it was
extruded by its trailing edge at t = 3/4T, while only prominent suction was observed at
t = 1/4T. When the vortex generator swung upward, air flowed into the cavity below it from
both sides. The typical profile of the velocity of the boundary layer at the position shown
in Figure 19 indicates a significant increase in the near-wall velocity at t = 3/4T compared
with that at t = 1/4T, indicating that the unique “extrusion” and “suction” functions of the
dynamic MVG continued to charge the airflow.
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Figure 19. Profiles of velocity at x/h = 4.7 during “suction” and “extrusion” (the solid lines represent
“suction”, and the dashed lines represent “extrusion”).

4.2.2. Effect of Dynamic MVG Array on SWBLI

The above analysis indicates that the dynamic MVG can induce vortices of controllable
strength and significantly change the fullness of the boundary layer under conditions
of supersonic inflow. Subsequently, a control characteristics analysis was conducted to
examine its influence on the SWBLI region of the supersonic inlet. Figure 20 shows the
time-averaged contours of the Mach number on different spanwise planes under the control
of the array of MVGs. Compared with the case without control, the low-momentum region
near the wall decreased at all spanwise positions under dynamic MVG-based control. The
separation bubble gradually decreased in size from the plane of symmetry of the vortex
generator to the other spanwise positions because the planes y = 0hv and y = s were in
the middle of the streamwise vortices induced by the vortex generator, and mixing had
a minor effect on it. The planes of y = 0.5hv, y = 0.75hv, y = s + 0.5hv, and y = s + 0.75hv
were located in the streamwise vortices induced by the trailing edge of the vortex generator.
The mixing resulting from the streamwise vortices was strong and reduced the size of the
separation bubble.
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Figure 21 shows the distributions of the time-averaged static pressure and wall friction
coefficient cf along the wall. The method proposed by Kendall and Koochesfahani [38]
was used to estimate the friction velocity uτ. The wall shear stress τw can be calculated
using the relation τw = ρwu2

τ. The wall friction coefficient was c f = 2τw/ρ0u2
0. Increasing

the local cf value can delay the separation and reduce the disturbance area at the same
time. Therefore, the cf value reflects the flow field characteristics and control effect of
the SWBLI [39]. The solid lines represent the time-averaged wall static pressure, and the
dashed lines represent the distribution of cf on the wall. The static pressure on the wall
at different spanwise positions in the separation when the array of dynamic MVGs was
used was significantly lower than in the uncontrolled flow field, indicating that the array
could reduce local high pressure near the separation. The distribution of cf of the wall on
the corresponding xoz plane showed that the uncontrolled state had a shear stress on the
wall opposite to the flow direction in the separation (x/h = 5.30~x/h = 7.00). The velocity
gradient was negative, which is highly unfavorable for the efficiency of the inlet. However,
the reverse shear stress at each spanwise position was reduced in the case involving control.
The effects on the shear stress in the separation at y = 0.5hv (x/h = 5.65~x/h = 6.81) and
y = 0.75hv (x/h = 5.61~x/h = 6.92) were better with control than without it. The length of
the separation could be reduced by up to 31.76% compared with the uncontrolled case.
However, the plane of symmetry y = 0hv was located in an area in which the two inner
vortices interfered with each other, and the control effect was not as good as that at the
other spanwise planes, which is consistent with the above discussion on the distribution
of the time-averaged Mach number. In summary, the array of dynamic MVGs was able to
reduce local high pressure near the separation and improve the downstream cf of the wall.

To verify the control characteristics of the vortex generator at different times, an
instantaneous Mach number contour was extracted at the position of y = 0.25hv at t = 0T,
t = 1/4T, t = 1/2T, and t = 3/4T. Figure 22 shows that the size of the separation bubble
decreased as the vortex generator swung upward. When it swung to the highest point at
t = 1/2T, the separated boundary layer quickly reattached, and the control effect was better
than at other times. This is because the scale and strength of the vortex peaked when the
vortex generator swung to the highest point (t = 1/2T), as discussed above. When it swung
downward, the separation bubble continued to decrease in size due to the “extrusion”
effect of the dynamic MVGs.
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Figure 22. Contours of the Mach number of the array of dynamic MVGs at different times: (a) t = 0T,
(b) t = 1/4T, (c) t = 1/2T, (d) t = 3/4T.

Figure 23 shows the distributions of the shear stress and limit streamlines on the wall
at different times when controlled by the array of MVGs. Figure 23 shows that as the array
of dynamic MVGs oscillated, the size of the separation bubble varied. The improvement in
the shear stress on the wall on the plane of symmetry was better at t = 1/2T and t = 3/4T.
Under the control of the array of MVGs, the corner vortices disappeared, and the corner
separation decreased. The separation line gradually formed a sawtooth shape, leading
to a significant difference in the length of the separation at different spanwise positions.
The separation near the y = 0hv plane had the shortest flow, and the control effect at the
y = ±s/2 planes was not as good as the other spanwise planes because they were located
between the trailing vortices of the array of vortex generators. In conclusion, the dynamic
MVGs could satisfactorily control the interaction between the shock and the boundary layer.
Compared with that in the absence of control, the length of flow in the separation region
was significantly reduced, and the total pressure recovery coefficient increased by 6.4%.
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4.3. Influence of Dynamic Frequency of MVG Array on its Control Effect

Figure 24 shows variations in the shape factor and contours of the time-averaged Mach
number on the plane y = 0.25hv under different frequencies. The variations in the shape
factor H are shown in Figure 24a. The kinetic energy loss caused by viscosity is closely
related to the fullness of the velocity profile in the boundary layer; the shape factor was
introduced to express the relative kinetic energy loss in the boundary layer. The smaller the
H, the fuller the boundary layer [40]. The monitoring position (dashed black line on the
plane of symmetry y = 0.25hv in Figure 24b) was located upstream of the separation bubble
at x/h = 5.4. Considering the limits imposed by the speed of the motor and the feasibility of
the structure, the frequency of oscillations f of the vortex generator was controlled to within
300 Hz, and three frequencies (f 1 = 50 Hz, f 2 = 150 Hz, and f 3 = 300 Hz) were selected for
analysis. Figure 24 shows that H decreased for 3/4T as the duration of oscillations increased,
indicating that the vortex generator had enhanced the exchange of energy between the
boundary layer and the mainstream, increased the fullness of the near-wall boundary layer,
and was expected to achieve flow control. When the vortex generator oscillated at f 3,
the value of the shape factor H at each instance was smaller than those at f 1 and f 2, and
the maximum reduction reached 30%. This indicates that as the oscillation frequency of
the dynamic MVGs increased, the frequencies of “suction” and “extrusion” of the airflow
increased, leading to a higher intensity of energy transfer to airflow and a more significant
effect in flow control. As can be seen from the time-averaged Mach number contour in
Figure 24b, the height and length of the separation bubble decrease with the increase in the
vortex generator’s oscillation frequency, and this is because a higher oscillation frequency
leads to more momentum injection into the near-wall region, which helps to overcome the
adverse pressure gradient caused by SWBLI. This reduces the size of the separation bubble,
which is consistent with the control effect of the shape factor change mentioned earlier.
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Figure 24. Contours of the mean Mach number and changes in the shape factor at different frequencies
of oscillation at y = 0.25hv. (a) Changes in the H at different times. (b) Changes in the contour of the
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Figure 25a shows the profiles of velocity near the wall (zn/hv < 0.2) at the streamwise
position x/h = 4.7 (x = 70 mm) and the spanwise positions y = 0.25hv and y = 0.75hv. As the
frequency of oscillation increased, the profile of the boundary layer near the wall at both
spanwise positions gradually became fuller. However, compared with those at y = 0.25hv,
the changes in the near-wall velocity were more pronounced at the spanwise position of
y = 0.75hv. When the MVG oscillated at a frequency of 300 Hz, the profile of the boundary
layer was the fullest, and the near-wall velocity could be increased by up to 8.8% compared
with that at f 1 = 50 Hz. The vortex generator had the most significant control effect on the
flow field at a frequency of 300 Hz. In addition, Figure 25b shows the profiles of velocity
near the wall at the streamwise positions of x/h = 4.1 and x/h = 4.7 (spanwise position,
y = 0.5hv). When the dynamic MVG oscillated at a frequency of 300 Hz, the near-wall
velocity increased to varying degrees at both streamwise positions, with more significant
changes observed at x/h = 4.7. In summary, when the frequency of oscillations of the
dynamic MVG increased, the near-wall boundary layer at each station obtained more
kinetic energy, and this led to a more pronounced control effect.
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5. Conclusions

In this study, we proposed a method for controlling the SWBLI in a supersonic inlet by
using an array of dynamic MVGs. The aerodynamic feasibility of this design concept was
preliminarily verified, and the mechanism of flow and the law of influence of the relevant
parameters were analyzed. Our main conclusions are as follows:

(1) The incident shock in the supersonic inlet imposed a strong adverse pressure gradient
on the boundary layer, which led to its local thickening and separation. Due to
the presence of the side wall of the inlet, vortices that intensified transverse flow
were generated near the side wall, leading to a complex 3D structure of flow of the
separation bubble. A large separation was formed in the middle of the bottom wall.

(2) The dynamic MVGs induced a vortex structure with variable intensity in the super-
sonic boundary layer due to their oscillation. This enhanced the mixing of the flow
of the boundary layer with the high-speed mainstream flow and caused the profile
of the velocity of the separation to become fuller while enhancing the stability of the
boundary layer. At the same time, the unique effects of “extrusion” and “suction” of
the vortex generators during their oscillation continued to charge the airflow, further
enhancing its ability to suppress the separation.

(3) When flow was controlled by the array of dynamic MVGs, the height of the separation
bubble in the supersonic inlet decreased more significantly than that in the absence of
control. Compared with the case without control, the length of the separation in the
streamwise direction decreased by up to 31.76%, and the coefficient of total pressure
recovery increased by 6.4%.

(4) When the frequency of the dynamic MVG was in the range of 50–300 Hz, the effect
of charging the low-speed airflow near the boundary layer was enhanced as the
frequency of oscillations of the vortex generators increased, and the shape factor of
the boundary layer decreased by up to 30% at a frequency of 300 Hz compared with
that in the absence of control.
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