P
% aerospace
% P

Article

Aerodynamic Shape Optimization of Subsonic/Supersonic Flows
Integrating Variable-Fidelity Longitudinal Trim Analysis

Yacong Wu

check for
updates

Citation: Wu, Y,; Huang, J.; Ji, B.;
Song, L. Aerodynamic Shape
Optimization of Subsonic/Supersonic
Flows Integrating Variable-Fidelity
Longitudinal Trim Analysis. Aerospace
2024, 11, 143. https://doi.org/
10.3390/aerospace11020143

Academic Editor: Konstantinos

Kontis

Received: 1 December 2023
Revised: 21 January 2024
Accepted: 6 February 2024
Published: 8 February 2024

Copyright: © 2024 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

, Jun Huang, Boqgian Ji

and Lei Song *

School of Aeronautic Science and Engineering, Beihang University, Beijing 100191, China;
wuyacong@buaa.edu.cn (Y.W.); junh@china.com (J.H.); jibogian@buaa.edu.cn (B.].)
* Correspondence: songlei@buaa.edu.cn

Abstract: Most existing studies on aerodynamic shape optimization have not considered longitudinal
trim under control surface deflection, typically achieving self-trim through a constraint of zero pitch-
ing moment or adjusting the optimized configuration for longitudinal trim. However, adjustments to
the optimized configuration might introduce additional drag, reducing overall optimization benefits.
In this paper, a novel approach of incorporating control surface deflection for longitudinal trim in
aerodynamic optimization is proposed. Firstly, an aerodynamic computation program based on
the high-order panel method was developed, introducing velocity perturbations on specific mesh
surfaces to simulate actual control surface deflections. Subsequently, a comprehensive optimization
framework was established, encompassing parametric modeling, aerodynamic computation, and
variable-fidelity control surface deflection analysis. Finally, aerodynamic optimization analysis was
conducted under both subsonic and supersonic conditions. Thirty-one design variables were selected
with the trimmed lift-to-drag ratio in cruising condition as the objective function and the control
surface deflection angle as the constraint. The results indicated an 8.52% increase in the trimmed
lift-to-drag ratio compared to the baseline model under subsonic conditions and an 8.1% increase

under supersonic conditions.

Keywords: aerodynamic shape optimization; longitudinal trim; variable-fidelity; high-order panel
method; subsonic/supersonic

1. Introduction

Aerodynamic shape optimization plays a pivotal role in enhancing the aircraft’s overall
performance. As demands for aircraft performance continually escalate, optimization
in the preliminary design phase of an aircraft has become increasingly critical [1]. In
this process, while high aerodynamic efficiency is sought, stability remains paramount.
Enhanced aerodynamic efficiency is directly linked to improved fuel efficiency, speed,
range, and aircraft payload capacity. Conversely, stability forms the foundation for safe
flight operations [2]. Consequently, integrating these two aspects into aerodynamic shape
optimization has emerged as a significant research direction in aeronautical design. In
designs focused on stability, longitudinal trim, characterized by zero pitching moment
at the design point to maintain a stable pitch attitude during flight, is a critical factor.
Longitudinal trim is not only central to flight stability but is also crucial in achieving precise
flight control [3].

Numerous researchers have delved into the aerodynamic optimization of aircraft,
considering longitudinal stability constraints. Kai Wang [4] designed two optimization
strategies for the NASA Common Research Model (CRM) wing-body—tail configuration:
the first optimized the configuration without considering pitch moment balance, followed
by manual trimming using the horizontal tail, and the second imposed a zero-pitching
moment constraint directly in the optimization model. The results indicated that the
first strategy increased drag during manual trimming, making the drag reduction in

Aerospace 2024, 11, 143. https:/ /doi.org/10.3390/aerospace11020143

https://www.mdpi.com/journal/aerospace


https://doi.org/10.3390/aerospace11020143
https://doi.org/10.3390/aerospace11020143
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/aerospace
https://www.mdpi.com
https://orcid.org/0000-0002-7897-3510
https://orcid.org/0009-0007-6793-6953
https://orcid.org/0000-0002-9650-6422
https://doi.org/10.3390/aerospace11020143
https://www.mdpi.com/journal/aerospace
https://www.mdpi.com/article/10.3390/aerospace11020143?type=check_update&version=1

Aerospace 2024, 11, 143

2 of 20

the second strategy superior. Vassberg JC [5] achieved longitudinal trim by adjusting
the horizontal tail’s installation angle. Chen S [6] developed a trim penalty surrogate
model to incorporate a trim drag penalty proportional to the pitching moment in the
configuration’s drag optimization, balancing aircraft performance and trim drag loss.
Lyu, Z.]. and others [7-11] introduced longitudinal trim consideration into gradient-based
optimization by deriving adjoint equations for solving zero-pitching moment constraints.
Rubén [12] applied Prandtl’s lifting line theory to compute the lift distribution of wings and
horizontal tails, optimizing the combination using genetic algorithms to achieve optimal
lift distribution while considering longitudinal trim.

Current research primarily focuses on conventional aircraft configurations with hor-
izontal tails, where longitudinal trim requirements are met by optimizing wing param-
eters or adjusting the angle of the horizontal tail. However, for tailless aircraft config-
urations [13,14], such as the widely used flying wing layout, adjusting the horizontal
tail angle is not applicable. Instead, optimization is solely reliant on wing parameter
adjustments to achieve self-trimming. However, self-trimming is effective only at the
design speed point and has significant limitations. For optimization across multiple speed
design points, deflecting control surfaces must be employed to meet longitudinal trim
requirements simultaneously.

Addressing the aforementioned challenges, this paper aims to propose an aerody-
namic optimization method for subsonic/supersonic aircraft, incorporating control surface
deflection to achieve longitudinal trim. Initially, the paper outlines the theoretical basis for
employing high-order panel methods in aerodynamic calculations and simulating control
surface deflections through velocity perturbations on designated mesh surfaces, which is
then substantiated by accuracy validation against wind tunnel test results. Subsequently,
a comprehensive optimization framework encompassing parametric modeling, aerody-
namic computation, and variable-fidelity control surface deflection analysis is constructed,
detailing the implementation strategies for each module. Then, a baseline model of a low
aspect ratio flying wing aircraft is established. The optimization is conducted on multiple
section parameters under subsonic (M = 0.5) and supersonic (M = 1.5) conditions while
maintaining the unaltered planform configuration of the aircraft. Maximizing the trimmed
lift-to-drag ratio while ensuring longitudinal trim performance is the objective. Finally, an
assessment and comparison of the aerodynamic performance between the baseline and
optimized models are presented.

This paper continues in Section 2 by delineating the theoretical foundation of the
numerical calculation methods and providing validation for their accuracy. Section 3 intro-
duces an aerodynamic optimization framework for aircraft, considering longitudinal trim
performance. In Section 4, optimization analyses under subsonic and supersonic conditions
are conducted for the baseline model, accompanied by a comparison of aerodynamic per-
formance before and after optimization. The final section summarizes the main conclusions
of the research and proposes directions for future studies.

2. Theoretical Foundations and Accuracy Verification

This section presents the fundamental theory of employing the higher-order panel
method for computing the aerodynamic performance of models. Based on this theory,
a computational program has been developed in the PYTHON environment to conduct
aerodynamic characteristic analyses of the model under subsonic and supersonic condi-
tions. The results are then compared with wind tunnel experimental data, validating the
accuracy of the program within its applicable range. Furthermore, an additional feature
is implemented in the program to simulate control surface deflection by adding velocity
perturbation on specified mesh surfaces. This approach enables the rapid calculation of
aerodynamic performance for the deflected model while maintaining an unchanged geo-
metric shape. Through numerical examples, the computational results of simulated control
surface deflection are compared with those of actual deflection, confirming the feasibility
of the method.
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2.1. Method for Assessing Aerodynamic Performance
2.1.1. Theoretical Foundations of High-Order Panel Methods

The Prandtl-Glauert equation is employed as the fundamental equation for the solu-
tion of the flow field [15]. The formulation is as follows:

(1 - Mgo)gbxx + (Pyy + 4722 =0 (1)

where M denotes the freestream Mach number, while ¢xx, ¢y, and ¢., represent the
second-order derivatives of potential function ¢. The derivation of Equation (1) employs
assumptions about inviscid flow, isentropic conditions, irrotational flow, steady-state,
and small disturbances. Furthermore, it is important to note that this equation cannot
adequately describe transonic and hypersonic flow regimes. All subsequent derivations
and applications are predicated upon these assumptions; hence, viscous-related forces, such
as friction drag and nonlinear phenomena, will not be predicted. In cases involving thicker
configurations or higher angles of attack, the perturbation velocities are often substantial,
which consequently narrows the applicable range of Mach numbers even further.

To solve the potential on the model surface, two variables related to the potential
function are defined on the panel: the source strength ¢ and the dipole strength u:

c=V(pu—¢L) 1
w=¢u—¢r

As indicated by the definitions, sources represent the inflow and outflow of the
fluid, while dipoles represent the fluid velocity distribution. To ensure the fluid flow’s
physical correctness and the numerical solution’s accuracy, the source strength on the model
surface follows a linear distribution, which means the fluid flow between adjacent panels is
continuous without abrupt changes. The dipole strength follows a quadratic distribution,
ensuring that both the velocity and its rate of change are continuous between adjacent
panels. This continuity aids in simulating a smooth variation in the fluid velocity field.

The model surface can be discretized into several panels, with control points located
at specified positions on each panel. Defining the source and dipole strength at these
control points as unknown parameters, it is possible to express the source and dipole
strength at any point on the model surface as linear combinations of these unknown
parameters. Once the representation method for the source and dipole strengths on the
model surface is established, the influence of all panels on the aircraft surface at the control
points can be computed. This process necessitates considering the effects of compressibility
in both subsonic and supersonic flows. Defining the indicator s = sign(1 — M2,) and the
compressibility factor B = /s(1 — M%), the distance PQ from a point Q(¢, 7, {) on a panel
to the control point P(x, y,z) can be expressed as:

()

R= /(& — )7 + 521 —y)> + 5B —2)° ()

It is important to note that in the computation of the effects of the source and dipole
distribution on the aircraft surface at the control points, the influence region of each control
point in subsonic flow encompasses all panels. Still, in supersonic flow, the influence region
of a control point is confined to the panel elements within its forward Mach cone.

For a conventional closed aircraft model, the following conditions must be satisfied:
(1) the total normal mass flux at the model surface is constantly zero and (2) the potential
function inside the configuration is constantly zero. These conditions can be represented
by the following set of equations:

0 4
v 4)
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By applying the boundary condition of Equation (4) at each control point, a set of linear
equations equal in number to the unknown parameters can be obtained. Consequently, a

system of N linear equations comprising N parameters {/\i}fi 1 can be derived:

[AIC]A = b 5)

wherein b is the vector representing the constraints and each row of the matrix [AIC]
represents the coefficients of the boundary condition equation at a specific control point.

Solving Equation (5) yields all the unknown source/dipole parameters. Substituting
these into Equation (2) allows for determining the potential at any point on the model.
Based on the potential, the pressure distribution on the model surface, as well as the axial
forces and moments, can be calculated.

2.1.2. Verification of Accuracy in Aerodynamic Computational Programs

The subsonic computational model selected is the flying wing aircraft from the wind
tunnel test report NASA TN D-7631 [16]. This model features an aspect ratio of 1.15 and a
sweep angle of 74°. The axial view of the model is illustrated in Figure 1.

Figure 1. The flying wing aircraft model in NASA TN D-7631.

At Mach numbers 0.6 and 0.8, the comparison between computational results and
wind tunnel experimental data for the variation in the lift coefficient with the angle of
attack for this model is depicted in Figure 2. The computational results align with the
experimental data within the range of —5 to 6 degrees angle of attack. However, due to the
large sweep angle, after the angle of attack exceeds 6 degrees, localized flow separation
begins to occur on the aircraft as the angle increases. The presence of nonlinear proper-
ties in the lift curve gives rise to inconsistencies between the computational results and
experimental observations.

CL(Ma=0.6) CL(Ma=0.8)
0.5 0.5

—e—Cal —e—Cal
0.4 —o—Exp 0.4 —o—Exp
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Figure 2. Comparison of calculation and experiment for C;, (subsonic).

At Mach number 0.6, the comparison of computational data with experimental results
for the model’s roll moment derivative to sideslip angle (Cjg), yaw moment derivative to
sideslip angle (C,p), and side force coefficient derivative to sideslip angle (C,z) as functions
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of the angle of attack are illustrated in Figure 3. Within the calculated range of angles of
attack, the computational and experimental data for Clﬁ are consistent. However, after
the angle of attack exceeds 6 degrees, the experimental curves for C,g and C,g exhibit
nonlinearity, resulting in slight deviations from the computational curves.

Clg (Ma=0.6) Cnj (Ma=0.6) CC, (Ma=0.6)
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—s—Exp —&— Exp
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Figure 3. Comparison of calculation and experiment for Cjg, C;y5, and Cyp.

The supersonic computational model selected is the delta wing—body combination
from the wind tunnel test report NASA TP1878 [17]. This model features an aspect ratio of
1.65 and a sweep angle of 68°. The axial view of the model is shown in Figure 4.

Figure 4. The wing-body model in NASA TP1878.

At Mach numbers 1.6 and 2.0, the comparison between computational results and
wind tunnel experimental data for the variation in the lift coefficient with the angle of
attack for this model is depicted in Figure 5. It is necessary to clarify that the reference area
used for the test data in NASA TP1878 [17] is the cross-sectional area of the fuselage, not
the wing area. This accounts for the higher values of the lift coefficient. At Mach 1.6, the
computational results are broadly consistent with the experimental data. However, at Mach
2.0, when the angle of attack exceeds 8 degrees, the experimental data exhibit nonlinear
characteristics, leading to certain discrepancies between the computational results and the
experimental data.
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Figure 5. Comparison of calculation and experiment for Cy, (supersonic).
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2.2. Method for Simulating Control Surface Deflection

During the longitudinal pitch moment trimming calculations, to determine the de-
flection angle and the angle of attack for trimming, several computations with deflected
control surfaces are generally required, which presents two challenges within the process
of automated optimization. Firstly, regenerating the grid model after each control surface
deflection significantly increases computation time. Secondly, the deflection of the control
surfaces, along with their corresponding positions on the aircraft body, creates a pair of
minor end faces. These end portions result in narrow triangular meshes, which can lead to
ambiguities in the linear equation system during computations, thus, causing numerical
stability issues. The problem becomes particularly severe when the inflow is supersonic.

Throughout the automated optimization process, performing a large number of cal-
culations with deflected control surface models may lead to optimization deviating from
the correct direction due to frequent occurrences of numerical stability issues. To circum-
vent such problems, it is necessary to adopt alternative approaches to simulate the actual
deflection of the control surfaces.

In the program, control surface deflection is manifested as a rotation of the panel of
the control surface relative to the direction of the oncoming flow. Suppose the panel of the
control surface is kept stationary. A velocity perturbation superimposed on the original
velocity direction is then added to the discretized mesh. In such circumstances, the direction
of the oncoming flow can be altered, which deflects the flow direction by a corresponding
angle relative to the panels. Therefore, without altering the geometric configuration, the
approach can simulate the state of the control surface deflection, allowing for the calculation
of the aerodynamic forces and moments on aircraft with deflected control surfaces.

2.2.1. Principles of Simulating Control Surface Deflection via Velocity Perturbations

After adding velocity perturbation to the control surface panel, as illustrated in
Figure 6, the oncoming flow velocity at control point P can be divided into two parts:

Vo(P) = Ve + AV(P) ©)

The equivalent deflection angle generated by perturbation velocity is as follows:

—

V),

A
ay = arctan(—
Veo

(7)

In the computation of the panel’s influence at the control points, the additional velocity
perturbation of the control surface panel is integrated into the boundary condition equation.
After completing the cycle calculations of the influence coefficients for all panels at all
control points, the data is compiled into a linear equation system in the form of Equation (4).
Solving the equation yields the distribution of source/dipole strengths on the model surface,
while considering the deflection of the oncoming flow velocity due to the control surface.

Figure 6. Schematic diagram of adding velocity perturbation.

2.2.2. Correction of Pressure Coefficients

When simulating the actual deflection of control surfaces using local velocity pertur-
bations, the method for calculating the pressure on the configuration surface must also be
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appropriately modified to account for the added velocity. As known from the reference [18],
for an ideal gas, the integral form of the Bernoulli equation can be written as:

2 2
¥y P 1|z ¥ P 1|2
———+ |V =———+3|V 8
’ylp+2’ 7—1poo+2 * ®)
NV
wherein 7 represents the ratio of specific heats (1.4 for a diatomic gas), term 1| V| denotes
kinetic energy, and term % 0 signifies potential energy.

When considering the actual flow conditions, Equation (8) implies that the total energy
per unit mass remains constant at any point along a streamline. After adding an additional
velocity at a point on the configuration surface, the corresponding additional energy should
also be added to the right side of Equation (8), ensuring the equation remains valid. The
modified Bernoulli equation can then be expressed as:

P 1
Y "4

1, 2 +AE 9)

>
Assuming that the additional energy AE results in an increase of AV« in the oncoming

flow velocity, then:

2 2

1(—

11— =
Z‘Voo —i—AE:EVoo—i-AV (10)

When the control point affected by the additional velocity is suff1c1ently dlstant from

the source of added energy in the inflow, it is reasonable to assume that AVoo ~ AV and
Equation (10) can be simplified as:

52

— —
2.AE:2VW-AV+‘AV (11)

Combining the definition of the pressure coefficient with the modified Bernoulli
equation (9), and neglecting the cubic and higher-order terms in the formula, we can obtain
the modified second-order pressure coefficient equation:

o]
14 2
2AE  , (u+AU)
Cp,an = 52 + 52 Mooﬁ (12)
B

>
where AU represents the component of the additional velocity AV in the direction x. By
substituting Equation (11) into Equation (12), it can be concluded that:

\92 \sz
2AU ,  u?
Cpana =1 - o2 TS o2 +M°°ﬁ (13)
‘vm ‘Voo‘ ‘Voo ‘Voo

where u represents the component of the perturbation velocity v in direction x.

2.2.3. Validation of Accuracy in Simulating Control Surface Deflection Methods

The wing model used in this part is selected from the wind tunnel test report NACA
TN No.1581 [19], and features an aspect ratio of 1.34, a sweep angle of 60°, and employs the
NACA 0012 airfoil. The model’s axial view is illustrated in Figure 7. The model is divided
spanwise into three wing sections, with the rear part of the middle section designated as



Aerospace 2024, 11, 143

8 of 20

the control surface, as shown in Figure 8. With the control surface deflected downward
by 10 degrees, the aerodynamic forces resulting from both the unchanged geometric
configuration with added local velocity perturbations to simulate control surface deflection
and the actual geometric deflection of the control surface were calculated. The comparison
of lift, drag, and pitching moment for both scenarios is depicted in Figure 9. It is evident
from Figure 9 that the lift and pitching moment obtained by simulating control surface
deflection through the addition of velocity perturbations are consistent with the results
of actual deflection, making this approach suitable for rapid assessment of an aircraft’s
longitudinal trim capabilities and for a rough estimation of trim angles. However, since the
integration for aerodynamic force calculation is conducted on the panels without actual
panel deflection, the integral result in the x direction is slightly reduced. Furthermore,
given that the drag coefficient is small, the relative difference in drag values between the
two methods is somewhat more significant, rendering this simplified method unsuitable
for calculating drag.

Figure 7. The wing model in NACA TN No.1581.

CL CDi Cm

045 —=—actual —=—actual —=—actual
! —e—simulated 0.07 —*—simulated 008 —+—simulated

CL
°
I
3

CDi
°
R

Cm
°
g

0 5 10 0 5 10 0 5 10
Alpha Alpha Alpha

Figure 9. Comparison of calculation results between simulated and actual deflection model.

The geometric model after a 10-degree deflection of the control surface is shown in
Figure 10, with the corresponding semi-model panel mesh depicted as well. Following the
deflection of the control surface, it is observable that a pair of narrow end faces emerge at
the positions marked by black circles, causing the end portion of the mesh to deform into
narrow triangular grids, as shown in Figure 11. The airfoil used in the model is the NACA
0012, which is characterized by its lack of camber and relatively larger thickness. During
the optimization process, the airfoil will continuously change, and airfoils associated with
supersonic performance are generally thinner. When the airfoil has a smaller thickness
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and is cambered, the deformation of the grid at this location becomes more pronounced,
thereby affecting the numerical stability during calculations.

Figure 10. Model of 10-degree deflection of control surface.

Figure 11. Deformable mesh generated by deflection.

3. Optimization Framework Description

This section delineates the numerical methods employed in the aerodynamic opti-
mization study, considering longitudinal trimming. These methods encompass parametric
modeling, aerodynamic performance computation, variable-fidelity longitudinal control
surface trim deflection angle analysis, and a hybrid optimization algorithm that integrates
genetic algorithms (GA) with sequential least squares programming (SLSQP) [20]. The
optimization design flow chart illustrated in Figure 12 demonstrates the interconnection of
the aforementioned methods, with the operational process described as follows.

‘Geometric Parameters: Airfoil, Twist Angle‘

............ Y
! Optimization Analysis !

.

| Non-Deflected CAD Model |
[

v ¥
Non-Deflected Simulated Deflected
Aerodynamic Data Aerodynamic Data
I

¥
Variable-Fidelity Trim
Deflection Angle Analysis
I

v ¥
Trim Lift-to-Drag Ratio‘ ‘ Trim Deflection Angle

Objective Function
L  No Constraint Function

Figure 12. Flowchart of aerodynamic optimization.

Initially, a parametric modeling method was established to generate three-dimensional
models automatically based on input design variables. Concurrently, surface mesh points
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were generated on the model, outputting a mesh information data package directly applica-
ble to aerodynamic computations. Subsequently, the high-order panel method, integrated
with the velocity perturbation technique, was employed to assess the aerodynamic forces
and moments on the model across specified angles of attack and control surface deflection
angles. Following that, a variable-fidelity method for longitudinal control surface trim
deflection angle analysis was utilized to ascertain the model’s precise trim deflection angles
while reducing computational load and complexity. Lastly, a hybrid optimization strategy
combining GA with SLSQP was chosen. The trimming lift-to-drag ratio during cruising
conditions was designated as the optimization objective function, with the control sur-
face trim deflection angle being included as a constraint in the optimization process. The
optimizer evaluates the computational results derived from the current design variables,
generating new design variables and initiating subsequent iterative cycles. This process
continues until the predetermined convergence criteria are satisfied.

3.1. Geometric Parametrization

In this part, focusing on the unique configuration of the tailless flying wing aircraft, the
spanwise direction is divided into several sections. By defining the airfoil, twist angle, and
dihedral angle between sections, a parametric mathematical model of the aircraft’s geome-
try can be established. Input parameters, once processed through MATLAB to determine
the data points of each section, are then used to generate the computational model and
the surface mesh points automatically via CATIA secondary development technology. The
output mesh points can be read to produce the corresponding aerodynamic computation
data package. This process eliminates manual intervention and can be incorporated into
the optimization framework. Both twist and dihedral angles are physically meaningful and
intuitive parameters that do not require additional parameters for representation. However,
a suitable method for airfoil parameterization that fits within the optimization framework
of this paper still needs to be selected.

Utilizing certain mathematical functions to control the profile curve of an airfoil with
a limited number of parameters is a common method of airfoil parameterization. Based on
construction approaches, these algorithms can be categorized into two main types: descrip-
tive parameterization methods and geometric transformation parameterization methods.
Among them, the descriptive parameterization method is more widely used due to its
broad applicability. This approach fits the airfoil curve using mathematical equations that
include several undetermined parameters, with adjustments to these parameters altering
the airfoil curve. Typically, this method does not require an initial airfoil profile; the coordi-
nates of the airfoil curve are directly obtained from the equations once all the undetermined
parameters are defined. Notable examples of descriptive parameterization methods include
Sobieczky’s PARSEC method [21], Kulfan’s CST method [22], and the airfoil description
methods based on B-splines or Bezier curves [23], as well as parameterization methods
based on orthogonal polynomials [24]. Considering that too many airfoil parameters can ex-
ponentially increase the number of design variables, thereby complicating the optimization
process, the IGP airfoil parameterization method proposed by Lu X in 2018 was chosen [25].
This method features a clear physical significance and strong continuity in the parameter
domain. It fits the airfoil curve using eight control parameters, as detailed in Table 1.

Table 1. Physical significance of control parameters.

Control Parameters Physical Significance
cl, c2 coefficients of camber-line-abscissa parameter equation
3, c4 coefficients of camber-line-ordinate parameter equation
Xr chordwise location of maximum thickness
T maximum thickness
00 leading edge radius

BTE trailing edge boat-tail angle
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3.2. Aerodynamic Calculation

In the optimization framework, the aerodynamic computation method employs the
high-order panel method aerodynamic calculation program introduced in Section 2. As
the optimization process requires extensive computations and iterations, the multipro-
cessing library in Python is used to write parallel computing functionalities for enhanced
computational efficiency. When employing optimization algorithms involving population
computing, all samples generated in each generation can be simultaneously read and pro-
cessed by the aerodynamic calculation program. Given the use of the simulated deflection
method of the control surface, as described in Section 2.2, the geometric configuration re-
mains unchanged during computations. A single calculation can output aerodynamic data
for several angles of attack and control surface deflection angles, significantly increasing
computational efficiency in the optimization process.

3.3. Calculation of Control Surface Trim Deflection Angles

For a given model, after the aerodynamic calculation program provides the aerody-
namic forces and moments for several angles of attack and control surface deflection angles,
the model’s angle of attack for the cruise phase and the control surface trim deflection angle
can be determined through interpolation methods. However, since the aerodynamic forces
with deflection are not calculated based on the actual deflection of the control surfaces,
using this trim deflection angle as the final result may introduce a slight deviation. Con-
sidering that satisfying the trimming constraint is a decisive factor for the usability of the
model in optimization, a variable-fidelity framework for calculating control surface trim
deflection angles has been established to ensure accuracy. The trim deflection angle derived
from the simulated deflection method, a low-fidelity approach, is used as an initial value.
Subsequently, the actual control surface deflection method, a high-fidelity approach, is
employed to search near the initial value for the precise angle that strictly satisfies both level
flight and trim requirements. This approach, thus, ensures the accuracy of trim deflection
angle calculations while reducing the computational iterations of the deflection model.

The specific computational process for the variable-fidelity control surface deflection
framework is detailed in Section 3.3.2. Prior to this, the method for automatic deflection
mesh generation using adaptive mesh refinement employed in this framework is introduced
in Section 3.3.1.

3.3.1. Adaptive Mesh Refinement for Automated Deflection Mesh Generation Method

In the case presented in Section 2.2.3, it has been demonstrated that numerical stability
issues may arise for models with actual control surface deflection due to the elongated
meshes on the added end surfaces. To ensure the reliability of the computational results,
it is necessary to refine the mesh in this area locally. During the optimization process,
as the range of control surface deflection angles changes significantly with the increase
in generations, it is not feasible to determine a unified rule for mesh point offset and
refinement. Therefore, an adaptive mesh refinement program for the control surface
deflection model has been developed in response to the actual computational needs. This
program dynamically adjusts the mesh based on the current deflection requirements,
thereby ensuring the aerodynamic calculations” accuracy and stability throughout the
optimization process.

The program, based on the mesh point information of the original configuration
without control surface deflection, automatically calculates the positions of the mesh points
after deflection, as well as the intersection points between the deflected control surface
end face and the corresponding wing end face, as represented by point X in Figure 13. It
recalculates the mesh points of each wing section’s rear surface and the newly added end
face according to the position of the intersection points, aiming to minimize mesh distortion.
Since the mesh points shift based on the position of the intersection points, significant
variations in adjacent mesh sizes may occur when the control surface deflection angles
are either very large or very small. To avoid numerical issues, the program automatically
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calculates the sizes of the shifted meshes. In cases where the size exceeds a threshold or
where there is a rapid change in adjacent mesh sizes, the mesh in that area is automatically
refined, as illustrated in Figures 14 and 15.

Figure 13. Schematic diagram of the intersection point after deflection.

>

Figure 14. Mesh before automatic refinement.

[

Figure 15. Mesh after automatic refinement.

Practical applications in optimization have demonstrated that the adaptive mesh
refinement method for the deflection model effectively avoids numerical stability issues
during computations, particularly in cases where the incoming flow is supersonic.
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3.3.2. Framework for Calculating Control Surface Trim Deflection Angles

The variable-fidelity framework for calculating the trim deflection angle is illustrated
in Figure 16. Using the velocity perturbation method to simulate control surface deflection,
the aerodynamic data of the model are computed within a specified range of angles of
attack with control surface deflection angles of —10, 0, and 10 degrees, respectively.

Simulated Deflection Calculation . .
(deflection angle:~10,0,10) 4’{ Initial trim deflection angle

l

Aerodynamic Data of the Aerodynamic Data of the
Non-Deflected Model Initial Deflection Model Adaptive Mesh
Refinement for
I Refined trim deflection Angle | Automated
I Deflection Mesh
v Generation

Aerodynamic Data of the
Refined Deflection Model

e
Trim deflection angle strictly satisfying
level flight and trim conditions

Figure 16. Flowchart for calculating the trim deflection angle.

The initial trim deflection angle corresponding to the case CL = Cp_jeper_flignt and
Cy = 0 can be obtained through interpolation methods. Utilizing the automatic generation
program described in Section 3.3.1, computational files for the deflected model correspond-
ing to the initial trim deflection angle are generated, and the aerodynamic performance
of the model with actual control surface deflection is calculated. Combined with the aero-
dynamic data of the clean configuration, the refined trim deflection angle under level
flight conditions is calculated through interpolation methods, and the corresponding aero-
dynamic data for the actual deflection model is calculated. Since the pitching moment
coefficient obtained from the discrete panel calculation generally does not strictly equal
zero, the angle of attack and control surface deflection angle that strictly satisfy the level
flight and trimming conditions are determined through a small range search based on the
existing aerodynamic data of the three actual deflection models.

3.4. Optimization Algorithm

This study employed a hybrid optimization approach, integrating the characteristics
of GA [26] and SLSQP. Genetic optimization algorithms, grounded in the principles of
natural selection and genetics, are capable of exploring the entire search space, thereby
reducing the risk of converging to local optima. The population-based nature of this
algorithm can be utilized in tandem with the parallel computational algorithm of the
aerodynamic program described in Section 3.2. Individuals within the population can
simultaneously evaluate objective and constraint functions, thus, enhancing computational
efficiency. However, as the GA approaches the optimal solution, its convergence speed
may decrease, potentially requiring extensive computational resources. On the other hand,
SLSQP is a gradient optimization algorithm equipped with constraint-handling capabilities.
This method utilizes gradient information about the objective and constraint functions
to guide the search process, thereby rapidly finding the optimal solution that satisfies
constraints. However, the performance of SLSQP can be influenced by the choice of initial
values; inappropriate initial values might lead to convergence on local optima or non-
convergence. Therefore, we have opted to combine these two methods, initially employing
the global search capabilities of the GA to locate a point near the optimal solution in the
design space. This point is then used as the initial value in SLSQP optimization for the
local search. By leveraging the exploratory strength of GA and the fine-tuning ability of
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SLSQP, the limitations of each method are mitigated, enabling more efficient discovery of
the global optimum or a solution close to it.

3.5. Optimization Problem Formulation

The Innovative Control Effectors (ICE) program configuration 101 [27] was selected as
the baseline for optimization, as illustrated in Figure 17. This model represents a typical
tailless flying wing aircraft with a large sweep angle and a low aspect ratio. The root chord
length of the baseline model is 13.14 m, with the chord lengths at two transition positions
being 8.169 m and 4.968 m, respectively. The wingspan is 11.42 m, with a reference area of
75.26 m? and an average aerodynamic chord of 8.51 m. The leading-edge sweep angle is
65 degrees, and the aspect ratio is 1.73. Each section of the baseline model utilizes the same
symmetrical airfoil, as depicted in Figure 18. The root airfoil parameters are represented
using the IGP method, as detailed in Table 2.

Figure 17. The baseline aircraft model.

047
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041
e o ——
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Figure 18. The airfoil of baseline model.

Table 2. Airfoil parameters of root section.

cl c2 c3 c4 XT T Po ﬁTE
0.2 0.5 0.0 0.0 0.2972 0.1 0.38 1.8267

The semi-span planform layout of the baseline model is illustrated in Figure 19. The
spanwise direction is divided into five sections, forming four wing segments. The airfoil
parameters, twist angles, and dihedral angles of each wing segment can be independently
defined, while the platform layout remains constant during the optimization process. The
trailing edge section of segment two is chosen as the control surface. The control surface’s
leading edge is located at 87% of the chord on the section CD and 78% on the section EF.
The control surface’s projected area is 2.053 m?, accounting for 5.47% of the total wing’s
projected area.

The objective function for the optimization is the lift-to-drag ratio of the aircraft in a
longitudinally trimmed state during the cruise phase. Since the optimization objective tends
to minimize the drag coefficient, the process will inherently aim to reduce the maximum
thickness of each section as much as possible. To ensure the aircraft’s payload requirements,
the maximum relative thickness parameters (T) of each section’s airfoil are fixed during the
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optimization process. Additionally, considering the aircraft’s stability and controllability,
the optimization process should impose constraints to limit the excessive deflection of the
trimming control surfaces.

[ A ——
Segment4
G /‘ﬂ\H e

Segment3

\
/ / Segment2
C D

Segmentl

A B

Figure 19. The platform of baseline model.

Based on the aforementioned analysis, the optimization problem for the ICE101 model
can be defined as follows:

min: F(x) = —Cr_tim/ Cp_trim
CL= CL level
s.t.: -
{ ‘5trim‘ <5

where Cr_4iiy and Cp 4y, represent the lift coefficient and drag coefficient in the trimmed
state, respectively. Cy ., represents the lift coefficient in level flight, while d.,, denotes the
deflection angle of the control surface in the trimmed state, and the downward deflection
is defined as positive.

Referring to the sectional setup in the figure, a total of 31 design variables were
selected, with specific parameters as detailed in Table 3.

Table 3. Design variables of aerodynamic optimization.

Airfoil Parameters Torsion Angle  Fixed Parameters
Section AB cl 2 3 c4 Xr po PBre No torsion T=0.1
Section CD ¢l 2 3 ¢4 Xr po PBrE 01 T=04
Section EF cl 2 3 4 Xr po PBrE 0, T=03
Section GH cl 2 B3 ¢4 Xr po PBre 03 T=03
Section IJ Consistent with section GH T=03

4. Optimization Results

This section focuses on the baseline model described in Section 3.5. Initially, an
analysis of its aerodynamic characteristics under both subsonic and supersonic conditions
was conducted to determine the initial model’s trimmed lift-to-drag ratio, which serves as a
benchmark for evaluating subsequent optimization results. Maintaining the same planform
configuration, 31 design variables were selected in the optimization process (as shown
in Table 3). The trimmed lift-to-drag ratio in the cruising state was used as the objective
function, with the control surface trim deflection angle as the constraint function. An
optimization analysis of the aerodynamic characteristics considering longitudinal trimming
under both subsonic and supersonic conditions was then performed.

4.1. Baseline Model Analysis

Using the computational methods outlined in Sections 3.2 and 3.3, the aerodynamic
characteristics and control surface trim deflection angles for the baseline model were
analyzed under subsonic and supersonic conditions. For the subsonic conditions, a Mach
number of 0.5 and an altitude of 0 m were assumed, while for the supersonic conditions,
a Mach number of 1.5 and an altitude of 10,000 m were considered. The results of the
baseline model are presented in Table 4, where &, represents the trimmed angle of
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attack in cruising condition, d;,;,, denotes the control surface trim deflection angle, Cy 4y,
is the trimmed lift coefficient, Cp; 4y, is the trimmed drag coefficient, Cpy represents
the zero-lift drag coefficient derived from engineering estimation methods, (L/D);,,,;
indicates the lift-to-drag ratio in untrimmed level flight, and (L/D),,;,, signifies the lift-
to-drag ratio in trimmed level flight. Under both subsonic and supersonic conditions, the
baseline model satisfies the constraint of the control surface trim deflection angles being
less than +5 degrees. The trimmed lift-to-drag ratios in cruising conditions are 15.7877 and
2.8253, respectively.

Table 4. Aerodynamic calculation results of baseline model.

Subsonic Supersonic

Dtrim 4.03 1.60
Otrim —1.64 —1.62
Cr_trim 0.1381 0.0588
Cpi_trim 0.0042 0.0119
Cpo 0.0046 0.0089
(L/D);pper 16.0086 2.8360
(L/D)pim 15.7877 2.8253

4.2. Aerodynamic Optimization in Subsonic Conditions

Utilizing the optimization framework outlined in Section 3, a subsonic optimiza-
tion analysis was conducted for the problem defined in Section 3.5. The incoming flow
Mach number was set to 0.5, with an altitude of 0 m. The optimal values obtained after
40 generations using the GA method were used as initial values for the SLSQP optimiza-
tion algorithm. The optimal solution generated after the hybrid optimization design, in
comparison to the baseline model, is shown in Table 5. The variation curve of the objec-
tive function’s optimal value over generations is depicted in Figure 20. The optimized
model’s trimmed lift-to-drag ratio was 17.13, an improvement of 8.52% compared to the
baseline model, and the control surface trim deflection angle was 1.36 degrees, satisfying
the constraint of being less than 5 degrees.

Table 5. Comparison of aerodynamic performance before and after optimization (subsonic).

Baseline Model Optimized Model
Kprim 4.03 4.20
Otrim —1.64 1.36
CL_trim 0.1381 0.1381
Cpi_trim 0.0042 0.0035
Cpo 0.0046 0.00456
(L/D);oper 16.0086 17.0816
(L/D)yim 15.7877 17.1331
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Figure 20. The variation in optimal value with generations (subsonic).
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The comparison between the airfoil profiles of each section of the optimized model
and the baseline model is illustrated in Figure 21. As can be observed, the camber of the
airfoils in each section of the optimized model has significantly increased. This increase in
camber enhances the pressure difference between the upper and lower surfaces of the airfoil,
thereby augmenting lift, improving the aircraft’s longitudinal stability, and enhancing the
lift-to-drag ratio. Furthermore, the negative twist in the airfoil profiles of each section
progressively increases along the span, resulting in smaller angles of attack at the wingtips
relative to the wing roots. This optimization in the lift distribution over the wing leads
to a distribution that more closely resembles an elliptical shape. Such a design effectively
delays or reduces wingtip stalls and minimizes drag caused by uneven lift distribution,
thereby optimizing the lift-to-drag ratio.

Section AB Section CD
01 01
0.05 0.05
m
- 005 -005
-01 -01
0 05 1 0 05 1
Section EF Section GH
0.1 0.1
0.05 0.05 //>
/———~\
08 — 0
= e
-0.05 -005
-01 -01
0 05 1 0 05 1
Baseline ———— optimized

Figure 21. Comparison of section airfoils and twist angle before and after optimization (subsonic).

4.3. Aerodynamic Optimization in Supersonic Conditions

Utilizing the optimization framework outlined in Section 3, a supersonic optimiza-
tion analysis was conducted for the problem defined in Section 3.5. The incoming flow
Mach number was set to 1.5 at an altitude of 10,000 m. The optimal values obtained after
40 generations using the GA method were used as initial values for the SLSQP optimization
algorithm. The optimal solution generated from the hybrid optimization design, in com-
parison to the baseline model, is presented in Table 6. The variation curve of the objective
function’s optimal value over generations is depicted in Figure 22. The optimized model’s
trimmed lift-to-drag ratio was 3.05, an improvement of 8.1% compared to the baseline
model, and the control surface trim deflection angle was —0.72 degrees, satisfying the
constraint of being less than 5 degrees.

-24

-25

-26

-27

-238

-29

-3.1

-32

-33

-34

0 5 10 15 20 25 30 35 40 45 50

Figure 22. The variation in optimal value with generations (supersonic).
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Table 6. Comparison of aerodynamic performance before and after optimization (supersonic).

Baseline Model Optimized Model

Qprim 1.60 2.05
Sirim ~1.62 —0.72
Cr_trim 0.0588 0.0588
Cpi_trim 0.0119 0.0103
Cho 0.0089 0.0089
(L/D) et 2.8360 3.0541
(L/D)pyim 2.8253 3.0541

The comparison between the airfoil profiles of each section of the optimized model
and the baseline model is illustrated in Figure 23. In contrast to the subsonic optimization
results, the change in camber for each section’s airfoil is less pronounced under supersonic
conditions. In supersonic flight, an increase in airfoil camber typically leads to a rapid
increase in drag. Consequently, supersonic aircraft airfoil designs tend to be flatter and
thinner to reduce drag and improve the overall lift-to-drag ratio. Similarly, the twist
angles in the supersonic optimization results are significantly smaller than those recorded
under the subsonic conditions. In supersonic flight, lift is mainly generated by the airfoil’s
thickness and sweep angle rather than the angle of attack, as it is in subsonic flight. The
contribution of twist to lift generation is relatively minor in supersonic flight, and excessive
wing twists can lead to increased drag, thereby reducing the aircraft’s lift-to-drag ratio.
Therefore, smaller twist angles are typically adopted under supersonic flight conditions.

Section AB Section CD
0.1 0.1
0.05 0.05
0© o —
-0.05 -0.05
-01 -01
0 0.5 1 0 0.5 1
Section EF Section GH
0.1 0.1
0.05 0.05
e —— _ ———
-0.05 -0.05
-01 -0.1
0 0.5 1 0 0.5 1
Baseline ————— optimized

Figure 23. Comparison of section airfoils and twist angle before and after optimization (supersonic).

5. Conclusions

This paper establishes a subsonic/supersonic aircraft aerodynamic optimization
method that considers longitudinal trim achieved through control surface deflection. Ini-
tially, a method for simulating the actual deflection of the control surface through velocity
perturbation was proposed, and based on this method, a variable-fidelity control sur-
face deflection analysis model was developed. Subsequently, an optimization framework
was constructed, encompassing parametric modeling, aerodynamic computation, and
variable-fidelity longitudinal trim control surface angle analysis. Finally, utilizing this
framework, a hybrid optimization algorithm integrating GA and SLSQP was employed to
optimize the aerodynamic characteristics of the ICE101 baseline model under both subsonic
and supersonic conditions, considering longitudinal trim. The primary conclusions are
as follows:

1. Based on the theory of high-order panel methods, an aerodynamic computational
program was developed using Python. The accuracy of the program was validated by
comparing the subsonic/supersonic computational results with wind tunnel exper-
imental data. Additionally, the study employed the novel approach of introducing
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velocity perturbations on specified mesh surfaces to simulate control surface deflection.
The effectiveness of this technique is substantiated by comparing these computational
results with models with actual deflections.

2. A variable-fidelity framework for calculating longitudinal control surface trim deflec-
tion angles was established. The framework employs a simulation-based deflection
method to identify initial control surface trim angles. Subsequently, a precise deflec-
tion method was applied to determine control surface angles that strictly satisfy level
flight and trim constraints. This approach ensures the accuracy of the trim deflection
angle calculations while conservatively utilizing computational resources.

3. For the baseline model, 31 design variables were selected, with the trimmed lift-to-
drag ratio in the cruising condition set as the objective function and the control surface
trim deflection angle as the constraint function. The aerodynamic characteristic opti-
mization analysis considering longitudinal trim was facilitated under both subsonic
and supersonic conditions. Results show that under subsonic conditions, the model’s
trimmed lift-to-drag ratio was 17.13, marking an 8.52% improvement compared to
the baseline model. Accordingly, under supersonic conditions, the optimized model’s
trimmed lift-to-drag ratio reached 3.05, representing an 8.1% enhancement from the
baseline model.

The study in this paper primarily focuses on aerodynamic design optimization, con-
sidering longitudinal trim. The selection of design variables is chiefly confined to multiple
airfoil section parameters and twist angles. Future studies could contemplate incorporat-
ing additional design variables, such as anhedral angles and the planform geometry of
the wing. This enhancement would enable the model to analyze longitudinal and lateral
dynamic stability, further improving aircraft flight quality and safety.
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