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Abstract: This paper uses the adaptive dynamic programming (ADP) method to achieve optimal tra-
jectory tracking control for quadrotors. Relying on an established mathematical model of a quadrotor,
the approximate optimal trajectory tracking control, which consists of the steady-state control input
and the approximate optimal feedback control input, is designed for a nominal system. Considering
the compound disturbances in position and attitude dynamic models, disturbance observers are in-
troduced. The estimated values are used to design robust compensation inputs to suppress the effect
of the compound disturbances for good trajectory tracking performance. Theoretically, the Lyapunov
theorem demonstrates the stability of a closed-loop system. The robustness and effectiveness of the
proposed controller are confirmed by the simulation results.
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1. Introduction

The miniaturization and reduction in cost of the relevant control components in air-
craft, as well as the development and progress of computer and sensing and measurement
technologies, have improved the stability of flight control systems and greatly facilitated
the development of quadrotors [1]. The high operability, strong mobility and flexibility
of quadrotors allow them to meet the specific needs of many projects, generally used in
military, industrial and other fields [2,3]. A quadrotor system is multivariable, nonlinear
and strongly coupled, and quadrotors will also be disturbed by the surrounding environ-
ment during flight [4]. These factors can affect the accuracy of quadrotor control systems.
The requirements for high-accuracy and robust flight control in the design of controllers
for quadrotors are stringent, and the design of a core control algorithm is a prerequisite
for quadrotors to achieve a stable and high-precision flight performance. Therefore, the
research and development of controllers for quadrotor systems is of great significance.

At present, it is no longer a problem to ensure the uniformity of quadrotors through
control algorithms. Many controllers for quadrotors have been designed and are already in
application [5]. Since the dynamics of quadrotors can be linearized around the equilibrium
point, traditional linear control methods are used for a designed controller [6]. On this basis,
linear techniques are employed in the flight control of quadrotors, such as linear quadratic
regulator (LQR) control [7]. However, quadrotors need to be controlled away from the
equilibrium point to accomplish complex control tasks and withstand external disturbances.
As a result, a technique has been devised that is regarded as a robust feedback lineariza-
tion method that uses extended state observers to estimate the nonlinear state feedback
term online, containing aerodynamic forces, moments and unknown disturbances, and
obtains the desired closed-loop dynamics via pole assignment [8]. Moreover, several robust
controllers relying on nonlinear techniques have been proposed, such as sliding mode
control [9], adaptive control [10], backstepping-based control [11] and robust control [12].
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These control methods ensure the stability and robustness of nonlinear systems and have
generally been used for the tracking control of these systems, but their optimal properties
have not been considered. Therefore, the concept of optimization has been introduced into
control design.

To derive the optimal control policy for the infinite horizon optimal control problem,
solving the Hamilton–Jacobi–Bellman (HJB) equation or the Hamilton–Jacobi–Isaacs (HJI)
equation for the H∞ optimal control problem considering uncertainties is essential. Nev-
ertheless, it is difficult to mathematically derive the corresponding analytical solutions in
most cases. Neural networks are an optional method to overcome this problem [13–15]. The
approximation property of neural networks makes it possible to find approximate solutions
to partial differential equations. The convergence of neural networks can be ensured by
penalizing them to ensure they satisfy the given partial differential equations. The ADP
method is the combination of reinforcement learning, dynamic programming and neural
network adaptive methods to derive approximate solutions of the HJB/HJI equations using
function approximate structures to address nonlinear optimal control problems [16,17]. The
ADP method is used for control design with suitable performance index functions to derive
the desired dynamic performance and stabilize a nominal system with uncertainties. How-
ever, most nonlinear optimal control methods using the ADP method are aimed at nominal
systems or uncertain systems satisfying specific conditions [18–20], while the immunity
to disturbances is still weak for such systems with external time-varying disturbances
independent of the state, and the control effect under stronger disturbances is not ideal.
The ADP method has been used in the design of controllers for quadrotors and efforts have
been made to improve the robustness, but the designed controllers are more geared towards
linear systems and design uncertainty is a unique problem [21,22]. Quadrotors will often
experience various external effects in flight, requiring strong adaptive and anti-disturbance
capabilities in flight control. The disturbance observer technique achieves disturbance
suppression of the target utilizing feedback regulation [23], which can attenuate compound
disturbances containing external disturbances and model uncertainties, thus improving the
system robustness. A disturbance observer can accurately estimate compound disturbances
in a system, which greatly reduces the conservatism of the control. In addition, since a
disturbance observer can usually be designed independently of the controller, this ensures
that the method can be easily combined with other advanced control methods and more
flexible in its application. There are experiments suggesting that the introduction of a
disturbance observer significantly improves performance, which is a good reference for
methods for quadrotors to overcome disturbances [24].

Considering the above analysis, a robust approximate optimal trajectory tracking
control method is proposed for quadrotors to solve the optimal control problem under the
conditions of compound disturbances. The main contributions are summarized as follows:

(1) The combination of modeling uncertainties and external time-varying disturbances
is considered as compound disturbances. Disturbance observers are introduced to
estimate the compound disturbances in the position and attitude subsystems, and
the estimated values are used to design robust compensation inputs to suppress the
effects of the compound disturbances and ensure the stability of a quadrotor system
under the ADP method.

(2) To obtain optimal trajectory tracking control for a quadrotor without composite distur-
bances, the ADP method is used to design approximate optimal control inputs for the
nominal system of a quadrotor.

The rest of the paper is organized as follows. In Section 2, the quadrotor mathematical
model is developed, and the quadrotor system is divided into two subsystems. Section 3
describes the design of the robust approximate optimal trajectory tracking control and the
stability analysis of the closed-loop system. Section 4 describes the robust approximate
optimal trajectory tracking control for the quadrotor. The results of the corresponding
simulation and the results of the comparative simulation without disturbance observer are
presented in Section 5. Section 6 gives the conclusion of the paper.
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2. Mathematical Modeling of a Quadrotor

The quadrotor has four evenly spaced, cross-symmetrical brushless motors in the
plane, The rotors of motor 1 and motor 3 rotate clockwise, while the rotors of motor 2
and motor 4 rotate counterclockwise. By changing the rotational speed of the four rotors,
the quadrotor generates different magnitudes of lift forces and torques, which can control
the takeoff, landing and attitude motions of the quadrotor. As a result, the location of the
quadrotor can be altered in the three-dimensional space. Figure 1 depicts the basic structure
of the quadrotor.
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Figure 1. Basic structure of the quadrotor.

To clarify the mathematical model of the quadrotor system and satisfy the implementa-
tion of the control method, the earth-fixed inertial frame OI XIYI ZI and the body-fixed body
frame OBXBYBZB are established. To ensure that the constructed mathematical model does
not lose the generality, it is assumed that the deformation and elastic vibration properties of
the rotors and body are neglected, and the quadrotor is considered as an ideal rigid body;
the quadrotor’s structure is symmetrical, its mass is uniformly distributed, and its center
of mass is located at the geometric center. The translational and rotational motions of the
quadrotor are satisfied by [25]

Ṗ = v, (1)

Θ̇ = W I
Bω, (2)

where P = [x, y, z]T ∈ R3 represents the position of the quadrotor in the inertial frame and
v = [vx, vy, vz]T ∈ R3 represents the corresponding velocity. Θ = [ϕ, θ, ψ]T ∈ R3 denotes
the vector of Euler angles. ω = [p, q, r]T ∈ R3 denotes the angular velocity of the quadrotor
in the body frame. W I

B ∈ R3×3 is the rotation matrix for the angular velocity in the form of

W I
B =

1 sϕtθ cϕtθ

0 cϕ −sϕ

0 sϕ/cθ cϕ/cθ

, (3)

in which s∗ = sin(∗), c∗ = cos(∗) and t∗ = tan(∗).
Relying on the Newton–Euler method, the dynamical equation of quadrotor with

compound disturbances is represented by [26]

mv̇ = F − kv + dp, (4)

Iω̇ + ω × Iω = τ + da, (5)

where m ∈ R represents the mass of the quadrotor. I ∈ R3×3 represents the inertia matrix
of the quadrotor. As the assumptions of the quadrotor structure, its inertia matrix can be
defined as the diagonal array I ≜ diag

{
Ixx, Iyy, Izz

}
. k = diag

{
kx, ky, kz

}
∈ R3×3 is the
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drag coefficient matrix. F = [Fx, Fy, Fz]T ∈ R3 represents the resultant force consisting of
the gravity and the total lift in the inertial frame. τ = [τx, τy, τz]T ∈ R3 represents the torque
in the body frame. dp ∈ R3 and da ∈ R3 are the compound disturbances in position and
attitude dynamic models, which contain modeling uncertainties and external time-varying
disturbances.

According to the mechanical analysis, the quadrotor is affected by gravity and lift
forces. Since the special structure of the quadrotor, the lift forces are along the z-axis
direction of the body frame. Then, the resultant force expressed in the inertial frame is [27]

F = RI
BzuT − zumgI , (6)

where T ∈ R represents the total lift force and gI ∈ R represents the gravity acceleration.
zu = [0, 0, 1]T. RI

B ∈ R3×3 is the rotation matrix of the body frame transformed into the
inertial frame in the form of

RI
B =

cθcψ sϕsθcψ − cϕsψ cϕsθcψ + sϕsψ

cθsψ sϕsθsψ + cϕcψ cϕsθsψ − sϕcψ

−sθ sϕcθ cϕcθ

. (7)

Assumption 1 ([28]). The pitch and roll angles hold the conditions |ϕ| < π/2 and |θ| < π/2 to
avoid the singularities of the matrices W I

B and RI
B.

Assumption 2 ([29]). In the control process, the total compound disturbance dt =
[
dT

p , dT
a

]T
∈ R6

has finite energy. In addition, dt is a continuous function and its norm is bounded such that ∥dt∥ ≤
dtM, where dtM is an unknown positive constant. Simultaneously, the compound disturbances are
usually considered to be superimposed by the low-frequency period signals. Hence, it is assumed
that the total compound disturbance has a low change rate and its rate of change is slow compared to
the dynamic properties of the disturbance observer, which can be considered that ḋt ≃ 0.

Assumption 3 ([30]). The desired trajectory of position Pd = [xd, yd, zd]
T ∈ R3 and the desired

trajectory of yaw angle ψd ∈ R and their higher order derivatives are known, continuous and
bounded.

Remark 1. Assumption 2 is common in control studies using disturbance observers [31–33], while
there are different considerations for compound disturbances in [34]. In the case of this paper, the
considerations in Assumption 2 are used. Assumption 3 ensures that the ADP method can be
utilized for the control design and the stability analysis.

The total lift and torque of the quadrotor are related to the force and torque of the four
rotors as follows [35]: 

T = T1 + T2 + T3 + T1

τx = l(T2 − T4)

τy = l(T1 − T3)

τz = τ1 − τ2 + τ3 − τ4

, (8)

where Ti and τi (i = 1, 2, 3, 4) are the lift and torque generated by the four rotors of the
quadrotor, respectively. l represents the length from each rotor to the center of the body.

The rotor speeds are related to pulse-width modulated (PWM) signals through the
motors. The lift forces and torques generated by the four motors are related to the pulse
width of the input signals as follows [36]:{

Ti = Kt
Bw

s+Bw
ui

τi = Ko
Bw

s+Bw
ui

, (9)
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where Kt and Ko are the positive gains of the lift coefficient and the inverse torque coefficient,
respectively. Bw is the motor bandwidth and ui represents the PWM signals of each
corresponding motor, which should be limited between 0 and 1.

Assuming that the motors have a sufficiently fast response speed, then the motor
model can be simplified as [37] {

Ti = Ktui

τi = Koui
. (10)

Hence, (8) can be rewritten as [38]
T
τx
τy
τz

 =


Kt Kt Kt Kt
0 Ktl 0 −Ktl

Ktl 0 −Ktl 0
Ko −Ko Ko −Ko




u1
u2
u3
u4

. (11)

Considering the trajectory tracking control for the quadrotor, the control objective is
to design a controller that allows the position and attitude to track the desired trajectory
asymptotically within a small error.

Combining (1), (2), (4) and (5), the overall model of the quadrotor can be decomposed
into a position subsystem and an attitude subsystem. The position subsystem can be
represented as

ẋ1 = f1(x1) + g1(x1)(F + dp), (12)

with
x1 =[PT, vT]T = [x, y, z, vx, vy, vz]

T ∈ R6,

f1(x1) =[vx, vy, vz,−kxvx/m,−kyvy/m,−kzvz/m]T ∈ R6,

g1(x1) =

0 0 0 1/m 0 0
0 0 0 0 1/m 0
0 0 0 0 0 1/m

T

∈ R6×3.

While the attitude subsystem is expressed in the form of

ẋ2 = f2(x2) + g2(x2)(τ + da), (13)

with
x2 =[ΘT, ωT]T = [ϕ, θ, ψ, p, q, r]T ∈ R6,

f2(x2) =[p + qsϕtθ + rcϕtθ , qcϕ − rsϕ, qsϕ/cθ + rcϕ/cθ ,

qr(Iyy − Izz)/Ixx, pr(Izz − Ixx)/Iyy, pq(Ixx − Iyy)/Izz]
T ∈ R6,

g2(x2) =

0 0 0 1/Ixx 0 0
0 0 0 0 1/Iyy 0
0 0 0 0 0 1/Izz

T

∈ R6×3.

In the next section, (12) and (13) will be the focus of our research.

3. Robust Approximate Optimal Trajectory Tracking Control Design

Considering the convenience of describing the control design process, (12) and (13) is
represented in the uniform form

Ẋ = f (X) + g(X)(U + D), (14)

in which f (X) ∈ R6 and g(X) ∈ R6×3 represent the drift dynamics and the input dynamics
of the system, respectively. X ∈ R6 denotes the observable state vector, U ∈ R3 denotes the
control input, and D ∈ R3 denotes the compound disturbance.
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Definition 1 ([39]). A state vector X is said to be uniformly ultimately bounded (UUB) if there
exists a compact set ∅X , a positive number bX and a time tb(X (t0), bX ) such that ∥X ∥ ≤ bX for
all state variable initial value X (t0) ∈ ∅X and all t ≥ t0 + tb.

Lemma 1 ([40]). X is UUB if the time derivative of a positive definite function LX (X ) is negative
when ∥X ∥ > bX for a positive constant bX .

To realize the trajectory tracking control with robustness for the system, the designed
controller consists of two parts, the form of which is as follows:

U = UN + UR, (15)

where UR is the robust compensation input designed through the disturbance observer for
suppressing the effect of compound disturbances in the system. UN is the control input
designed based on the ADP method for the nominal system, which takes the form of

UN = Ud + UE, (16)

where Ud represents the steady-state control input and UE represents the feedback control
input.

3.1. Disturbance Observer Design

The disturbance observer is applied to derive the estimate of the compound distur-
bance. The estimated value is then used for the design of the robust compensation input to
improve robustness. The disturbance observer is designed as{

Ż = −lD (X)
(

f (X) + g(X)(pD (X) + U + Z)
)

D̂ = Z + pD (X)
, (17)

in which D̂ ∈ R3 represents the estimate of the unknown compound disturbance, pD(X) ∈ R3

represents the designed vector-valued function, lD (X) = ∂pD (X)/∂X ∈ R3×6 is the ob-
server gain and Z ∈ R3 represents the auxiliary variable vector of the disturbance observer.

Remark 2. In the disturbance observer (17), the derivative of the state is required, which is unknown
because the compound disturbance is unknown. Then, the auxiliary variable vector is given to avoid
calculating the derivative of the state.

Define the estimation error of compound disturbance as D̃ = D − D̂. With regard to
Assumption 2 and the disturbance observer (17), the time derivative of D̃ is developed as

˙̃D = Ḋ − ˙̂D = −Ż − lD (X)Ẋ

= lD (X)
(

f (X) + g(X)
(

pD (X) + U + Z
))

− lD (X)Ẋ

= lD (X)g(X)(Z + pD (X))− lD (X)
(
Ẋ − f (X)− g(X)U

)
.

(18)

Combined with (14), we have

˙̃D = lD (X)g(X)(Z + pD (X))− lD (X)g(X)D

= −lD (X)g(X)(D − D̂)

= −lD (X)g(X)D̃.

(19)

Then, D̃ is convergent by appropriately designing the vector-valued function pD (X).

Theorem 1. Considering System (14), the disturbance observer is designed as (17). If lD (X)g(X)
is ensured to be positive definite for the design of the vector-valued function pD (X), then the
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estimated compound disturbance D̂ would follow the compound disturbance D, which means the
estimation error D̃ could converge to zero.

Proof. Select the candidate Lyapunov function as follows:

LD =
1
2

D̃TD̃. (20)

Combined with (18), the time derivative of LD is

L̇D = D̃T ˙̃D = −D̃TlD (X)g(X)D̃. (21)

In the case where lD (X)g(X) is positive definite, then we derive

L̇D ≤ −κ∥D̃∥2, (22)

where κ = λmin
(
lD (X)g(X)

)
and λmin(∗) denotes the minimum eigenvalue. Obviously,

L̇D < 0 when D̃ ̸= 0. Hence, the disturbance observer (17) can estimate D and D̃ will
converge to zero. This completes the proof.

Then, the robust compensation input UR is designed as

UR = −D̂. (23)

3.2. Optimal Trajectory Tracking Control Design and Analysis

The compound disturbance is estimated by the disturbance observer. The robust com-
pensation input is designed by the estimated value to suppress the effect of the compound
disturbances. As a result, converting the trajectory tracking control problem of the nonlin-
ear system with the compound disturbance into the trajectory tracking control problem
of the nominal system is possible. In order to derive the optimal control for the nominal
system, deriving the solution of the associated HJB equation is essential. Unfortunately,
deriving the analytical solution is difficult for the nonlinear system by the direct solution
method. Then, the ADP method is utilized for achieving the approximate optimal control
by constructing the critic network. The weight update law designed for the critic network
ensures the convergence of the weight and the stability of the closed-loop system.

For System (14), the nominal system is represented by

Ẋ = f (X) + g(X)U. (24)

Given the desired trajectory Xd ∈ R6, the steady-state control input Ud is obtained
from (24) as

Ud = g+(Xd)
(
Ẋd − f (Xd)

)
, (25)

in which g+(Xd) denotes the pseudo-inverse of g(Xd).
Define the tracking error as E = X − Xd ∈ R6. Combined with (14) and (15), the error

system is developed as

Ė = f (X) + g(X)(U + D)− Ẋd

= f (E + Xd) + g(E + Xd)Ud − Ẋd + g(E + Xd)UE + g(E + Xd)D̃.
(26)

Let fE = f (E + Xd) + g(E + Xd)Ud − Ẋd and gE = g(E + Xd), then we have

Ė = fE + gEUE + gED̃. (27)

Noting that gE = g(X), the norm of gE is bounded such that gm ≤ ∥gE∥ ≤ gM for the
positive constants gm and gM.

As a result of Theorem 1, the disturbance observer (20) can successfully estimate
the compound disturbance D and the estimation error of compound disturbance D̃ can
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converge to zero. Therefore, it is possible to neglect D̃ in the error system (27) for the
optimal control design [41,42]. However, D̃ would still be considered in the stability
analysis. Then, the nominal error system is represented by

Ė = fE + gEUE. (28)

Define the cost function as

V(E) =
∫ ∞

t0

(
ETQE + UT

E RUE
)
dt, (29)

where Q ∈ R6×6 and R ∈ R3×3 are the designed symmetric positive definite matrices.
The nonlinear Lyapunov equation for (29) is achieved as

∇VT( fE + gEUE) + ETQE + UT
E RUE = 0, (30)

where ∇V = ∂V(E)/∂E and V(0) = 0.

Definition 2 ([43]). A control policy µ(E) is said to be admissible on the compact set ∅ for (29) if
µ(E) is continuous on ∅, µ(0) = 0, µ(E) stabilizes (28) on ∅ and V(E) is finite ∀E ∈ ∅. This is
represented by µ(E) ∈ Ψ(∅), where Ψ(∅) denotes the set of admissible control policies.

The Hamiltonian function takes the following form

H(E, UE,∇V) = ∇VT( fE + gEUE) + ETQE + UT
E RUE. (31)

The optimal cost function is represented by

V∗(E) = min
UE∈Ψ(∅)

∫ ∞

t0

(
ETQE + UT

E RUE

)
dt, (32)

and the following relation is satisfied

min
UE∈Ψ(∅)

H(E, UE,∇V∗) = 0, (33)

where ∇V∗ = ∂V∗(E)/∂E.
Under the existence condition of the optimal solution ∂H(E, U∗

E,∇V∗)/∂U∗
E = 2RU∗

E +
gT

E∇V∗ = 0, the optimal feedback control input is derived by

U∗
E = −1

2
R−1gT

E∇V∗. (34)

Substituting (34) and (31) into (33), the HJB equation is developed as

∇V∗T fE + ETQE − 1
4
∇V∗TgER−1gT

E∇V∗ = 0. (35)

3.3. Approximate Optimal Control Design

Clearly, it is necessary to derive ∇V∗ by solving the HJB Equation (35) for deriving the
optimal feedback control input (34). However, (35) is a typical nonlinear partial differential
equation and its solution is difficult to derive in the analytic form [44,45]. To overcome the
difficulty, the ADP method relying on the policy iteration technique is utilized to derive the
approximate solution.

Assumption 4 ([46]). The continuously differentiable Lyapunov function candidate J(E) for
the nominal error system (28) satisfies ∇JT( fE + gEU∗

E) < 0, where ∇J = ∂J(E)/∂E. Mean-
while, there exists a symmetric positive definite matrix Λ(E) such that ∇JT( fE + gEU∗

E) =
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−∇JTΛ(E)∇J. Moreover, the relation Λm ≤ ∥Λ(E)∥ ≤ ΛM holds for positive constants Λm,
ΛM.

Remark 3. Assumption 4 is a common assumption that has been used for the ADP method.
Generally, it is assumed that the closed-loop dynamics with the optimal feedback control is bounded by
a function of the system state on the compact set. In such a situation, there exists a positive constant η
such that ∥ fE + gEU∗

E∥ ≤ η∥∇J∥. Hence, we can further derive
∥∥∇JT( fE + gEU∗

E)
∥∥ ≤ η∥∇J∥2.

Furthermore, the function J(E) can be correctly selected as a quadratic polynomial [47], such as
J(E) = 1

2 ETE.

Considering the uniform estimation property of neural networks, the optimal cost
function is approximated by

V∗(E) = WT
c φc(E) + εc(E), (36)

where Wc ∈ RN represents the unknown ideal constant weight, φc(E) ∈ RN represents the
activation function, εc(E) represents the approximate error, and N represents the number
of neurons. This neural network is called the critic network in the ADP method.

Lemma 2 ([48]). The estimation error εc(E) is expected to be bounded when the approximated
function V∗(E) is bounded.

Then, by the definition of ∇V∗, it is developed as follows

∇V∗ = ∇φT
c Wc +∇εc, (37)

where ∇φc = ∂φc(E)/∂E and ∇εc = ∂εc(E)/∂E.
Invoking (37), the optimal feedback control input (34) is developed as

U∗
E = −1

2
R−1gT

E(∇φT
c Wc +∇εc). (38)

Substituting (37) into (35), the HJB equation is developed as

WT
c ∇φc fE + ETQE − 1

4
WT

c ∇φcΞ∇φT
c Wc + εH = 0, (39)

where Ξ = gER−1gT
E. εH represents the residual error, which takes the form of

εH = ∇εT
c fE − 1

2
∇εT

c Ξ∇φT
c Wc −

1
4
∇εT

c Ξ∇εc

= ∇εT
c ( fE + gEU∗

E) +
1
4
∇εT

c Ξ∇εc.
(40)

Since ∥gE∥ is bounded, there exists the positive constants Ξm and ΞM such that
Ξm ≤ ∥Ξ∥ ≤ ΞM.

Define the estimate of Wc as Ŵc, then the estimate of V∗(E) is derived as follows:

V̂(E) = ŴT
c φc(E). (41)

Moreover, the approximate optimal feedback control input is derived as

UE = −1
2

R−1gT
E∇φT

c Ŵc. (42)

Remark 4. The classical ADP method utilizes the critic network and the actor network to ap-
proximate the optimal cost function and the optimal feedback control, respectively [43,49,50].
Considering the association between the optimal cost function and the optimal feedback control for
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the continuous affine nonlinear system, it is possible to omit the actor network and only use the
critic network [51,52]. This framework provides smaller computational effort, faster convergence
and compared to the actor–critic network framework, which has a better practical value.

Combining (31), (41) and (42), the approximate Hamiltonian function is developed as

H
(
E, Ŵc

)
= ŴT

c ∇φc fE + ETQE − 1
4

ŴT
c ∇φcΞ∇φT

c Ŵc ≜ ec. (43)

Define the objective function as

Ec =
1
2

e2
c . (44)

Moreover, the weight update law is designed as

˙̂Wc = −α1σ

σ2
c
(ŴT

c ∇φc fE + ETQE − 1
4

ŴT
c ∇φcΞ∇φT

c Ŵc) +
α2

2
Π(E, UE)∇φcΞ∇J, (45)

where α1 > 0, α2 > 0 are the learning rates to be designed. σ = ∇φc( fE + gEUE) and
σc = σTσ + 1. ∇J is given in Assumption 4. Π(E, UE) in the last term is defined as

Π(E, UE) =

{
0, i f ∇JT( fE + gEUE) + α3∇JTgEgT

E∇J < 0
1, else

, (46)

where α3 is a designed positive constant.

Remark 5. The first term in (45) is employed for minimizing the objective function (44). To ensure
that Ŵc will converge to Wc, the existence of the persistence of excitation (PE) condition is essential
during the learning process is necessary [49]. In addition, the probing noise is typically introduced
to the control input for satisfying this condition, which may enable the closed-loop system to become
unstable during the learning process [53,54]. The second term in (45) is employed for the stability
of the closed-loop system.

Define the weight estimation error as W̃c = Wc − Ŵc. Observing that ˙̃Wc = − ˙̂Wc,
σ = ∇φc( fE + gEUE) = ∇φcĖ∗ + 1

2∇φcΞ∇εc +
1
2∇φcΞ∇φT

c W̃c where Ė∗ = fE + gEU∗
E,

and using (39) and (45), we have

˙̃Wc =− α1

σ2
c
(∇φcĖ∗ +

1
2
∇φcΞ∇εc +

1
2
∇φcΞ∇φT

c W̃c)(W̃T
c ∇φcĖ∗

+
1
2

W̃T
c ∇φcΞ∇εc +

1
4

W̃T
c ∇φcΞ∇φT

c W̃c + εH)−
α2

2
Π(E, UE)∇φcΞ∇J.

(47)

3.4. Stability Analysis

Assumption 5 ([50]). The ideal weight Wc have bound over the compact set ∅ such that ∥Wc∥ ≤
WcM for a positive constant WcM. Meanwhile, the activation function φc and the approximate
error εc are bounded such that ∥φc∥ ≤ φcM, ∥εc∥ ≤ εcM for positive constants φcM and εcM,
and their derivatives are also bounded such that ∥∇φc∥ ≤ φ̄cM and ∥∇εc∥ ≤ ε̄cM for positive
constants φ̄cM and ε̄cM. Moreover, the residual error εH will converge to zero when the number
of neurons N is sufficiently large, as suggested by Remark 3 and the bound of ∥Ξ∥. That is, the
relation ∥εH∥ ≤ εHM exists for the positive constant εHM.

Theorem 2. Considering System (14), the robust approximate optimal controller for the trajectory
tracking control is designed as (15), which consists of the robust compensation input (23) and the
nominal system control input (16), and the weight update law is designed as (45) for the critic
network, then it is ensured that the tracking error E of the closed-loop system and the weight
estimation error W̃c are UUB.
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Proof. Select the candidate Lyapunov function as follows

L = LD + LJ + LW , (48)

where LD is designed as (20), LJ = α2 J(E) and LW = 1
2 W̃T

c W̃c.
Considering the second term in (48) and using (27), the time derivative is developed

as
L̇J = α2∇JT( fE + gEUE) + α2∇JTgED̃. (49)

Considering the third term in (48) and according to (47), the time derivative is devel-
oped as

L̇W =W̃T
c

˙̃Wc

=− α1

σ2
c
(W̃T

c ∇φcĖ∗ +
1
2

W̃T
c ∇φcΞ∇εc +

1
2

W̃T
c ∇φcΞ∇φT

c W̃c)(W̃T
c ∇φcĖ∗

+
1
2

W̃T
c ∇φcΞ∇εc +

1
4

W̃T
c ∇φcΞ∇φT

c W̃c + εH)−
α2

2
Π(E, UE)W̃T

c ∇φcΞ∇J

=− α1

σ2
c
(W̃T

c ∇φcĖ∗)2 − α1

4σ2
c
(W̃T

c ∇φcΞ∇εc)
2 − α1

8σ2
c
(W̃T

c ∇φcΞ∇φT
c W̃c)

2

− α1

σ2
c
(W̃T

c ∇φcĖ∗)(W̃T
c ∇φcΞ∇εc)−

3α1

4σ2
c
(W̃T

c ∇φcĖ∗)(W̃T
c ∇φcΞ∇φT

c W̃c)

− 3α1

8σ2
c
(W̃T

c ∇φcΞ∇εc)(W̃T
c ∇φcΞ∇φT

c W̃c)−
α1

σ2
c

W̃T
c ∇φcĖ∗εH

− α1

2σ2
c

W̃T
c ∇φcΞ∇εcεH − α1

2σ2
c

W̃T
c ∇φcΞ∇φT

c W̃cεH − α2

2
Π(E, UE)W̃T

c ∇φcΞ∇J.

(50)

Since the first two terms in the final form of (50) are negative semi-definite, we then
derive

L̇W ≤− α1

8σ2
c
(W̃T

c ∇φcΞ∇φT
c W̃c)

2 − α1

σ2
c
(W̃T

c ∇φcĖ∗)(W̃T
c ∇φcΞ∇εc)

− 3α1

4σ2
c
(W̃T

c ∇φcĖ∗)(W̃T
c ∇φcΞ∇φT

c W̃c)

− 3α1

8σ2
c
(W̃T

c ∇φcΞ∇εc)(W̃T
c ∇φcΞ∇φT

c W̃c)−
α1

σ2
c

W̃T
c ∇φcĖ∗εH

− α1

2σ2
c

W̃T
c ∇φcΞ∇εcεH − α1

2σ2
c

W̃T
c ∇φcΞ∇φT

c W̃cεH − α2

2
Π(E, UE)W̃T

c ∇φcΞ∇J.

(51)

According to Remark 3 and Assumption 5, and considering the bound of ∥Ξ∥, we
assume that λ1m ≤

∥∥∇φcΞ∇φT
c
∥∥ ≤ λ1M, ∥Ξ∥ ≤ λ2, ∥∇φcĖ∗∥ ≤ λ3, ∥∇εc∥ ≤ λ4,

∥∇φcΞ∇εc∥ ≤ λ5 and ∥εH∥ ≤ λ6. Noticing that the PE condition guarantees σc to be
bounded, there exists a positive constant λ7 such that λ7 ≤ 1/σ2

c ≤ 1. In addition, based
on Young’s inequality, there exists the relation −ab ≤ 1

2 (c
2a2 + b2

c2 ), where c is a nonzero
constant. Then, we have

− α1

8σ2
c
(W̃T

c ∇φcΞ∇φT
c W̃c)

2 ≤ −α1

8
λ7λ2

1m∥W̃c∥4, (52)

− α1

σ2
c
(W̃T

c ∇φcĖ∗)(W̃T
c ∇φcΞ∇εc) ≤

α1

2σ2
c

(
c2

1(W̃
T
c ∇φcĖ∗)2 +

(W̃T
c ∇φcΞ∇εc)2

c2
1

)
≤

α1c2
1

2
λ2

3∥W̃c∥2 +
α1

2c2
1

λ2
5∥W̃c∥2,

(53)
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− 3α1

4σ2
c
(W̃T

c ∇φcĖ∗)(W̃T
c ∇φcΞ∇φT

c W̃c) ≤
3α1

8σ2
c

(
c2

2(W̃
T
c ∇φcĖ∗)2 +

(W̃T
c ∇φcΞ∇φT

c W̃c)2

c2
2

)
≤

3α1c2
2

8
λ2

3∥W̃c∥2 +
3α1

8c2
2

λ2
1M∥W̃c∥4,

(54)

− 3α1

8σ2
c
(W̃T

c ∇φcΞ∇εc)(W̃T
c ∇φcΞ∇φT

c W̃c) ≤
3α1

16σ2
c

(
c2

3(W̃
T
c ∇φcΞ∇εc)

2 +
(W̃T

c ∇φcΞ∇φT
c W̃c)2

c2
3

)
≤

3α1c2
3

16
λ2

5∥W̃c∥2 +
3α1

16c2
3

λ2
1M∥W̃c∥4,

(55)

− α1

σ2
c

W̃T
c ∇φcĖ∗εH ≤ α1

2σ2
c

(
c2

4(W̃
T
c ∇φcĖ∗)2 +

ε2
H

c2
4

)
≤

α1c2
4

2
λ2

3∥W̃c∥2 +
α1

2c2
4

λ2
6,

(56)

− α1

2σ2
c

W̃T
c ∇φcΞ∇εcεH ≤ α1

4σ2
c

(
c2

5(W̃
T
c ∇φcΞ∇εc)

2 +
ε2

H
c2

5

)
≤

α1c2
5

4
λ2

5∥W̃c∥2 +
α1

4c2
5

λ2
6,

(57)

− α1

2σ2
c

W̃T
c ∇φcΞ∇φT

c W̃cεH ≤ α1

4σ2
c

(
c2

6(W̃
T
c ∇φcΞ∇φT

c W̃c)
2 +

ε2
H

c2
6

)
≤

α1c2
6

4
λ2

1M∥W̃c∥4 +
α1

4c2
6

λ2
6.

(58)

Then, (51) is developed as

L̇W ≤ −α1λ8∥W̃c∥4 + α1λ9∥W̃c∥2 + α1λ10 −
α2

2
Π(E, UE)W̃T

c ∇φcΞ∇J, (59)

where

λ8 =
1
8

λ7λ2
1m − 3

8c2
2

λ2
1M − 3

16c2
3

λ2
1M −

c2
6

4
λ2

1M,

λ9 =
c2

1
2

λ2
3 +

1
2c2

1
λ2

5 +
3c2

2
8

λ2
3 +

3c2
3

16
λ2

5 +
c2

4
2

λ2
3 +

c2
5

4
λ2

5,

λ10 =
1

2c2
4

λ2
6 +

1
4c2

5
λ2

6 +
1

4c2
6

λ2
6,

(60)

and cj (j = 1, 2, ..., 6) are all non-zero constants whose selection guarantees λ8 > 0. Com-
bining the results of (22), (49) and (51), we have

L̇ =L̇D + L̇J + L̇W

≤− κ∥D̃∥2 + α2∇JT( fE + gEUE) + α2∇JTgED̃ − α1λ8∥W̃c∥4

+ α1λ9∥W̃c∥2 + α1λ10 −
α2

2
Π(E, UE)W̃T

c ∇φcΞ∇J.

(61)

By using Young’s inequality, the relation α2∇JTgED̃ ≤ α2α3
2 ∇JTgEgT

E∇J + α2
2α3

∥D̃∥2

exists. Then, (61) is developed as

L̇ ≤− (κ − α2

2α3
)∥D̃∥2 + α2∇JT( fE + gEUE) +

α2α3

2
∇JTgEgT

E∇J

− α1λ8∥W̃c∥4 + α1λ9∥W̃c∥2 + α1λ10 −
α2

2
Π(E, UE)W̃T

c ∇φcΞ∇J.
(62)

The following discussion is divided into two cases.
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Case 1. In this case, Π(E, UE) = 0. Since ∇JT( fE + gEUE) + α3∇JTgEgT
E∇J < 0, we can

derive that ∇JT( fE + gEUE) < 0. According to the dense property of R, there exists a positive
constant λ11 such that 0 < λ11∥∇J∥ ≤ −∇JT( fE + gEUE) for all E ∈ ∅. Then, (62) becomes

L̇ ≤ −(κ − α2

2α3
)∥D̃∥2 − α2

2
λ11∥∇J∥ − α1λ8∥W̃c∥4 + α1λ9∥W̃c∥2 + α1λ10. (63)

By selecting α2 and α3, such that κ − α2
2α3

> 0, then L̇ < 0 is satisfied provided that one of the
following conditions holds:

∥∇J∥ >
α1
(
4λ8λ10 + λ2

9
)

2α2λ8λ11
≜ ℓ1, (64)

or

∥∥W̃c
∥∥ >

√√√√λ9 +
√

4λ8λ10 + λ2
9

2λ8
≜ h̄1. (65)

Case 2. Considering the case Π(E, UE) = 1, (62) is developed as

L̇ ≤α2
(
∇JT( fE + gEUE) +

α3

2
∇JTgEgT

E∇J
)
− (κ − α2

2α3
)∥D̃∥2

− α1λ8∥W̃c∥4 + α1λ9∥W̃c∥2 + α1λ10 −
α2

2
W̃T

c ∇φcΞ∇J

=α2
(
∇JT( fE + gEU∗

E) +
α3

2
∇JTgEgT

E∇J
)
+

α2

2
∇JTΞ∇εc

− (κ − α2

2α3
)∥D̃∥2 − α1λ8∥W̃c∥4 + α1λ9∥W̃c∥2 + α1λ10.

(66)

Based on Assumption 4, and considering ∥gE∥ ≤ gM, we have

L̇ ≤− α2(Λm − α3

2
g2

M)∥∇J∥2 +
α2

2
λ2λ4∥∇J∥ − (κ − α2

2α3
)∥D̃∥2

− α1λ8∥W̃c∥4 + α1λ9∥W̃c∥2 + α1λ10.
(67)

Similarly, by selecting α2 and α3 such that λ12 = Λm − α3
2 g2

M > 0 and κ − α2
2α3

> 0, then it
means that L̇ < 0 holds as long as

∥∇J∥ >
λ2λ4

4λ12
+

√
α1
(
4λ8λ10 + λ2

9
)

4α2λ8λ12
+

λ2
2λ2

4
16λ2

12
≜ ℓ2, (68)

or ∥∥W̃c
∥∥ >

√√√√ λ9

2λ8
+

√
λ10

λ8
+

λ2
9

4λ2
8
+

α2λ2
2λ2

4
16α1λ8λ12

≜ h̄2. (69)

In conclusion, L̇ < 0 when ∥∇J∥ > max{ℓ1, ℓ2} or
∥∥W̃c

∥∥ > max{h̄1, h̄2}. Relying on
Lemma 1 and the standard Lyapunov extension theorem [55], it is further concluded that
the tracking error E of the closed-loop system and the weight estimation error W̃c are UUB.
This completes the proof.

Remark 6. As a result of Theorem 2, the approximate optimal cost function V̂(E) in (41) and
the approximate optimal feedback control input UE in (42) can, respectively, converge to the
neighborhoods of the optimal cost function V∗(E) and the optimal feedback control input U∗

E within
finite bounds when the PE condition holds [41].
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4. Robust Approximate Optimal Trajectory Tracking Control for a Quadrotor

Position and yaw angle are the system outputs for the quadrotor that tracks the desired
trajectory of position and the desired trajectory of yaw angle. The desired trajectories of
roll and pitch angles required by the attitude subsystem are generated according to the
position subsystem control inputs. The tracking errors in lateral and longitudinal positions
are eliminated by the attitude subsystem tracking the desired trajectories of roll and pitch
angles. According to the description of the control design in the previous section, the
control design for the quadrotor is shown in Figure 2, which can guarantee that the tracking
error of the quadrotor remains within a small range.
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Figure 2. Control design of the quadrotor.

4.1. Position Control Design

The estimated value of unknown compound disturbance d̂p in the position subsystem
is derived by the following disturbance observer{

ż1 = −l1(x1)
(

f1(x1) + g1(x1)(p1(x1) + F + z1)
)

d̂p = z1 + p1(x1)
, (70)

where l1(x1) = ∂p1(x1)/∂x1 denotes the observer gain of the disturbance observer in
the position subsystem and F is derived by (6). Then, the position subsystem robust
compensation input is designed as

FR = −d̂p. (71)

The steady-state control input for the position nominal system is designed as

Fd = g+1 (x1d)(ẋ1d − f1(x1d)), (72)
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where x1d = [PT
d , vT

d ]
T ∈ R6 and vd = [vxd, vyd, vzd]

T = Ṗd ∈ R3. g+1 (x1d) denotes the
pseudo-inverse of g1(x1d). Then, define the position subsystem tracking error as

e1 = x1 − x1d ≜ [ex, ey, ez, evx , evy , evz ]
T ∈ R6. (73)

The cost function of the position subsystem is represented as

V1(e1) =
∫ ∞

t0

(
eT

1 Q1e1 + FT
e R1Fe

)
dt, (74)

where Q1 ∈ R6×6 and R1 ∈ R3×3 are the designed symmetric definite matrices. The
approximate optimal feedback control input in the position subsystem is

Fe = −1
2

R−1
1 gT

e1∇φT
c1Ŵc1, (75)

where ge1 = g1(x1) and ∇φc1 = ∂φc1(e1)/∂e1. φc1(e1) is the activation function and Ŵc1
represents the estimate of the ideal weight for the critic network of the position subsystem.
The corresponding weight update law is designed as

˙̂Wc1 =− α11σ1

σ2
c1

(eT
1 Q1e1 + ŴT

c1∇φc1 fe1 −
1
4

ŴT
c1∇φc1Ξ1∇φT

c1Ŵc1)

+
α12

2
Π(e1, Fe)∇φc1Ξ1∇J1,

(76)

where α11 > 0, α12 > 0 are the designed learning rates. σ1 = ∇φc1( fe1 + ge1Fe),
σc1 = σT

1 σ1 + 1 and Ξ1 = ge1R−1
1 gT

e1. ∇J1 = ∂J1(e1)/∂e1, where J1(e1) is the Lyapunov
function candidate that satisfies Assumption 4.

Then, the robust approximate optimal trajectory tracking control in the position
subsystem is designed as

F = FN + FR = Fd + Fe + FR. (77)

4.2. Attitude Resolution

Since the system of the quadrotor is underactuated and strongly coupled, the informa-
tion of the position subsystem is used to calculate the total lift force. The desired trajectories
of roll and pitch angles are determined by the position subsystem through the relation
between the kinematic equation and the Euler equation and passed to the attitude subsys-
tem. For the position subsystem, the generated tracking error and the received compound
disturbance can be eliminated by the attitude subsystem. By a matrix operation on (6), the
following equations are derived:

Fx = T(cϕsθcψ + sϕsψ),

Fy = T(cϕsθsψ − sϕcψ),

Fz = Tcϕcθ − mgI .

(78)

The actual total lift force for the quadrotor system is designed as

T = (Fz + mgI)/cϕcθ . (79)

Substituting (79) into (78), the form is transformed as[
Fx
Fy

]
= (Fz + mgI)

[
cψ sψ

sψ −cψ

][
tθ

tϕ/cθ

]
. (80)
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The desired trajectories of the pitch and roll angles are derived by the following
equations:

Fxcψ + Fysψ = (Fz + mgI)tθd ,

Fxsψ − Fycψ = (Fz + mgI)
tϕd

cθ
.

(81)

Then, we have

θd = arctan(
Fxcψ + Fysψ

Fz + mgI
),

ϕd = arctan(cθ
Fxsψ − Fycψ

Fz + mgI
).

(82)

4.3. Attitude Control Design

Similarly, the estimated value of unknown compound disturbance d̂a in the attitude
subsystem is derived by the following disturbance observer{

ż2 = −l2(x2)
(

f2(x2) + g2(x2)(p2(x2) + τ + z2)
)

d̂a = z2 + p2(x2)
, (83)

where l2(x2) = ∂p2(x2)/∂x2 denotes the observer gain of the disturbance observer in the
attitude subsystem. Then, the attitude subsystem robust compensation input is

τR = −d̂a. (84)

The desired trajectory for the angular velocity is given by [56]

ωd =

1 0 −sθd
0 cϕd sϕd cθd
0 −sϕd cϕd cθd

Θ̇d, (85)

in which Θd = [ϕd, θd, ψd]
T ∈ R3 is the desired trajectory of Euler angles and ωd =

[pd, qd, rd]
T ∈ R3 is the desired trajectory of the angular velocity. The steady-state control

input for the attitude nominal system is designed as

τd = g+2 (x2d)
(
ẋ2d − f2(x2d)

)
, (86)

where x2d = [ΘT
d , ωT

d ]
T ∈ R6 and g+2 (x2d) denotes the pseudo-inverse of g2(x2d). Then,

define the attitude subsystem tracking error as

e2 = x2 − x2d ≜ [eϕ, eθ , eψ, ep, eq, er]
T ∈ R6. (87)

While the cost function of the attitude subsystem is represented as

V2(e2) =
∫ ∞

t0

(
eT

2 Q2e2 + τT
e R2τe

)
dt, (88)

where Q2 ∈ R6×6 and R2 ∈ R3×3 are the designed symmetric definite matrices. The
approximate optimal feedback control input in the attitude subsystem is

τe = −1
2

R−1
2 gT

e2∇φT
c2Ŵc2, (89)

where ge2 = g2(x2) and ∇φc2 = ∂φc2(e2)/∂e2. φc2(e2) is the activation function and Ŵc2
represents the estimate of the ideal weight for the critic network of the attitude subsystem.
The corresponding weight update law is designed as
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˙̂Wc2 =− α21σ2

σ2
c2

(eT
2 Q2e2 + ŴT

c2∇φc2 fe2 −
1
4

ŴT
c2∇φc2Ξ2∇φT

c2Ŵc2)

+
α22

2
Π(e2, τe)∇φc2Ξ2∇J2,

(90)

where α21 > 0, α22 > 0 are the learning rates, σ2 = ∇φc2( fe2 + ge2τe), σc2 = σT
2 σ2 + 1 and

Ξ2 = ge2R−1
2 gT

e2. ∇J2 = ∂J2(e2)/∂e2, where J2(e2) is the Lyapunov function candidate that
satisfies Assumption 4.

Then, the robust approximate optimal trajectory tracking control in the attitude sub-
system is designed as

τ = τN + τR = τd + τe + τR. (91)

5. Simulation Results

In this section, the robustness and effectiveness of the designed controller are evaluated
through numerical simulations. The quadrotor is considered to be in a flight environment
with slow-changing disturbances. The parameters of the quadrotor model are presented in
Table 1 [24].

Table 1. Parameters of quadrotor model.

Symbol Value Units

m 1.79 kg
gI 9.81 m/s2

l 0.20 m
Kt 12.0 N
Ko 0.40 N·m

Ixx = Iyy 0.03 kg·m2

Izz 0.04 kg·m2

kx = ky = kz 0.012 N· s/m

A representative desired trajectory is selected to emulate the trajectory tracking perfor-
mance of the quadrotor. The desired trajectory is designed as Pd = [0.5 cos(0.5t), 0.5 sin(0.5t),
0.05t + 0.5]T and ψd = π/12. In addition, referring to [57,58], the unknown compound dis-
turbances considered are described as dp = [0.3 + 0.5(sin(t) + sin(0.5t)− cos(0.8t)); 0.3 +
0.5(cos(t)+ sin(0.5t)− cos(0.8t)); 0.2+ 0.5 sin(1.5t)]T and da = [0.1+ 0.2(sin(t)+ sin(0.5t));
0.1 + 0.2(cos(0.5t)− cos(0.8t)); 0.05 + 0.2 sin(t) sin(0.5t)]T. In this way, the performance of
the disturbance observers is reflected by comparing them with the estimates. The initial
states of the quadrotor are all set to zero.

The vector-valued functions of the disturbance observers are designed as p1(x1) =
l1(x1)x1, p2(x2) = l2(x2)x2, while the observer gains are selected as

l1(x1) =

0 0 0 60 0 0
0 0 0 0 60 0
0 0 0 0 0 60

, l2(x2) =

0 0 0 5 0 0
0 0 0 0 5 0
0 0 0 0 0 5

.

Clearly, l1(x1)g1(x1) and l2(x2)g2(x2) are positive definite and satisfy the design
requirements of Theorem 1. To derive the appropriate dynamic performance, the pa-
rameters of the performance index functions are designed as Q1 = diag{7, 7, 10, 9, 9, 6},
Q2 = diag{1.5, 1.5, 1.2, 0.3, 0.3, 0.4}, R1 = R2 = I3. The activation functions are designed
as φc1(e1) = [e2

x, exevx , e2
y, eyevy , e2

z , ezevz , e2
vx , e2

vy , e2
vz ]

T, φc2(e2) = [e2
ϕ, eϕep, e2

θ , eθeq, e2
ψ, eψer, e2

p,
epeq, eper, e2

q , eqer, e2
r , e2

ϕeqer, eϕepeqer, e2
θeper, eθepeqer, e2

ψepeq, eψepeqer, e4
p, e3

peq, e3
per, e2

pe2
q , e2

peqer,
e2

pe2
r , epe3

q, epe2
qer, epeqe2

r , epe3
r , e4

q, e3
qer, e2

qe2
r , eqe3

r , e4
r ]

T. The relevant constants of the weight up-
date laws are selected as α11 = 10, α12 = 0.01, α13 = 0.1, α21 = 20, α22 = 0.001, α23 = 0.1.
The Lyapunov function candidates are selected as J1(e1) =

1
2 eT

1 e1 and J2(e2) =
1
2 eT

2 e2. The
initial weights are assigned values within the interval [0, 1].
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The PE condition is ensured by the method mentioned in Remark 5 to excite the system
states. The weights gradually vary to become slower and stabilize during the learning
process. The converged weights are already very close to the ideal weights after sufficient
learning. The convergence of the whole critic network weights Ŵc1, Ŵc2 in the learning
processes are depicted in Figure 3. The final converged values of Ŵc1, Ŵc2 are as follows

Ŵc1 =[11.3714, 9.4718, 11.3713, 9.4718, 13.1589, 11.3203, 7.6718, 7.6718, 7.4279]T,

Ŵc2 =[0.7500, 0.0646, 0.7182, 0.0630, 0.8202, 0.0888, 0.0214,−0.0006,−0.0004,

0.0221,−0.0024, 0.0287, 0.0092, 0.0045, 0.0346,−0.0059,−0.0096, 0.0453,

0.0340, 0.0211, 0.0106,−0.0025, 0.0039,−0.0045, 0.0227, 0.0126, 0.0155,

0.0076, 0.0256, 0.0020, 0.0016, 0.0090,−0.0185]T.

Figure 3. Convergence of critic network weights.

The converged weights are used to design the approximate feedback optimal control
inputs. Figure 4 and Figure 5 present the variation of states in trajectory tracking control,
revealing the corresponding tracking errors in Figure 6 and Figure 7. In addition, Figure 8
visualizes the path in three-dimensional space, whereas Figure 9 illustrates the PWM signals
for the motors. The figures clearly demonstrate that the quadrotor system effectively tracks
the desired trajectory and achieves a small convergence bound for the tracking error. These
results highlight the rapidity and accuracy of the designed controller in the control process.

Figure 4. Variation of states in the position subsystem.
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Figure 5. Variation of states in the attitude subsystem.

Figure 6. Tracking errors in the position subsystem.

Figure 7. Tracking errors in the attitude subsystem.

Figure 8. Results of three-dimensional path.
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motor 1
motor 2
motor 3
motor 4

Figure 9. Pulse-width of input signals.

The estimates for the compound disturbances are depicted in Figure 10. It shows that
the estimated values from the disturbance observers can quickly follow the actual com-
pound disturbances. Moreover, the trajectory tracking control performs well in the presence
of compound disturbances, which implies the robustness of the designed controller.

Figure 10. Estimates of compound disturbances.

In order to verify that the designed controller rejects the compound disturbances, a
comparative simulation is performed without the disturbance observers in the position
subsystem and the attitude subsystem. The control inputs use only the control inputs
designed for the nominal system. Under such control, the variation of states is presented in
Figures 11 and 12, while Figures 13 and 14 show the corresponding tracking errors.

Figure 11. Variation of states in the position subsystem without disturbance observers.
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Figure 12. Variation of states in the attitude subsystem without disturbance observers.

Figure 13. Tracking errors in the position subsystem without disturbance observers.

Figure 14. Tracking errors in the attitude subsystem without disturbance observers.

By comparing the simulation results, it is clear that the trajectory tracking control of
the quadrotor cannot be realized without the robust compensation inputs. Thus, further
demonstrating the robustness of the designed controller. Moreover, the corresponding path
in three-dimensional space and the PWM signals of the motors are shown in Figure 15 and
Figure 16, respectively.

Figure 15. Results of three-dimensional path without disturbance observers.
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motor 1
motor 2
motor 3
motor 4

Figure 16. Pulse-width of input signals without disturbance observers.

In summary, the controller designed for quadrotor trajectory tracking control has good
dynamic performance, high tracking accuracy and strong robustness when the quadrotor
is subjected to compound disturbances.

6. Conclusions

This paper proposes a robust approximate optimal controller for the trajectory tracking
control of the quadrotor with unknown compound disturbances. By incorporating the
estimated values of compound disturbances that are estimated by the disturbance observers
into the control design, the effect of compound disturbances can be suppressed, resulting
in ensured tracking accuracy and improved robustness. Moreover, the ADP method can
then be utilized in the nominal system for ensuring the performance index of the control.
The stability of the closed-loop system is analyzed by the Lyapunov theorem, which
demonstrates that the tracking errors are UUB. Simulation results further confirm the
robustness and effectiveness of the designed controller. In future work, experiments will be
considered to validate the performance of the proposed controller.
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