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Abstract: In recent years, the number of expected missions to the Moon has increased significantly.
With limited terrestrial-based infrastructure to support this number of missions, as well as restricted
visibility over intended mission areas, there is a need for space navigation system autonomy. Au-
tonomous on-board navigation systems in the lunar environment have been the subject of study by a
number of authors. Suggested systems include optical navigation, high-sensitivity Global Navigation
Satellite System (GNSS) receivers, and navigation-linked formation flying. This paper studies the
interoperable nature and fusion of proposed autonomous navigation systems that are independent of
Earth infrastructure, given challenges in distance and visibility. This capability is critically important
for safe and resilient mission architectures. The proposed elliptical frozen orbits of lunar navigation
satellite systems will be of special interest, investigating the derivation of orbit determination by
non-terrestrial sources utilizing celestial observations and inter-satellite links. Potential orbit determi-
nation performances around 100 m are demonstrated, highlighting the potential of the approach for
future lunar navigation infrastructure.

Keywords: navigation; lunar; PNT; orbit determination; guidance

1. Introduction

The Moon is going to be very busy over the next decade [1–3]. In response, major
international space players have proposed infrastructure to deliver communication and
navigation services to satisfy increasing demand. These include LunaNet by NASA [4],
Moonlight from ESA [5], and the Lunar Communication and Navigation Service (LCNS)
from JAXA [6]. The performances required by users of this system are demanding, es-
pecially in terms of orbit determination, timing, data rates, and others. For LCNS, ten
small satellites are being considered, where it is possible to maintain an orbit that meets
positioning requirements with minimal orbit maintenance over 3 years [7].

A key performance criterion is an orbit determination accuracy of below 30 m [6], with
each satellite transmitting a pseudo-like ranging signal to ground users, to deliver a surface
positioning accuracy of 40 m. This performance target is feasible through the use of Earth-
based tracking stations, where lunar pathfinder missions have delivered performances
below 40 m in three dimensions [8]. However, the use of deep-space tracking networks is
expensive, and they have infrequent visibility and a high user demand. They also create a
strict dependence on distant Earth-based infrastructure.

As an LCNS by any space agency is a critical system for the successful delivery of an
increasing number of future lunar missions, orbit determination must be more autonomous.
However, meeting this performance is challenging with the current state of the art.

Various architectures have been evaluated to deliver this capability. A majority seek
to utilize a high-sensitivity Global Navigation Satellite System (GNSS) receiver, relying
on the side-lobes of Earth-based GNSS for operation [5,9]. However, performances are
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expected to reach only several 100 m with intermittent availability. A high-sensitivity
antenna is also needed with high-pointing requirements to deliver these performances.
No successful position fix has been announced yet from recently launched lunar-destined
GNSS receivers [10].

Alternative architectures for lunar navigation include using the limb’s horizon. This
will be demonstrated for satellites in cislunar space, such as Orion [11] and LUMIO [12].
Performances of these instruments alone might only reach up to 1–10 km. Other scenarios
have also been studied [13–16], but most mission concepts have only treated cislunar
operations or descent and landing.

Fused navigation for a lunar repeating orbit satellite has been considered in [17], where
a combination of a horizon-sensing optical navigation unit and a GNSS receiver is treated
for a satellite in Near Rectilinear Halo Orbit (NRHO). Estimates at 200 m are expected, but
not yet meeting the threshold of 40 m. This result also assumes that the GNSS receiver is
measurable and available for all visible periods in NRHO [5].

To aid this estimate, assistance by Inter-Satellite Links (ISLs), a relative positioning
method that may only be used in combination with an absolute sensor source, such as GNSS,
is proposed [18], achieving an orbit determination performance of 100 m. However, this is
still insufficient for the target of JAXA. Some methodologies, such as LiAISON [19], use ISLs
between very different orbit and ground surface trajectories. Gravitational asymmetries
between the trajectory path of each object provide sufficient absolute information to the
Moon’s centre for the solution to successfully converge inside a Kalman filter. Such
spacecraft may be in lunar or Halo orbits, landing on the Moon or roving the surface.
However, this may only work for a dedicated mission architecture that accounts for this
variability between vehicles.

This work considers fused optical observations, including the lunar horizon, craters,
and distant celestial sources, alongside potential inter-satellite links. The approach seeks to
be autonomous and independent of Earth-based infrastructure to meet the requirements of
users on the lunar surface and orbits, especially those that have a critical dependence on a
lunar navigation satellite system.

The lunar-based scenario is introduced in Section 2, exploring factors such as or-
bital and satellite design. Methodologies of each considered sensor are then described in
Section 3, employing and evaluating performances with least-square formulations. Orbital
propagation and filter models are then proposed and evaluated in Section 4. The architec-
ture is assessed to ascertain whether it might meet performance targets required by JAXA
and other space agencies, which target a surface position performance below 40 m [6].

This article continues work first presented at the 34th ISTS in Kurume, Japan on
9 June 2023 [20]. Significant modifications, improvements, and extensions have been made.
These include the use of ISLs, filter-based methodologies, and performance limitations of
fundamental celestial sensor techniques.

2. Lunar Scenario

Most upcoming lunar missions target the lunar south pole and will require observation
infrastructure that can provide support services to this area. This region is not only of
interest for planetary scientists because of its regional geology, containing a very high
number of impact craters, but it is also expected to store a significant quantity of cold-
trapped volatiles, which may be used as a source of in situ resources [21].

This section explores proposed orbital infrastructure and potential architectures that
may deliver a ranging service. Orbital design has been optimised in a previous work [7],
where this is introduced. Options for the proposed autonomous navigation system, which
is the topic of this work and one of the key challenges for delivering a ranging service, are
then introduced, alongside potential design limitations and challenges to performance.
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2.1. Orbital Design

Given the non-uniformity of the Moon’s mass distribution, and perturbations caused
by the strong pull of the Earth and the Sun, most lunar orbits are highly unstable. For a
satellite-based infrastructure that can support operations on the Moon, a stable orbit with
minimal station-keeping is desirable.

Lunar orbital regimes for delivering a ranging service have been studied extensively
in the literature. NRHO [9,22], Low Lunar Orbit (LLO) [9], and Direct Rectilinear Orbit
(DRO) [23] have all been considered for lunar navigation architectures, with NRHO being
of particular interest since it will host the Lunar Gateway. The orbit most frequently
proposed, however, is the Elliptical Lunar Frozen Orbit (ELFO), which is both stable and
sufficiently close to the surface [4–6,17].

Several attempts have been made to optimise the solution, using parameters such
as satellite observability and sky geometry, minimal station-keeping manoeuvres, and
cost-effective insertion from Earth trajectory [24,25]. Most solutions congregate to the ELFO
solution proposed by [26].

The orbits of an ELFO are illustrated in Figure 1 and the parameters are contained
in Table 1. The orbital period is approximately 19 h and provides strong coverage of the
Lunar poles during the apogee, where the South Pole is chosen. An ELFO can also vary
in the right ascension of the ascending node, so satellites can be placed across different
planes. For a navigation service in particular, this is highly beneficial to improving visible
satellite geometry.

Figure 1. Trajectory of the evaluated lunar navigation constellation in ELFO.

Table 1. ELFO orbital parameters.

Parameter Value

Semi-Major Axis 8049 km
Eccentricity 0.4082
Inclination 56◦

Orbital Period 19 h
Number of Satellites 9–10

The number of satellites and plane separation in Figure 1 are just for illustration
purposes. Work by [7] has optimised for either nine satellites distributed across three ELFO
orbital planes or ten satellites across two planes. In this work, the 10-satellite distribution
is used.

It is important to note that these parameters are established in the Moon’s Mean
Earth (ME) frame [26,27], and not in an inertial frame as for Earth-originated Kepler
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parameters. The position and velocity are solved by the general conversion equations from
Kepler to Cartesian [28], and then transformed from the ME to the J2000 frames.

2.2. Satellite Design

As introduced, five different types of guidance and navigation sensors are evaluated
in this work: star tracker, horizon navigation, triangulation, crater navigation, and inter-
satellite ranging. Each of the techniques are illustrated in Figure 2.

Figure 2. Concept of potential navigation sensors for an autonomous lunar navigating spacecraft,
including star, horizon, triangulation, crater, and inter-satellite ranging techniques.

For each optical-based sensor, which encapsulates all except ISLs, parameters of a
standard space-rated, commercial off-the-shelf camera are treated. Cameras are very com-
mon to most lunar missions, and so impose no cost to the satellite architecture. However,
they may constrain the satellite design. Each sensor is assumed to be positioned on the
spacecraft at an attitude that is in constant view of the target. Reorientation of the satellite
during flight is ignored.

Potential design limitations of each proposed sensor are introduced in Table 2. It is
immediately obvious that not all sensors could be used simultaneously, due to pointing
requirements, as well as general size, weight, and power constraints for a small spacecraft.
However, a carefully managed integrated approach might be possible, overcoming the
specific challenges of each.

Table 2. Spacecraft sensor choice design implications and challenges to performance.

Sensor Design Limitations Challenges to Performance

Star Tracker

• Requires pointing to the star field with
minimal stray light interference.

• All horizon, triangulation, and crater
navigation techniques are dependent
on attitude.

• Misalignment correction would need to be
highly accurate to ensure required
positioning performance.

Horizon Navigation • Requires pointing of the camera to the
horizon limb.

• Lunar eclipse and shadow make it difficult to
differentiate limb points.

Triangulation

• Requires multiple cameras to point at a few
geometrically diverse celestial sources.

• Requires pointing with minimal stray
light interference.

• Accuracy is poor for navigation.
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Table 2. Cont.

Sensor Design Limitations Challenges to Performance

Crater Navigation • Requires pointing to the lunar crater field.
• AI and fitting algorithm are power-consuming.

• Crater shadow and rim lighting for detecting
and differentiating craters.

• Variance in the number of observable craters
during orbit.

Inter-Satellite Link

• Requires links to be placed close together due
to limited range and potential
obstructing Moon.

• Requires precise pointing to the connected
satellite if using optical links.

• Must be used in combination with another
sensor providing an absolute source of
position reference.

• Careful management and transfer of position,
velocity, and covariance information between
satellites for filter implementation.

3. Proposed Sensors

In this work, various celestial-based sensor systems, as well as inter-satellite links,
are proposed and models presented. Derivations are not incorporated in this work, as the
paper focuses more on implementation and performance. Celestial sensors include star
trackers, horizon, point source triangulation, and lunar craters.

3.1. Star Tracker

The star tracker is a highly accurate and technologically mature attitude determina-
tion sensor common to most spacecraft architectures. The star tracker is critical to any
autonomous orbit determination architecture, and so will be briefly discussed. Given the
high number of books and articles in the literature discussing star trackers [29–31], the
reader is referred to them for further learning.

In short, the star tracker captures images of the night sky, and by identifying star
patterns using astrometric databases, typically by comparing angles between neighbouring
stars, an attitude can be calculated between the sensor’s body and the inertial, celestial
frame. The process of star identification is complex, with sophisticated algorithms adopted
to compare many star patterns, so false identification is avoided. Any small risk of a star
being misidentified leads to it being rejected (usually below 0.01%). Popular algorithms
include Pyramid [32], which compares star patterns by constructing and measuring a
pyramid-like geometry, and Tetra [33], which identifies stars to a catalogue by using a
hash code.

In this investigation, the star tracker is treated as an accurate attitude determination
source with a precision of approximately 10 arc-sec [15]. This will be delivered by an
instrument with a 20◦ field of view with a pixel resolution of 1024 × 1024 px. This is typical
of most common star trackers [34].

The attitude of the sensor represents the orientation of the sensor body frame B with
respect to the inertial celestial frame I, expressed in the form of an attitude transformation
matrix TIB. This is important in transforming Moon features, such as the horizon or craters,
to a local planetary frame of the body, P. Any attitude error will directly impair the
navigation performance, as is highlighted in later sections of this work. The transform
between the inertial and planetary frame TIP is known by international scientific working
groups and organisations, such as International Earth Rotation and Reference Systems
Service (IERS), and so the body to planetary frame transform is calculated by TPB = TT

IPTIB.
The transformation matrix between the celestial and planetary frame TIP has been

accurately modelled for the Moon, using measurements from recent missions such as the
reconnaissance orbiter [27]. In this paper, it is assumed that any error in the model is
negligible, as typical inaccuracies are far below the star tracker performance of 10 arc-sec.

The calculated attitude will also include a slight angular bias, caused by mechanical
misalignment and thermal fluctuations of the satellite platform. This bias will slightly
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rotate the attitude transformation matrix by an angle θmis, generating an offset between
different sensors. The misalignment can be described by multiplying a Direction-Cosine
Matrix (DCM) of θmis to TIB, i.e. T̃IB = DCM(θmis)TIB.

This bias is addressed by employing multiple optical sensors that may usually measure
the horizon, distant object triangulation, or craters as a star tracker, where the hardware
remains the same but the software loop is changed. In this case, the misalignment factor
between the two sensors can be estimated up to the performance of each sensor acting as
a star tracker. The performance of this correction is estimated to be 0.01◦ [35,36], and so
this will be used as the angle θmis in this work. It is important to note that this estimate
would require both sensors to have a star field in view, and so spacecraft pointing would
be required.

An alternative methodology to reduce the misalignment error is proposed by Mortari
in the StarNav III solution [37], where three separate star tracker lenses share the same
sensor. This is delivered by a complex series of lenses and mirrors to transfer the observed
star field photons to a single camera sensor. A similar approach may be used where celestial
observation may also be transferred to a single sensor. Even if the error reduction is not
negligible, given the complexity of the proposed system, it is not treated in this work.

3.2. Horizon Navigation

The sextant is an ancient tool for navigation, and in the early days of the space race, it
was considered to be one of the primary sources of positioning by astronauts [38]. Modern
techniques have vastly improved its performance and applicability [11,39], being treated in
both cislunar and Earth orbits. The application of the techniques developed are treated for
the lunar context.

Both the Moon and Earth can be modelled as an ellipsoid. This treatment is suitable
for distances of more than 100 km above the surface [15,40], where rugged terrain does not
exceed 10 km, with a standard deviation of below 3 km. It is thus not visible on the horizon
projection in most wide-field-of-view lens assemblies for systems in orbit.

A point on the surface p =
{

px py pz
}T of the planetary frame can be expressed by

p2
x

a2 +
p2

y

b2 +
p2

z
c2 = 1, (1)

with radial dimensions a, b, and c. Alternatively, it can be expressed in matrix form:

{
px py pz

}a−2 0 0
0 b−2 0
0 0 c−2


px
py
pz

 = pT
P AP pP = 1, (2)

where AP is the ellipsoid body matrix. The Moon can be approximated as a sphere, where
a = b = c, and the Earth as an oblate spheroid, a = b.

An illustration of the ellipsoid and the projected shape on a camera sensor is reported
in Figure 3. The projected shape may either be a circle, ellipse, parabola, or hyperbola,
depending on the conic section created by the ellipsoid. The general quadratic equation
describes a conic section in the body frame with measured image coordinates (u, v),

Au2 + Buv + Cv2 + Du + Fv + G = 0, (3)

where (A, B, C, D, F, G) are coefficients. A similar matrix form could be written for this
projection, writing a vector s =

{
u v 1

}T that would intersect at a tangent with the
ellipsoid surface, as

sT

 A B/2 D/2
B/2 C F/2
D/2 F/2 G

s = 0. (4)
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The vector s can be transformed to the planetary frame using the estimated attitude
transformation matrix TPB in Section 3.1.

Figure 3. Ellipsoid as seen by the spacecraft in the camera sensor body frame.

Errors in the estimated horizon point, such as stray light, optical noise, or large
rugged terrain, are introduced in the estimated limb pixel (u, v). The estimated perfor-
mance of a measured horizon coordinate can be assumed to be 0.1 px [11,36,40]. It is
suggested that upon implementation the optical system hardware developed reflects this
estimation resolution.

These two expressions can be related to the sensor position r, measured from the
ellipsoid origin, by p = ds + r where d is some scalar multiplier. These two functions can
be then simplified by an approach given in [39] to

sT Ms = 0, (5)

where
M = ArrT A − (rT Ar − 1)A. (6)

Matrix M describes the shape of the projected ellipsoid on the image sensor, as a
function of the ellipsoid matrix A and the observer position r. This term is equivalent to the
ellipse matrix, as represented in Equation (4), which can be denoted by C, by the following
generalised eigen-problem expression,

Cs = λMs, (7)

where s is an eigenvector and λ is an eigenvalue.
It should be noted that the frame subscript has been dropped in Equation (6). It

is important that all matrices and vectors are in the same frame, i.e., body, inertial, or
planetary. This expression can be used for estimation of the position in an implicit least
square-based model.

Work by [17] treats the celestial horizon in Cholesky space, which reduces the problem
from a non-linear to a linear case. However, the handling of errors in a fused Extended
Kalman Filter (EKF) is problematic, as it is challenging to map the measurement noise to
the Cholesky space geometry. The non-linear case is used in this work.

The performance of the horizon estimation algorithm is illustrated in Figure 4 for
a changing altitude above the lunar surface. For this evaluation, a star tracker with a
precision of 10 arc-sec is treated, as was described and proposed in Section 3.1. The horizon
sensor will have the same resolution and sensor shape, with 1024 px in both horizontal
and vertical directions. The field-of-view size is, however, 40◦ to encapsulate more of the
lunar arc.
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In Figure 4, the ELFO orbital altitude range is indicated from 3026 km to 10,210 km.
The transition between a hyperbolic and elliptical projection is also highlighted, and it does
not fall within the orbital altitude range of the ELFO, occurring at 707 km.

Figure 4. Horizon estimation performance at varying orbital altitudes, with the eccentricity transition
and ELFO altitude range highlighted.

From Figure 4, altitudes beyond the ELFO operating range appear unsuitable for this
application using horizon-based navigation, moving towards accuracies of more than 3 km.
Within the operating range, performance varies between approximately 650 m and 3 km.
It is suspected that this is caused by changes to the visible length of the lunar limb, with
a constant camera resolution, at various distances from the surface. At altitudes below
300 km, the horizon approach plateaus as meaningful curvature information is no longer
measurable. Results below 100 km have been omitted for this reason.

Visibility of the Moon as it changes from day to night will affect the performance of
optical navigation. The visible lunar limb arc will predominantly stay the same; however,
the length visible to the spacecraft will depend on the camera’s attitude. For the purposes of
this study, the lit limb arc will be assumed to always be half the lunar disc’s circumference.
Except at full and new Moon, this will always be the case. However, this makes an
assumption that the camera’s attitude will be placed to ensure that the maximum arc
is visible.

3.3. Triangulation

Triangulation modelling has been the subject of study for millennia, with cases from
the Egyptians and Greeks of using the concept of a triangle to measure distance and size. A
historical review is provided in [41], treating records of the Greek mathematician Thales
estimating pyramid heights and ship distances at sea, and of Hipparchus estimating the
distance between the Sun and Moon. Modern understanding is first accounted for in
the 1600s.

Techniques of triangulation are mutually inclusive to well-known direction or Angle
of Arrival (AOA) position estimation, as is common and highly mature in maritime [42]
and aviation [43] fields using radio-based measurements. This topic has been considered
more recently in the context of indoor and wireless navigation [44]. The measurements are
typically confined to a two-dimensional plane.

A representation of the celestial sphere through an AOA approach is illustrated in
Figure 5. The celestial body position is located at p and the observing vector at s. A familiar
relation can then be established, p = ds + r, as in the case of the horizon. The angle of
arrival θ can be calculated from the dot product relation, p · s = |p||s| cos θ. This relation is
used by [41].

To explore the potential performance of triangulation techniques in space, this relation-
ship can be reduced to the two-dimensional plane, like for wireless or indoor positioning.
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Using a measured angle θi from the ith source at (px,i, py,i), the relationship between
position (rx, ry) and the celestial source is a simple tangent trigonometric function [44],

ry − py,i

rx − px,i
= tan θi. (8)

For a multiple number of sources, this model may then be solved for rx and ry as a
determinable system.

Figure 5. Distribution of planetary point sources at positions p with trigonometric relationships to a
spacecraft at r, measured by s.

In AOA radio-based techniques, the geometry of the observation sources is typically
treated as an indicator of performance. Known as the Dilution of Precision (DOP), it is
calculated from the measurement matrix, providing a relationship between the measure-
ment noise σθ and the position error σr. For the purposes of this work, the DOP should be
expressed in the form of

σr = DOPσθ . (9)

The DOP may be derived in terms of an angular measurement θ by first taking the
derivatives of Equation (8) in terms of ∂rx and ∂ry,

∂θi =
1
r2 (−(ry − py,i)∂rx + (rx − px,i)∂ry), (10)

where r2 = (rx − px,i)
2 + (ry − py,i)

2. This may be written in matrix form as


∂θ1

...
∂θm

 =


−(ry−py,1)

r2
(rx−px,1)

r2

...
...

−(ry−py,m)

r2
(rx−px,m)

r2

[∂rx
∂ry

]
= H

[
∂rx
∂ry

]
, (11)

for m observed sources. The DOP is then calculated as DOP =
√

Tr((HT H)−1).
The DOP, and thus calculated position error, can be considered in the solar system

plane. In Figure 6, the Sun, Earth, and Mars are treated as an observed distant celestial
source at a position (px,i, py,i). In this example, the sources are placed in one quadrant of
the solar system plane, with the Sun at the centre. For a spacecraft at some position (rx, ry)
in the plane, the expected position error may be estimated by first calculating the DOP
from Equation (11), and then the position error by Equation (9).
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Figure 6. Position error of a spacecraft at a position in the solar system plane with origin at the Sun,
using triangulation from the Sun, Earth, and Mars with an object localisation accuracy of 0.01◦.

The error in Figure 6 is illustrated up to a distance of 4 × 108 km from the Sun, where
each celestial source is measured by the sensor up to an accuracy σθ of 0.01◦. This is
similar to the performances delivered by the star tracker described in Section 3.1, where the
technique of measuring each celestial body source is very similar.

These results make an assumption that the planets are constrained to the solar system
horizontal plane. The DOP of the plane varies from 108 to 1010, and thus the illustrated best
case position error would be 10 km in certain regions, moving towards 1,000 km in others.
This performance would be unsuitable for localised orbit determination, but perhaps is
applicable for navigation in interplanetary travel.

3.4. Crater Navigation

Using craters for navigation around the Moon, alongside other planetary bodies, was
initially considered in the context of asteroid rendezvous [45,46]. Likening them to ellipses,
similar approaches to horizon ellipse fitting have been developed for location pinpointing
and crater identification.

Crater estimation techniques have received significant renewed interest in the context
of lunar exploration [47,48]. This technique has been especially considered for the case of
lunar descent, where decimetre performances are usually targeted [16,49].

The work of Christian provides a linear least-square estimate for the general crater
positioning estimation problem and will be used here [47]. Traditional crater identification
algorithms have been studied [50], but machine learning and Artificial Intelligence (AI)
present higher performances, popularly adopted by [16,47,51].

Many databases have been generated by various recent lunar missions, including the
NASA Lunar Reconnaissance Orbiter and Chinese Chang’e Lunar surveyor, as well as by
ground-based astronomy. The simple database created by the Lunar and Planetary Institute
is used in this analysis. Even though craters are described as circular, the projections on the
camera frame provide appropriate ellipse shapes for fitting to be evaluated, and position
error estimated [52].

In crater-based navigation, three different references are treated, the optical sensor
body frame B, the lunar planetary frame P, and the local East-North-Up (ENU) frame of
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the crater E. The transformation between the body and planetary frame TPB is known by
the star tracker, as introduced in Section 3.1.

The crater ellipse projection is developed in a similar fashion to the horizon, and is
illustrated in Figure 7. The profile can be expressed by Equation (3), where the crater i
measured across the image plane can be denoted by a matrix Ai. This is after a set of
image points is fit to an equivalent ellipse by a routine first proposed by Fitzgibbon [53],
providing a set of conic coefficients, aT =

{
A B C D F

}
. The approach also provides

a covariance with the associated non-linear least-square estimate, which is expressed as a
5 × 5 matrix Pa.

Figure 7. Lunar craters projected on a spacecraft’s camera lens.

Similarly, the shape of the crater is known within the crater database by the shape
matrix Ci, defined as in Equation (4). The ellipse is defined in the crater’s local ENU frame
Ei, centred at the ellipse origin pPi in the Moon’s planetary frame. The ENU frame is
highlighted on the projected equator in Figure 7. The ellipse relation between Ai and Ci,
after appropriate identification by a machine learning algorithm [16,51], can be related
through a series of projection transformations for the spacecraft located at a position
rP [47].

Defining first the homography HPi for the ith crater,

HPi =
[
TPEi S pPi

]
, (12)

where TPEi is the transformation matrix between the fixed lunar planetary and crater’s
local ENU frame, and S is a 3 × 2 matrix,

S =

[
I2

01×2

]
. (13)

The transformed measured crater in the lunar planetary frame is calculated by

Bi = TPB AiTBP, (14)

where any focal length-related parameters can be related by some scalar si. The relation
between Ai and Ci is then given by

HT
Pi

Bi HPi − HT
Pi

BirPkT − krT
P Bi HPi + rT

P BirPkkT = siCi, (15)

where kT =
{

0 0 1
}

.
This expression might be rearranged to matrix form for the left-hand side as[

STTEi PBiTPEi S STTEi PBi(pPi − rP)
(pPi − rP)

T BT
i TPEi S (pPi − rP)

T Bi(pPi − rP)

]
= siCi. (16)
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The independence of the matrix upper-left hand corner to the spacecraft position
vector can be used to find the scalar si as the least squares-like solution,

ŝi =
Vec(STCiS)TVec(STTEi PBiTPEi S)

Vec(STCiS)TVec(STCiS)
, (17)

where the operator Vec() converts a matrix into a vector, with each column of the matrix
‘stacked’ on top of the other. The upper-right-hand corner of the matrix in Equation (16)
can then be used to create a linear system in terms of the spacecraft position vector rP for
m craters,  STTE1PB1

...
STTEmPBm

rP =

 STTE1PB1 pP1 − ŝ1STC1k
...

STTEmPB1 pPm − ŝmSTCmk.

 (18)

The visible craters on a standard lunar projection are highlighted in Figure 7, where each
corresponding projected ellipse matrix Ai to a corresponding crater ellipse Ci is plotted.

The associated covariance of each measurement may be calculated by the ellipse
coefficient covariance Pa. The associated covariance measurement model covariance matrix
is calculated by

Ra =
dh
da

Pa
dh
da

T

. (19)

The position covariance estimated is then

Pr =

(
dh
dr

R−1
a

dh
dr

T)−1

. (20)

These derivatives can be simply solved by performing a vector derivative on Equation (18).
The position estimation performances of crater navigation at varying altitudes are

illustrated in Figure 8. A sensor similar to the horizon sensor is treated, with a 40◦ field
of view and a resolution of 1024 px. Each performance in Figure 8 takes an average of
100 position estimates at randomised lunar rotations. These results are juxtaposed by the
average number of craters identified, which can vary by not only altitude but also the
side of the lunar surface visible. The lunar far or dark side, being the side opposite to the
tidally locked face, has a higher number of impact craters given that it is less protected by
the Earth.

Performance of the proposed crater technique increases as the spacecraft nears the
lunar surface, as more craters become identifiable. It then plateaus at 1000 km above
the surface, at a performance of approximately 200 m. This however might be caused
by the elliptical fit approach of this work. AI techniques, which can provide more accu-
rate identification fitting, might significantly improve the result. The camera optics are
also constrained.

Within the ELFO operating range, performances of approximately 1 km to 12 km are
witnessed in Figure 8. This variation is not appropriate for autonomous positioning, and may
also present challenges to the EKF since the estimated covariance will change significantly.

Craters are only visible when the sun is overhead, down to an angle of elevation of
approximately 20◦. This constraint may be maintained by taking the dot product of the sun
p̂s and crater p̂i unit position vector in the lunar fixed frame, cos 20◦ < p̂s · p̂i, where the
hat indicates it is a unit vector.
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Figure 8. Crater estimation performance alongside average number of visible craters, at varying
orbital altitudes, with the ELFO altitude range highlighted.

In this study, 70◦ is taken as the angular limit between the sun direction and the
crater normal; otherwise, it is treated as too dark to be detectable. This may further reduce
performance, and is accounted for in the studied orbital propagation and filter scenarios
of Section 4.

3.5. Inter-Satellite Ranging

Utilizing inter-satellite communication links for ranging has grown increasingly pop-
ular in recent years given the rise of mega-constellations, a climbing demand for ground
stations, and a growing desire for autonomous satellite operations in the face of threats. ISL
ranging was treated early for improving performances to the GPS [54], and could similarly
be considered for an LCNS. The ISL range limit is 4500 to 45,000 km [55], and the link
separation will not exceed this range in the analysis of Section 4.

Managing ISLs with multiple satellites has been proposed by numerous authors for
an LCNS [18,19,56,57]. Each follows the same ranging signal model structure, typically
measuring a distance between neighbouring satellites ρ,

ρ = |ri − rj|, (21)

where ri and rj is the position vector of some satellite indexed by i or j. The management of
the ranging set by multiple neighbouring satellites is described in Section 4.2.

Similarly, the Doppler signal may be measured to deliver a satellite velocity estimate.
This would require the relative velocity v of the satellite j, leading to the following model,

ρ̇ = |vi − vj|. (22)

Given that the velocity information is unknown from any other sensor treated in this
work, the solution would be highly valuable.

The range and appropriate position covariance should be transferred between satellites.
This transfer is illustrated in Figure 9 and should be communicated through the link.
P denotes the covariance of the position r and velocity v estimates, and t is the time
information of the transmitted position and range.

Figure 9. Inter-satellite link information transfer between satellites i and j. The t indicates the transfer
of time information.
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The ranging performance of the inter-satellite links is conservatively set to 6 m and
1 mm/s. This is close to the higher bound of those parameters used in the literature [56,57].
It should be noted that this technique only provides a relative position and velocity between
spacecraft, and is dependent on other techniques to provide a sufficient absolute accuracy.
It cannot be used independently but can enhance performance. Performance analysis of
this technique is deferred to Section 4.

4. Lunar Orbital Filter

This section describes the implementation of lunar orbit propagation filter sensor
fusion techniques. Performances are then presented, alongside trade-offs for their imple-
mentation. The desire is to deliver a precision of 30 m, as has been previously discussed.

4.1. Orbital Propagation

Orbital dynamics with third-body perturbations have been studied since the Apollo
program [58], but considerations of a permanent orbiting service infrastructure are more
recent. The frozen orbit, a mathematical outcome of three-body dynamics where gravity
perturbations are minimized in certain orbital configurations, was proposed and explored
more recently in the 2000s for the Moon by [26]. The ELFO is one such configuration,
where LunaNet [4], Moonlight [5], and the Japanese LCNS [6] have all utilised this orbital
‘anomaly’ within their system architecture.

The three-body problem is notorious for not being solvable algebraically. However,
techniques have been developed to provide a numerical estimate. The Runge–Kutta four-
step method is applied in this instance for calculating the propagation from time step k,
xk, to time step k + 1, xk+1 [59], which is reasonable for accuracies targeted in this work.
However, a linear approximation is required for most filter-based solutions,

xk = ϕ(xk−1) ≈ Φxk, (23)

where f is a vector-valued function to calculate the propagation, and Φ is the linearised
matrix form of ϕ, the propagation matrix. In this work, the state vector is composed of
x =

{
rT vT

}T.
The acceleration of the spacecraft is caused mostly by gravitation forces from the

Earth, Sun, and Moon, as well as solar-derived forces, such as radiation pressure and
wind. Typically, for a small spacecraft orbiting the Moon, the resulting acceleration by
the solar radiation pressure is in the order of 1 × 10−8 m/s2 [60]. Solar wind is even
less, causing accelerations at 0.5 AU from the Sun to 1 × 10−11 m/s2 [61]. At this stage,
solar-derived forces are not treated, as this work focuses on a covariance analysis to predict
expected levels of accuracy with a proposed set of measurements, and not on dynamic
model performance.

Both the gravitational field of the Earth and Moon cannot be treated as point masses.
Spherical harmonic models have been developed to a high level of fidelity, where the Earth
Gravitational Model (EGM) provides a 2160-degree harmonic for the Earth [62] and the
GRGM900C provides a 900-degree harmonic for the Moon [63]. To reduce processing time,
with an assumed negligible loss in performance (on the order of 1 m per day [28]), the EGM
and LP160C [64] models have been reduced to two-degree and four-degree harmonics for
the Earth and Moon, respectively.

These models are taken from Montenbruck for Earth-based orbital GNSS [65] and
applied to the lunar domain. A point mass assumption is established for the Sun, using the
Newtonian gravitational acceleration equation,

gs =
−Gmsrs

|rs|3
, (24)

where G is the gravitational constant, ms is the mass of the Sun, and rs is the vector pointing
from the spacecraft to the Sun. The relation between r and rs is rs = ps − r.
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The gravitational accelerations of the Earth, Moon, and Sun, ge, gm and gs, respectively,
can then be added together to calculate the acceleration. The time derivatives for the state
vector x are written as

ẋ =

{
ṙ
v̇

}
=

{
v

ge + gm + gs

}
. (25)

Each is calculated as a function of the state x, ẋ = f (x).
As mentioned, for filtering techniques, a linear solution to the non-linear propagation

function ϕ must be first derived. This may be calculated through a linearised form of the
dynamic model f , where the linearised form is the dynamic matrix F. A solution to the
propagation matrix is Φ = eF∆t, where ∆t is the time between step k and k + 1 [28].

To calculate the dynamic matrix F, the derivative for the gravitational acceleration for
the Sun in terms of rs, should be calculated

∂gs

∂rs
=

−Gms

|rs|3
− 3GmsrsrT

s
|rs|5

. (26)

The chain rule may then be applied to find the derivative in terms of the state vector
term r,

∂gs

∂r
=

∂gs

∂rs

∂rs

∂r
= −∂gs

∂rs
, (27)

which uses the relation rs = ps − r. Similar forms may be computed for the Moon gm and
Earth ge gravitational equations. For spherical harmonics, the solution is more complex.
The reader is directed to [66] for the non-spherical gravitational Jacobian. The remaining
terms forming the dynamic matrix are

F =

[
03×3 I3

∂ge
∂r + ∂gm

∂r + ∂gs
∂r 03×3

]
. (28)

4.2. Kalman Filter Application

The Kalman Filter has been well-developed in the literature [39,67–69], starting in the
1960s and extensively used across many positioning and navigation scenarios. The basic
equations are provided for the sake of completeness. The measurement vector is dependent
on the sensor used, as described by the architectures proposed in Section 3.

The propagation update of the EKF for the state vector x and the estimated state
covariance P is described by

xk = f (xk−1), (29)

Pk = ΦPk−1ΦT + Q, (30)

where the propagated linear approximation matrix Φ was first defined in Equation (23).
The propagation update error covariance is described by the matrix Q.

The measurement update of the EKF is given in an implicit form to accommodate for
the measurement model of the horizon, as in Equation (5). This means the measurement
model is of the form h(x, y) = 0, where y is the measurement vector. This is then applied
to the basic measurement update equations of EKF as

Kk = Pk HT
k(HkPk HT

k + R)−1, (31)

x+k = −Khk, (32)

P+
k = (I − Kk Hk)Pk, (33)

where the superscript + highlights the state and covariance estimate post-measurement
update, I is the 6 × 6 identity matrix, R is the measurement noise matrix, and H is the
linearised form of the measurement model h(x, y). The measurement noise matrix is
calculated by taking the partial derivative of the measurement model in terms of the



Aerospace 2024, 11, 153 16 of 23

measurement vector y and performing a matrix multiplication by the predicted sensor
noise σy,

R =
∂h
∂y

σ
∂h
∂y

T

. (34)

Similarly, the measurement matrix H is calculated by the partial derivative of the
measurement model by x,

H =
∂h
∂x

. (35)

Two options exist to manage the combination of multiple sensors. The first is to
combine the measurements to a single measurement vector y. This approach is classified as
simultaneous data fusion. For example, the combination of horizon points and lunar crater
ellipse estimates, captured by the same camera, would take the form

y =
{

s1
T . . . sT

m aT
1 . . . aT

n
}T. (36)

The measurement model vector h, measurement matrix H, and the measurement noise
matrix R would be then expanded to include both models as separate blocks.

The alternative model is to consider various points of sensor information separately,
independently propagating and estimating with measurement steps as each signal is
received. This is known as sequential data fusion and is more practical if different sensors
return measurements at different time steps. For each measurement, Equations (31)–(33) are
followed. Kalman Filter data fusion research does not follow conventions, so this difference
is highlighted.

A challenge to sequential data fusion arises if there is a significant difference in sensor
noise, especially at varying time steps. This may take place, for example, if the observed
lunar crater or horizon geometry changes between apoapsis and periapsis. This would lead
to a radical change in the performance, and either sensor information should be ideally
scheduled when performance is sufficient, or weights must be applied to reduce the impact
poor-quality data may cause in the estimated position.

One approach is the federated filter, which is described in detail in [68] and is usually
applied to automotive sensor fusion. The combination of the separate filter terms to the
master filter m is given by

Pm = (P−1
1 + · · ·+ P−1

N )−1, (37)

xm = Pm(P−1
1 x1 + · · ·+ P−1

N xN), (38)

where state and covariance information is given for a set of i ⊂ [1, N] sensors. The
importance of one sensor over another is given by a weight γi, where the covariance matrix
is multiplied by this weight term on each time step k, i.e. Pi = γiPm. The covariance
propagation update Equation (30) is also modified as

Pi,k = ΦiPi,k−1ΦT
i + γiQ. (39)

The weights γi should reflect the mean inverse average 1/N, so,

1
γ1

+ · · ·+ 1
γN

= 1, (40)

and should be within 1 ≤ γi ≤ ∞.
When handling inter-satellite links, the noise of the measured range must be trans-

ferred between satellites. The approach, known as a Decentralised Schmidt EKF [18,57],
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combines the covariance from the current and neighbouring satellite within the measure-
ment update. Equations (31)–(33) are rewritten as

α = HiPi HT
i + HiPijHT

j + HjPji HT
i + HjPj HT

j + R (41)

K = (Pi HT
i + PjHT

j )α
−1 (42)

x+i = −Khi (43)

P+
i = Pi − KαKT (44)

P+
ij = (I − KHi)Pij − KHjPj (45)

where Hi is the derivative of satellite i’s measurement model in terms of its own state, Hj is

the derivative of satellite i’s measurement model in terms of satellite j’s state, i.e. Hj =
∂hi
∂xj

,
and Pij is a new covariance matrix of the two satellite combined states, with Pij = PT

ji.
The combination of sensor models and the two proposed Kalman Filters are illustrated

in Figure 10. The orbit propagation element is included within each EKF box and follows
the procedure described in this subsection. Celestial sensors are fused by the Federated
EKF for some satellite i, followed by any ISL measurements from a satellite j integrated
using the Decentralised Schmidt EKF.

Figure 10. Sensor and Kalman Filter model illustration.

4.3. Kalman Filter Performances

The proposed filter methodology is evaluated, considering various sensor combina-
tions. The performances are presented in Table 3. Sample EKF results for a horizon-based
and crater-based-only navigation filter are illustrated in Figures 11 and 12, respectively.
Weights γ are used of 1.01 and 101 for the lunar horizon and craters respectively. An
increase in noise is associated with distance to the lunar surface.

Table 3. EKF for position sensor combinations at 1σ.

Sensor Cross-Track [m] Along-Track [m] Radial [m]

Lunar Horizon 234 ± 492 1352 ± 381 8 ± 93
Lunar Craters 170 ± 3531 1013 ± 6620 170 ± 20,754

Lunar Horizon and Craters 23 ± 442 162 ± 533 567 ± 1376

Each performance is insufficient to satisfy the positioning objectives of an LCNS, with
errors in the range of 100s of metres. Of note is the low accuracy of the lunar crater model,
with a performance from 1 km to more than 20 km. This is due to the high variability
of performance based on lunar surface proximity, as was illustrated in Section 3.4. This
presents a challenge to the covariance model within the filter. The variability of the lunar
horizon accuracy with altitude is much less, and so the EKF precision stabilises.
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Figure 11. Lunar- horizon-only EKF position error for a spacecraft in ELFO. The error is in blue and
the black illustrates the solution boundary at 3σ.

Figure 12. Lunar-crater-only EKF position error for a spacecraft in ELFO. The error is in blue.

Performances with a fused horizon and crater-based filter are also highlighted in Table 3.
The performance overall is worse than the horizon-only model, which is most likely caused
by the high variability in crater performance to altitude. The crater technique is worse in the
radial direction than on the cross- and along-track, which also affects the combined solution.
Interestingly, the precision is much stronger using the combined measurements, indicating
that any solution bias is reduced. This makes sense as the crater technique uses points over a
wider geometrical spread than the horizon, which is restricted to the Moon’s corners.
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Such a fusing may help in lunar ellipse or other poor limb-lighting conditions. In
addition, if satellite pointing does not capture the limb perfectly but only the surface, the
crater form could also be used to assist in stabilising the filter. Challenges to each sensor’s
performance are highlighted in Table 2.

The ISL can support with performance, which is able to provide a relative measure-
ment to the neighbouring satellite’s range and range-rate. This technique may only be used
in combination with other celestial sensors, which provide an absolute position reference
to the Moon. The performances of the EKF methodology are presented in Table 4 as an
average of all ten satellites, alongside a plot of performance over time of the position and
velocity errors in Figures 13 and 14 respectively. A horizon-only approach is treated since it
delivers the best performance in Table 3.

However, the approach of using an ISL presents challenges to pointing, where it may
not be possible for both a link to be maintained and a camera pointed towards the lunar
limb. Times have been staggered in this model to cope with these challenges, with updates
from 10–60 s from ISL and horizon sensors varying during operations.

Table 4. EKF for an ISL-assisted horizon-based optical navigation system at 1σ.

State Cross-Track Along-Track Radial

Position [m] 1.3 ± 41.0 12.6 ± 28.5 19.9 ± 96.0
Velocity [mm/s] 4.4 ± 58.3 12.9 ± 50.4 4.3 ± 70.5

Figure 13. Inter-satellite link with lunar horizon position error for 10 distributed spacecraft in ELFO.

The performances indicated by Table 4 show that with the addition of the ISL, the
performance and solution stability improve to around 100 m. This may be sufficient to
support orbit determination of an LCNS but does not meet the requirement of 30 m.
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Figure 14. Inter-satellite link with lunar horizon velocity error for 10 distributed spacecraft in ELFO.

5. Conclusions

Various approaches to optical navigation are compared in this article to deliver a
lunar-based positioning system. Lunar exploration roadmaps from space agencies such as
NASA and JAXA seek surface positioning performances below 40 m. This is difficult if the
orbit determination of the ranging satellites is not below 30 m.

Optical systems compared include lunar and Earth horizon-sensing systems, lunar
craters, and celestial body triangulation by point sources. As stand-alone sources, they
do not meet the performance requirements. The lunar limb approach presents the best
possible performances.

The article then considers sensor fusion by optical approach and inter-satellite links.
This may deliver a performance around 100 m that might be applicable to an LCNS. The
filter stability is not constant, however, and so the required user performance may not be
achieved at all times. Additional sensor measurement might be required, and will need
further study. Some of these methods will be implemented and tested using the University
of Tokyo EQUULEUS spacecraft, which has been recently launched with successful initial
operations on-board Artemis I.
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