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Abstract: Finite element modeling for designing and optimizing lightweight titanium aerospace
components requires advanced simulation tools with adequate material modeling. In this sense, a
hybrid strategy is proposed in this work to identify the parameters of the Johnson–Cook plasticity
and damage laws using a combined direct-inverse method. A direct calibration method for plasticity
law is applied based on the literature-reported data of strain-stress curves from experimental tensile
tests at different temperatures and strain rates. The triaxiliaty-dependent fracture parameters of the
Johnson–Cook damage law at reference conditions of strain rate and temperature (d1, d2, and d3)
are calibrated with the direct method based on new data of experimental evolution of computed
average fracture strain with the average stress triaxiality. The validation is performed with numerical
results from an accurate micromechanics-based Ti64 model. The inverse calibration method is used
to determine the strain rate and temperature-dependent damage parameters (d4 and d5) through
large strain simulations of uniaxial tensile tests. The numerical results, including average strain and
necking profile at fracture, are then utilized to calculate stress triaxiality by the Bridgman criterion for
adjusting parameters d4 and d5. The calibrated model yields a 2.1% error for plasticity and 3.4% for
fracture predictions. The experimental and simulated load-bearing capacity using the micromechanics
damage model differed by only 1%. This demonstrates that the SC11–TNT model of Ti64 is reliable
for identifying the Johnson–Cook damage law through the accurate use of inverse methods. The
hybrid calibration strategy demonstrates the potential capability of the identified Johnson–Cook
model to accurately predict the design load-carrying capacity of Ti64 aerospace components under
different deformation rates and temperatures while accounting for material damage effects.

Keywords: calibration methods; Johnson–Cook; damage; strain rate; aerospace components

1. Introduction

Titanium alloys are attractive engineering materials for the aerospace industry [1–3]
mainly due to their high specific strength and ductility at low and moderate temperatures.
In particular, Ti-6Al-4V (Ti64) is the most widely used titanium alloy because of its appro-
priate balance of processing characteristics, such as good malleability, plastic workability,
heat treatability, and weldability [4]. In addition, it exhibits good biocompatibility, low
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density, high corrosion resistance, high compressive strength, adequate ductility, toughness,
as well as the capacity to resist to impact loading and damage tolerance [4–6].

Finite element simulation for design of aerospace components subjected to different
loadings speed requires the correct knowledge of the operational conditions, accurate
boundary definitions, and adequate modeling of the investigated part material behavior.
Load carrying capacity and material damage processes are strongly influenced by the
speed of mechanical loads and material temperature. Extreme conditions of operating
aircrafts can lead to failure in a mechanical component or structure, with potential dam-
ages including loss of human lives. Therefore, engineering calculations and analyses are
conducted to predict useful life and ensure component and structural strength. Material
Models—mathematical expressions representing complex physical phenomena observed
in materials—are employed to forecast their loading response and deterioration.

Materials models are based on physics, generally inspired by thermodynamics and
slip kinetics, and usually have a complex form [7–12]. Some frequently used Metallic
Alloys Material Models are the Zirilli–Armstrong (ZA) model [13], the Bodner–Partom
model (BP) [14], the mechanical threshold plasticity model (MTS) [15], the Nemat-Nasser–
Guo model (NN-G) [16], and the Khan-Huang-Liang model (KHL) [17]. However, the
effective prediction of the mechanical behavior of materials and design of mechanical
components subjected to different strain rate and various temperatures is generally per-
formed with the Johnson–Cook (JC) model [18]. The Johnson–Cook plasticity law is used
for the design of mechanical components subjected to impact loading [6,19,20], to several
strain rates and various temperatures [21], for predicting the response of a material dur-
ing machining [22,23], for forming processes [24–26] and surface treatments [27,28]. The
effects of strain hardening, strain rate sensitivity, and thermal softening are incorporated
as a product for the stress response computation. Progressive material damage due to
microstructural changes such as nucleation, cavity growth, coalescence, and propagation of
microcracks is incorporated in the model through several damage parameters dependent
on stress triaxiality, strain, temperature, and strain rate. Due to its simplicity, Johnson–Cook
is one of the most widely used models [10,22,25,29,30]; however, some studies limit its
application. For instance, Tuninetti et al. [31] showed that this model is only suitable for
predicting the plastic deformation behavior of Ti64 with temperatures below 400 ◦C.

Understanding the limitations and possible modifications of the Johnson–Cook model
for titanium alloys is critical to optimizing the design and manufacturing processes of
aerospace components. Modifications to the original Johnson–Cook model have been
proposed to improve predictions [32–37], however, implementing and adapting them in
finite element software is not straightforward. The modifications are justified by unique
microstructural properties observed in the investigated alloys, demonstrating improved
prediction accuracy of mechanical responses to different loading conditions [38].

One of the most widely accepted criticisms of the Johnson–Cook model is that it
oversimplifies material behavior by assuming isotropic hardening [39–41]. In addition,
some studies have shown that the damage parameter in the Johnson–Cook model may
not fully represent the complexity of material damage, especially in cases where multiple
damage mechanisms occur [36,42]. Furthermore, model modifications to the constitutive
equation for titanium alloys may introduce additional complexity, particularly for software
implementation and calibration, without significantly improving the accuracy of the model
predictions. Finally, the required accuracy of results for a specific application or design
requirements is the most important criterion for determining the limitations of the Johnson–
Cook model, since, for certain studies, this model may not adequately capture the material
behavior, while whereas, for other studies, similar results may be considered acceptable.

The Ti64 models based on Johnson–Cook equations differ in the strategy used for
parameter calibration. The model parameters can be obtained through experimental results
using a direct identification method [43–45] or inverse analysis [46–50]. The differences
between the results obtained with these methods depend mainly on the quality of the
simulations, observed variables, and applied models to determine virtual or simulation
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parameters. Therefore, this study focuses on the accuracy of calibration methods for JC
model plasticity and damage-related parameters required for aerospace engineering design
of Ti64 components. First, the direct identification method is applied for the plasticity
parameters and the damage-related parameters affecting the material behavior at the refer-
ence temperature and strain rate conditions. Subsequently, damage parameters associated
with the combined effect of temperature and strain rate are calibrated using finite ele-
ment inverse simulations with an accurate micromechanics-based damage model from
the literature. The main originality of this work is the proposal of a hybrid calibration
strategy of the Johnson–Cook model when some missing data from experiments are a
constraint. In addition, the calibrated set of Johnson–Cook parameters for the Ti64 alloy
that includes all the capabilities of the model in plasticity and damage is highlighted as the
main contribution for applications to aerospace engineering design, aeronautical structures,
and in general, manufacturing optimization and critical mechanical components under
operation of Ti64 titanium alloy parts.

2. Materials and Methods
2.1. Characteristic Properties of the Investigated Ti64 Titanium Alloy

The microstructure of the Ti64 alloy consists of primary α -grains, hexagonally packed
compactly packed (hcp) embedded in a two-phase matrix (Figure 1). The matrix is com-
posed of alternating lamellae of a primary α -phase and a body-centered cubic β -phase.
This alloy exhibits anisotropic behavior in different directions of the material characterized
by Young’s modulus, initial flow stress, and strain hardening [51].
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Figure 1. FESEM micrograph view of the Ti64 alloy showing the heterogeneous distribution of α-/β
phases [4].

The average grain size is of equivalent ellipsoidal shape with a length and width of
12 ± 3 and 6 ± 2 µm, respectively, measured according to the linear intersection method
on micrographs taken with a field emission scanning electron microscope (FESEM). The
elemental composition determined directly by energy-dispersive X-ray spectroscopy (EDS)
is shown in Table 1, equivalent to a Grade 5 alloy by ASTM B265 standard.

Table 1. Chemical composition of Ti64 alloy.

Al V Fe N O C Ti

6.1 4.0 0.3 0.05 0.2 0.08 Balance

Split Hopkinson bar experiments are frequently used to characterize the high strain
rate mechanical behavior of metals. These experiments yield the specimen’s strength and
elongation history, reflecting its material and structural behavior. Calculating the actual
material behavior from this global response is not simple; certainly, for materials such
as Ti64, due to the low strain hardening, the sample deformation is very heterogeneous.
However, for fundamental materials research and modeling of constitutive materials,
knowledge of the true effective stress versus plastic strain, strain rate, and temperature
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is essential [52]. The mechanical properties for tensile strength of Ti64 alloy are shown in
Table 2.

Table 2. Summary of mechanical properties determined directly from the quasi-static true tensile
strain-stress curve at room temperature [4].

Strain Rate,
.
ε (s−1)

Young’s Modulus,
E (GPa)

Initial Yield Stress,
σ0.2% (MPa) True Fracture Strain, εf

True Stress at Fracture
(MPa)

0.001 111 ± 1 927 ± 3 0.41 1241

The experimental procedures, including the specific testing conditions and equipment
used for the tensile tests at different temperatures and strain rates are previously reported
in different studies. Lecarme et al. [53] performed tensile test in miniaturized tensile
samples of 3 mm diameter at strain rates of 10−5 s−1, 7.6 s−1, 2 s−1, and temperature of
25 ◦C. Tuninetti et al. [54] performed tensile tests in 6 mm diameter cylindrical samples
aided with digital image correlation applied in image recorded from stereo-cameras for
computing the evolving deformed shape of samples using Vic3D software. The strain
rates applied were 7.5 × 10−5 s−1, 10−3 s−1, 10−2 s−1, and 10−1 s−1 at 25 ◦C, and for high
temperature testing, 150 ◦C and 400 ◦C were selected at 10−3 s−1. For high strain rate
testing at 1150 s−1, Peirs et al. [55] used the Split Hopkinson bar equipment at University
of Ghent. The dogbone samples of 2.5 mm diameters were used and the high speed digital
image correlation allowed to obtain local strain data.

2.2. Johnson–Cook Constitutive Model of Plasticity and Damage

The plasticity and damage model proposed by Johnson–Cook is an empirical con-
stitutive model that arises from the need to calculate intense impulsive charging due to
high-velocity impacts and explosive detonations. Unlike other models, this model includes
strain rate dependence for both deformation and failure of the material [18,29].

2.2.1. Strain Hardening, Strain Rate Strengthening, and Temperature Softening

The Johnson–Cook plasticity model [18] describes the equivalent von Mises stress (σ)
(Equation (1)) dependent on the equivalent plastic strain (ε), the equivalent plastic strain
rate (

.
ε) and temperature (T).

σ = (A + Bεn)

[
1 + C·ln

( .
ε
.

ε0

)](
1 − T∗m) (1)

The term A corresponds to the yield stress at a reference temperature (T0) and refer-
ence strain rate (

.
ε0). Coefficient B and strain hardening exponent n describe the reference

strain-stress curve, while C identifies the sensitivity of the material to the strain rate. Finally,
the effect of hardening with temperature, is described with the homologous temperature
(T∗) and thermal softening (m). The temperature of the deformation process based on
homologous temperature is defined as a fraction of the melting point (Equation (2)).

T∗ = (T − T0)/(Tmelt − T0) (2)

T0 is the reference temperature set at 25 ◦C, and Tmelt is the melting temperature of the
material [56–58].

2.2.2. Damage and Failure Criteria

The Johnson–Cook damage model given in Equation (3) describes the fracture strain
(ε f ) as a function of stress triaxiality (η), strain rate, and temperature. The Johnson–Cook
fracture model expression comprises three factors. The first term indicates that fracture
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strain decreases with increasing hydrostatic stress (p), and the second and third terms
relate the change in material ductility to strain rate and thermal softening, respectively.

ε f =
[
d1 + d2e−d3η

]
·
[

1 + d4ln
( .

ε
.

ε0

)]
·(1 + d5T∗) (3)

The parameters di with i = 1, 2, . . . , 5 are the damage-related material constants,
.

ε0 is
the reference strain rate, and η is the stress triaxiality defined as the ratio of the hydrostatic
pressure (p) over the equivalent von Mises stress σ [29,59]. According to this law, fracture
occurs when the damage index D increases with the cumulative plastic strain until the
value 1 is reached (Equation (4)) [59].

D =
∫ dε

ε f
(4)

3. Hybrid Calibration Method

In this work, the direct calibration strategy is based on two techniques: (a) a linear re-
gression method and (b) the generalized reduced gradient technique. For the non nonlinear
optimization, the analytical model JC prediction is compared with post-processed experi-
mental data minimizing the error with an objective function such as Equation (5) [46,60,61].
Inverse identification is based on minimizing the normalized error (Equation (5)) between
the finite element predictions of the model and the experimental measurements using the
Levenberg–Marquardt approach [62]. The general objective function for error is shown
in Equation (5), which normalized the data and avoid weighting of higher values. The
normalized error between stress from test results (σ_exp) and analytical model or numerical
simulation (σ_model) can be computed for each pair of data, such as strain or displacement
(i) for the total number of sampling considered (n) and the total number of data curves (nm).
The average error value is finally obtained by dividing the total amount of data curves
considered (nm). MAPE stands for mean average percentage error. Accurate fit is defining
for values lower than 5% as assumed for this type of material and models.

MAPE =
1

nm

nm

∑
m=1

∑n
i=1

|σ_expi − σ_modeli|
σ_expi

× 100 (5)

3.1. Identification of Johnson-Cook Plasticity Constants

The direct calibration method was applied to determine the parameters of the Johnson–
Cook (JC) plasticity model (Equation (1)). The normalized error between stress data com-
puted from experiments and analytical JC plasticity model was globally minimized for ten-
sile tests at 25 ◦C, 150 ◦C, and 400 ◦C, and at different strain rates of 1150 s−1, 7.6 s−1, 2 s−1,
10−3 s−1, 10−2s−1, 10−1 s−1, and 7.5 × 10−5 s−1. Each stress strain data curve at spe-
cific temperature and strain rate used for the identification was the average data from
three tests.

Note that uniaxial tensile strain data were previously determined by different authors.
For strain rate tests at 10−5 s−1, 7.6 s−1, 2 s−1, Lecarme et al. [53] used miniaturized tensile
samples of 3 mm diameter at the Catholic University of Leuven. The tests data from
strain rate of 7.5× 10−5 s−1, 10−3 s−1, 10−2 s−1, and 10−1 s−1, including the thermal curves
performed at the University of Liège were obtained from Tuninetti et al. [54] (Figure 2).
The highest strain rate curves of 1150 s−1 have been obtained from tests performed at the
University of Ghent [55] with the Split Hopkinson bar technique.
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For the identification, first the reference temperature of 25 ◦C and the reference strain
rate of 10−3s−1 are considered. Model parameter A is determined as the yield stress under
the given reference conditions. To calculate parameters B and n, the test temperature (T) is
equated with the reference temperature (Tre f ) and the test strain rate (

.
ε) with the reference

strain rate (
.
εre f ), eliminating the factors of Equation (1) dependent on these variables to

obtain Equation (6).
σ = (A + Bεn) (6)

Rearranging the obtained equation and applying natural logarithm to both sides
of the equation, the linear relationship between both sides of Equation (7) is plotted
obtaining a linear fitting. From the slope and the intersection of the this fitted line, the
constants B and n are identified.

ln (σ − A) = nln ε + ln B (7)

The parameter C is subsequently obtained by equating the test temperature (T)
with Tre f , reducing the equation as only strain rate-dependent (Equation (8)).

σ

(A + Bεn)
=
[
1 + C·ln

.
ε∗
]

(8)

The computed values of A, B, and n are replaced in Equation (8), and the data from
the tests with different strain rates at room temperature are plotted on the orthogonal
axes σ

(A+Bεn)
and ln

.
ε∗, obtaining a linear fit which determines the value of the constant C

from the slope of the curve.
The parameter m is determined by using data at the test strain rate (

.
ε) of the reference

(
.
εre f

)
, eliminating the strain rate dependent factor. Equation (1) is rearranged, leaving

the temperature-dependent part on one side of the equation, and by applying natural
logarithm, the following form is obtained (Equation (9)).

Ln
[

1 − σ

(A + Bεn)

]
= mln T∗ (9)
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By replacing the values of the material constants A, B, and n in Equation (9) and
obtaining the trend line of the data at temperatures 150 ◦C and 400 ◦C, the constant m
is determined.

3.2. Calibration of Johnson-Cook Damage Parameters

To determine the model parameters of the Johnson–Cook damage law (Equation (3)),
the direct method is applied for the parameters d1, d2, and d3. The inverse analysis from
finite element simulations is selected to calibrate a micromechanical-based damage model
adapted to compute the force-displacement curves and sample deformed shape at fracture
under different strain rates and temperatures. The numerical process data are used to
obtain stress triaxiality and fracture for the calibration of damage parameters d4 and d5.

3.2.1. Direct Calibration of Damage Parameters at Reference Condition (d1, d2, and d3)

To determine the parameters d1, d2, and d3, fractured specimens geometry deformed
at reference temperature and reference strain rate are required to reduce the Johnson–Cook
(JC) damage model (Equation (3)) to Equation (10).

ε f =
[
d1 + d2e−d3η

]
(10)

The stress triaxiality can be computed using the Bridgman analytical model given in
Equation (11) [63].

η =
1
3
+ ln

(
1 +

a
2 R

)
(11)

R and a are values obtained experimentally just before fracture, corresponding to the
circumferential notch radius and the minimum cross-sectional radius, respectively. This
minimum cross-sectional radius at fracture and the initial cross-section of the samples allow
computing the fracture strain with the classical true strain definition.

In the reference condition, the model constants of analytical JC damage are computed
by minimizing the objective function such as Equation (5) with the non nonlinear optimiza-
tion technique of generalized reduced gradient explained at the first paragraph of Section 3.
In this case, the objective function to minimize is dependent on the fracture strain for certain
values of triaxiality, instead of stress and strain variables defined in Equation (5). To obtain a
large set of experimental data points of fracture strain vs. stress triaxiality, a total of six type
of cylindrical specimens of the alloy with different geometries were analyzed (Figure 3):
cylindrical with no initial notch, and notched cylinders with radii of R1.5, R2.5, R3.5, R4,
and R5. The three tested samples of each geometry were measured until rupture with using
stereovision CCD devices and analyzed with digital image correlation, providing accurate
notch shape evolution measurements with a maximum error of about 2 µm, as reported in
previous research [51].

The stereoscopic camera setup allows representation of each object point on a spe-
cific pixel on the image plane of each camera. By utilizing the imaging parameters and
orientations of the cameras, such as intrinsic parameters (focal length, principle point, and
distortion parameters) and extrinsic parameters (rotation matrix and translation vector),
the position of each object point can be calculated in 3D. The analysis was performed using
Commercial Vic3D DIC software from Correlated Solutions Inc., Columbia, SC, USA, along
with Limess system from Limess Messtechnik und Software GmbH, Pforzheim, Germany.
The following steps were required for the accurate measurements in terms of adequate sur-
face reconstruction of the sample in the three-dimension space. Optimal size for spray paint
ranged from 3 × 3 to 10 × 10 pixels. Cables and camera supports were fixed for eliminating
any vibrations or relative movement that could affect cameras calibration. Lamps at various
positions were tried to achieve suitable lighting without creating reflections in the image
and light isolating the testing environment to maintain consistent brightness. Experimental
resolution improvements of CCD cameras were achieved with 50 mm lenses along with
extension tubes of 10 mm. The resulting image resolution of 30 µm/pixel provided the
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required shape accuracy. For obtaining sharp images, adjustment was performed until
optimal values of f/5.6 for aperture, 15 ms for exposure time, and a depth-of-field focus
range of 5–10 mm was reached.
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3.2.2. Inverse Identification of the Damage Parameters d4 and d5

The simulated test conditions performed with the finite element LAGAMINE software
are shown in Table 3. The mesh of the simulated samples shown in Figure 4 is performed
with 2025 eight-node hexahedral BWD3D elements based on the nonlinear three-field Hu–
Washizu variational principle of stress, strain and displacement [64–66]. A refinement zone
was set in the middle of the sample where localization necking and higher stress–strain
gradients appears previous to fracture. The samples are displacement controlled in the
thread zone with a ramp displacement reaching maximum values between 3 and 4 mm
depending on the simulated condition of strain rate and temperature (see details in Results
Section 4.3, for maximum displacement). Note the symmetry condition in three orthogonal
planes is selected and only one eight of the sample is modeled. The mechanical law of the
material used for these simulations was the Cazacu law (Equation (12)), which is integrated
into the software and incorporates the CPB06 yield criterion and Voce’s strain hardening
law [51,67,68]. In addition, the SC11–TNT damage model [39], an extension of CPB06
plasticity is used for local state values computations such as stress triaxiality based on
micromechanics failure. As a cutting plane algorithm in a semi-implicit method was used
for the implementation, the convergence at the global level of the finite element routine is
linked to the global time step size. The computational efficiency, stability, and robustness
of the law was obtained with the verified convergence criterion and time step size to
avoid convergence problems. More details regarding the implementation of the model and
simulation parameters can be found in Rojas-Ulloa et al. [69]. The Cazacu-plasticity related
parameters are given in Table 4. The hardening/softening law was adapted to describe the
experimentally obtained force versus displacement data at each tests condition for the total
displacement test until rupture. The final obtained geometry of the fractured samples was
further analyzed for the computation of the damage parameters as explained hereafter.
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Table 3. Test condition simulations for the inverse identification of damage constants d4 and d5.

Simulations Temperature (T) Strain Rate (
.
ε)

Simulation 1 Room temperature 10−2 s−1

Simulation 2 Room temperature 10−4 s−1

Simulation 3 150 ◦C 10−3 s−1

Simulation 4 400 ◦C 10−3 s−1
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Table 4. CPB06 model constants (Cij) for Ti64 reported in [51].

Plastic Work Per Volume (W/m3)
CPB06 Model Constants

C11 C12 C13 C22 C23 C33 C44 = C55 = C66

1.86 1 −2.37 −2.36 −1.84 1.20 −2.44 −3.61

9.38 1 −2.50 −2.93 −2.28 1.28 −2.45 4.02

48.6 1 −2.43 −2.92 1.65 −2.24 1.00 −4.00

100 1 −2.57 −2.88 1.39 −2.38 0.88 −3.93

207 1 −2.97 −2.93 0.53 −2.96 0.44 −3.88

The CPB06 equivalent stress for the studied Ti64 is given in Equation (12).

σCPB06 = m̃
{(∣∣∣∑1

∣∣∣− k ∑1

)2
+
(∣∣∣∑2

∣∣∣− k ∑2

)2
+
(∣∣∣∑3

∣∣∣− k ∑3

)2
} 1

2
(12)

∑1, ∑2, ∑3 are the principal values of the tensor ∑ = C : S, where C is the orthotropy
tensor and S is the deviator of the Cauchy tensor. Cij are the CPB06 model constant for the
Ti64 [70]. The material constant m̃ describes the equivalent stress hardening in the tensile
direction, which is based on the Voce hardening law (Equation (13)):

σ
(
εp
)
= A + B

[
1 − exp

(
−Cεp

)]
(13)

A, B, and C are the hardening constants for specific strain rate and temperature of the
material, which are identified by inverse calibration until the simulated load displacement
curve reached the experimental curve.

Note that for the simulated tests conditions, even if the test range for the calibration of
the parameter d4 is between the quasi-dynamic and the very low strain rate, the exponential
order difference in two digits covers the significant range of half of the total strain rate
regime between 10−3 s−1 and 103 s−1. This sensitivity of fracture is similar in the full strain
rate regime as given by the Johnson–Cook damage criteria (Equation (3)).

The fracture features of the simulated samples, computed with the constants of
the Voce stress–strain law varied until accurate prediction of the experimental force-
displacement data of each simulated case was achieved, allowing us to obtain the stress
triaxiality with the Bridgman method for each simulated specimen. In addition, the state
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variables given by the Cazacu plasticity law (CPB06) allows to obtain the local value with-
out damage. To calculate the damage parameter d4, the results of the simulations at room
temperature and two different strain rates are used to eliminate the temperature-dependent
component of the damage criteria (Equation (3)). This allows to obtain Equation (14).

ε f =
[
d1 + d2e−d3η

]
·
[

1 + d4ln
( .

ε
.

ε0

)]
(14)

Equation (14) is properly rearranged for applying the linear regression method, leaving
the strain rate-dependent part on one side and applying a natural logarithm on both sides
(Equation (15)).

ε f[
d1 + d2e−d3η

] − 1 = d4ln
( .

ε
.

ε0

)
(15)

The values of the constants d1, d2, and d3 already obtained are replaced, and the data
from the simulations with different strain rates at room temperature are plotted on the
axes

ε f

[d1+d2e−d3η ]
− 1 and ln

( .
ε.

ε0

)
. This provides the linear trend with the corresponding

slope the value of the constant d4.
The parameter d5 is calculated with the results of the simulations of test at reference

strain rate and temperatures different from the reference. This eliminates the strain rate-
dependent component from the damage criterion (Equation (16)).

ε f =
[
d1 + d2e−d3η

]
·(1 + d5T∗) (16)

The equation is rearranged, leaving the strain rate-dependent part on one side of the
equation, using the natural logarithm of the equation, represented in Equation (17).

ε f[
d1 + d2e−d3η

] − 1 = d5T∗ (17)

The values of the constants d1, d2, and d3 obtained are replaced, and the data from the
simulations obtained for different temperatures at the reference strain rate are plotted on
the horizontal axis

ε f

[d1+d2e−d3η ]
− 1 and the vertical axis T∗. Finally, by the linear fitting, the

slope determines the value of the constant d5.

4. Results and Discussion
4.1. Plasticity-Related Parameters

Experimental data demonstrate the reported strong effect of the temperature, and
the strain rates’ effect on the strength of the Ti64 alloy is clearly observed. The increase
of strain rate increases the value of stress in the alloy. The initial yield stress of the alloy
captured between at 25 ◦C and at very low and high strain rated performed in the samples
are between 881 and 1220 MPa. The stress rapidly decreases with the increase of the
temperature for all the investigated strain rates. Thermal softening of the alloy reaches the
yield stress of 600 MPa at 400 ◦C at 0.001/s.

Table 5 shows the parameters of the Johnson–Cook plasticity model obtained by the
direct method of simultaneous fitting of the model with the experimental data for all tests
both at different strain rates and at various temperatures (150 ◦C and 400 ◦C).

With the identified constants, the stress provided by the Johnson–Cook plasticity
model was obtained and compared with the data from the tests as shown in Figure 5. To
assessed the identification, the mean average percentage error (MAPE) is computed using
Equation (5). The mean average percentage error (MAPE) obtained for the different loading
conditions are shown in Table 6.
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Table 5. Johnson–Cook plasticity constants of Ti64 obtained by the direct calibration method.

Model Constant Values

A (MPa) 927
B (MPa) 877.96

C (-) 0.0137
m (-) 0.594
n (-) 0.795
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Figure 5. Comparison between the identified analytical model of Johnson–Cook plasticity and
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tures [31,53–55,71].

Table 6. Average errors between the results obtained experimentally and analytically from the tensile
tests with the data obtained with the direct method. The global MAPE is 2.1%.

Strain Rate (s−1) Temperature (◦C) Error (MAPE)

Constant temperature tests
with variable speed

1150 25 3.31
7.6 25 0.99
2 25 0.48

10−1 25 2.56
10−2 25 1.31
10−3 25 0.73

7.5 × 10−5 25 2.67

Constant strain rate tests
with variable temperature

10−3 150 4.62
10−3 400 2.47
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From the values of the tensile tests at the same temperature and different strain rates,
the errors prediction of the Johnson–Cook model obtained in the different tests are within
an acceptable range. Please note that the change of slope of experimental points for some
curves is related to the initial yielding of the material. As post-processing is performed
using the 0.2% offset method [72], initial yielding could include some uncertainties in the
identification method. However, verification of the global error of 2.1% indicate that this
this discrepancy is negligible. In general, it was observed that the Johnson–Cook model
for the Ti64 titanium alloy can be used to predict the stress in a wide range of strain rate.
It is well known that this model is generally used for high speed deformations of metals
and alloys, however, for the investigated Ti64, accurate predictions are obtained in full
strain rate range (from 10−5 to 103 s−1), demonstrating the applicability of this model for
quasi-static a mid-range strain rate. For the results of the higher temperature, 150 ◦C and
400 ◦C, good results are also obtained in terms of model prediction with errors within an
acceptable range (lower than 5% for all cases).

4.2. Johnson–Cook Damage Parameters by Direct Method

The resulting geometry parameters, cross-section radius (a) and notch radius (R) ob-
tained with the digital image correlation post-processed in the current study is the input
data to determine the stress triaxiality (η) of the specimens using the Bridgman method
(Figure 6). The stress triaxiality and the dependent variables of the specimens computed
with the method are shown in Table 7. In addition, the value of the error between the
experimental notch curve and that obtained by the aforementioned method is added.
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Figure 6. Experimental notch at fracture obtained with the digital image correlation method and the
adjusted value of radius (minimum cross-sectional radius a-value, and notch radius R in mm) for
applying Bridgman method of stress triaxiality computation.

The experimental fracture strain (ε f ) is calculated with the true strain definition
depending on the initial (A0) and fractured (A f ) cross-sections of the tensile sample
(Equation (18)).

ε f = ln

(
A0

A f

)
(18)
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Table 7. Stress triaxiality obtained with the Bridgman method, experimental fracture deformation,
and fracture strain with the Johnson-Cook damage law at reference temperature and strain rate for
the analyzed specimens. The global average error found is 3.4%.

Sample Bridgman’s Stress
Triaxiality Experimental Fracture Strain Johnson-Cook Fracture Strain MAPE (%)

Cylindrical 0.416 0.518 0.517 0.23
R 3.5 0.499 0.306 0.319 4.10
R 5 0.59 0.290 0.263 9.20
R 4 0.696 0.242 0.250 2.80

R 2.5 0.783 0.247 0.247 0.07
R 1.5 1.093 0.236 0.246 4.19

The triaxiality of the stress state in terms of principal components ( σ1, σ2, and σ3) is
defined as the ratio between the hydrostatic stress (p) and the von Mises equivalent
stress (σ

)
[73,74]. The mathematical form is given in Equation (19).

η =
p
σ
=

1
3 (σ1 + σ2 + σ3)√

1
2

(
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2
) (19)

The results of fracture strain obtained from the stress triaxiality using the Johnson-
Cook damage law (Equation (3)) for reference temperature and strain rate are shown in
Table 7.

The relationship between the fracture deformation and the stress triaxiality of the
investigated specimens is shown in Figure 7. This figure includes the data obtained from
experimental stress triaxiality found with the Bridgman method and the data obtained
through simulations with the SC11–TNT damage law previously reported in the liter-
ature [69]. The results of the micromechanics-based numerical simulation (SC11–TNT)
match the local values of fracture deformation and stress triaxiality in the area where
the fracture first appears. These simulated tests correspond to the tensile of specimens
without a notch, specimens with a notch radius of 5 mm (R5), and specimens with a notch
radius of 1.5 mm (R1.5). Note that local values computed in the damage law for smooth
specimens are not average value of the samples, explaining the larger fracture strain. In
addition, as notch localized deformation and produce a non-homogeneous stress triaxiality,
the value locally does not correspond to average JC values. The law of plasticity with-
out damage (CAZACU) for the specimen without notch is included to validate previous
analysis, showing closeness to the predicted JC model. The experimental and simulation
values compared with the evolution of the fracture deformation as a function of the stress
triaxiality given by the Johnson-Cook damage model (Equation (10)) allows to determine
the values for d1, d2 and d3 through the direct identification method (Table 8) explained in
Section 3.

Table 8. Johnson Cook damage constants d1, d2 and d3 for Ti64.

Parameters Values

d1 0.246
d2 186.0
d3 −15.7
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4.3. Johnson–Cook Damage-Related Constants by Inverse Analysis

The results of experimental tests are adjusted to various temperatures and strain
rates using the inverse analysis technique. The force-displacement results obtained by the
simulations and compared with the experimental results are shown in Figure 8.

The mean absolute percentage error (MAPE) between the experimental and simulated
curves was calculated using Equation (5), and the values obtained are shown in Table 9.

Table 9. Percentage error between the experimental and simulated curves of the tensile tests at
room temperature with different strain rates and tensile tests with constant strain rate and diff-
erent temperatures.

Tensile Test Temperature (◦C) Strain Rate (s−1) MAPE (%)

1 25 10−2 1.27
2 25 10−4 1.15
3 150 10−3 1.41
4 400 10−3 1.31

As can be seen, the errors calculated between the experimental curves and simulations
have a value close to 1%. Consequently, the data obtained through the simulations can be
correctly used to determine the damage parameters d4 and d5.
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The values of the average radius of the cross-section (a) and vertical radius of the
necking (R) of the tensile specimens are obtained from the validated simulations (Figure 9).
These test variables required to calculate the stress triaxiality using the Bridgman method
are shown in Figure 10. Table 10 shows the stress triaxiality for each specimen computed
with the Bridgman method and the data generated from the simulations. Finally, Table 11
completes the damage-model-calibrated constants with the computed values of parame-
ter d4 and d5 using the inverse method and linear regression from Equations (16) and (17).

Table 10. Triaxialities obtained with the Bridgman method using data from the different simu-
lated tests.

Temperature (◦C) Strain Rate (s−1) Sample Stress Triaxiality

25 10−2 0.410
25 10−4 0.355

150 10−3 0.409
400 10−3 0.415

Table 11. Damage constant d4 and d5 Johnson–Cook damage law obtained with the inverse method.

Parameters Values

d4 0.2582
d5 1.2059
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4.4. Potential Implications of Identified JC Model for Aerospace Engineering Design and
Manufacturing Optimization

The Johnson–Cook (JC) model constants provided in this work are essential in aerospace
engineering design and the manufacturing optimization of aerospace titanium-grade parts.
By utilizing finite element simulations and numerical optimization techniques, the model
proposed for the Ti64 aerospace-grade titanium alloy can offer various benefits across a
wide range of applications within the aerospace and medical industry, particularly for
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reducing costs associated with material testing and prototyping, leading to more efficient
and cost-effective solutions.

In aerospace engineering design, the calibrated JC model can enhance the development
of critical components such as aircraft engine components, fasteners, brackets, blades,
discs, and structural airframe elements. By accurately predicting the behavior of the
alloy under a wide range of operating conditions, engineers could optimize the design
of these components for improved performance, durability, and safety. For aeronautical
structures, including wing structures, landing gear components, and critical fasteners, the
optimization of these components could improve impact resistance and overall aircraft
safety. Through finite element simulations, engineers can also gain more accurate insights
into the physical behavior of titanium-grade parts, leading to more reliable predictions and
improved structural integrity, decreasing the overall workload and fuel consumption.

In the manufacturing optimization of aerospace titanium-grade parts such as springs,
hydraulic tubing, engines, rotorcraft, and hydraulic system components, by utilizing
numerical optimization and finite element modeling of several fabrication techniques,
manufacturers can speed up the production process of defect-free parts while ensuring
performance requirements. Moreover, this Johnson–Cook model could provide engineers
with a deeper understanding of the alloy behavior for a more accurate predictions perfor-
mance of the parts under various operating conditions, allowing for the development of
more efficient and reliable aerospace components, and ultimately contributing to advance-
ments in aerospace technology and safety standards. In conclusion, the application of the
Johnson–Cook model constants of Ti64 has the potential to decrease workload, improve
fuel consumption, enhance safety and impact resistance, and expedite the manufacturing
process through precise knowledge of alloy behavior and accurate predictions of aerospace
and aeronautical parts a wide range of operating conditions.

4.4.1. Limitations of the Study

Understanding the limitations of the identified Johnson–Cook model for the calibrated
Ti64 alloys is critical to optimizing aerospace component design and manufacturing. This
JC calibrated model assumes isotropic criteria for initial yielding under multiple stress
conditions, as well as isotropic hardening neglecting any anisotropic response. In addition,
this JC damage model cannot predict the different damage mechanism of void appearance
or coalescence in comparison to micromechanics based models. However, in this work,
this material complexity of multiple damage mechanisms is adequately represented for
microscopic fracture of samples with average stress triaxiality of 0.4 and 1.1. The required
accuracy for engineering design of a specific application determines the limitations of
the Johnson–Cook model’s effectiveness. In this work, this model is limited for the very
accurate design of bulk Ti64 aerospace parts manufactured from ingots, plates or bars,
under temperature between 25 ◦C and 400 ◦C and under loading producing large strain
rates in the range of 10−5 s−1 and 103 s−1. Material deformation of parts loaded out of this
range will predict the behavior with higher error than the reported 2.1% in plasticity and
3.4% in fracture, and estimations of extrapolated behavior must be verified with adequate
validation experiments. For instance, specific applications or design requirements for
which the Johnson–Cook model may not adequately capture are cryogenic applications or
machining with strain rate higher than 103 s−1.

The Johnson–Cook model could also present limitations when applied to other aerospace-
grade titanium alloy products. The model calibrated parameters may vary with process
conditions, affecting the accuracy of predictions, especially if material experiences high
strain rates and temperatures. For instance, if sheet aerospace-grade titanium alloy ma-
terials are analyzed and optimized for products design and manufacturing in different
scenarios, a new identification and calibration could be needed. Previous deformation
process during manufacturing can also modify the aerospace-grade titanium properties,
such as ductility and toughness. The key limitation of this model lies in the assumption of
strain hardening, strain rate hardening, and thermal softening as independent phenom-
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ena. This could lead to a model which may not fully capture the complex behavior of the
aerospace-grade titanium alloys under extreme conditions. In this study, the unknown
behavior occurs in the range below 25◦ or above 400 ◦C, as well as for creep loadings and
ultra-high strain rates above 103 s−1.

The practical significance of the calibrated SC11–TNT model for prediction the fracture
of sample in a very accurate way lies in the capability of the model to predict fracture
and local porosity due to void nucleation, growth, and coalesce. This micromechanical
model has a great potential to not only predict initial failure, but also crack growth in a
micro-, meso-, and macro-length scale for life cycle analysis and fatigue predictions of load-
carrying Ti64 components under various conditions. However, further implementations
and validation in commercial or in-house software is required.

4.4.2. Potential Future Directions

In the context of advancing aerospace engineering design and manufacturing opti-
mization, the implications of the identified model for the safe design of aircraft engine
components subjected to impact loads and the related optimization of manufacturing
processes is highlighted. Manufacturing optimizations could be related to any part of
aerospace-grade Ti64 alloy, including femoral implant or prosthesis owing to the biocom-
patibility capacity of the alloy. The parts subjected to impact load or critical components
could fail under certain conditions. To avoid catastrophic and generalized failure of air-
crafts, local damage of parts and components should be accurately predicted and plastic
deformation programed to determine the corresponding design safety factor. This could
include critical components such as aircraft engine parts, fasteners, brackets, blades, discs,
springs, and hydraulic system components, among others. Plastic deformations respond
differently according to the speed of the deformation process and temperature. In the case
of fan blade out [75] or bird strike [76] of turbofan, engines are designed to contain the
detachment of a blade from both the fan and turbines without perforation of the casing.
With this identified model, the dynamic loads and deformations can be accurately pre-
dicted in the investigated ranges. Furthermore, with the identified Johnson–Cook model,
manufacturing of Ti64 aerospace components or even for femoral implant manufacturing,
trial and error virtual testing and customized design can be efficiently optimized through
finite element-based numerical simulations techniques for large deformations.

5. Conclusions

This work correctly applies the proposed hybrid calibration strategy for fully deter-
mine the Johnson–Cook plasticity and damage laws for the Ti64 alloy using most of the
data documented in various open literature sources. Based on the results analysis, the
following statements are declared:

• The direct method allows the correct identification of the parameters of the Johnson–
Cook plasticity law with the data obtained from tensile tests at different strain rates
up to temperatures of 400 ◦C. The global mean average percentage error obtained by
the plasticity model is 2.1%, which is very accurate for the design and optimization of
aerospace components of Ti64 alloy under plastic deformation.

• The hydrostatic stress related parameters of the Johnson–Cook damage law, d1, d2,
and d3, are accurately adjusted with the evolution of the fracture deformation as a
function of stress triaxiality. Considering an adequate safety factor of design, these
parameters can be used for modeling fracture of structures and aerospace components
of Ti64 at low speed and 25 ◦C.

• The mean absolute percentage errors (MAPE) between experimental and simulated
curves of specimens with different states of stress triaxiality and deformed at various
temperatures and strain rates are close to 1%. These results indicate that it is valid and
appropriate to apply the finite element method with the calibrated SC11–TNT model
to determine predictions of stress triaxiality and fracture strain required to calibrate
parameters d4 and d5 of the Johnson–Cook damage law.
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• The combined direct-inverse identification method yields a calibrated JC model with ac-
curate predictions of the load-carrying capacity of Ti64 components, including material
damage caused by loading under a wide range of strain rate between 10−5 to 103 s−1

and temperatures below 400 ◦C.

Recent research is centered on assessing the efficacy of the established model in design-
ing aircraft engine components that endure impact loads resulting in substantial deforma-
tions and material fracture. Furthermore, ongoing efforts are directed towards refining the
manufacturing of femoral implants through impact forging and chip removal processes.
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