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Abstract: The language learning field is not exempt from benefiting from the most recent techniques
that have revolutionised the field of speech technologies. L2 learning, especially when it comes
to learning some of the most spoken languages in the world, is increasingly including more and
more automated methods to assess linguistics aspects and provide feedback to learners, especially
on pronunciation issues. On the one hand, only a few of these systems integrate automatic speech
recognition as a helping tool for pronunciation assessment. On the other hand, most of the computer-
assisted language pronunciation tools focus on the segmental level of the language, providing
feedback on specific phonetic pronunciation, and disregarding the suprasegmental features based on
intonation, among others. The current review, based on the PRISMA methodology for systematic
reviews, overviews the existing tools for L2 learning, classifying them in terms of the assessment level,
(grammatical, lexical, phonetic, and prosodic), and trying the explain why so few tools are nowadays
dedicated to evaluate the intonational aspect. Moreover, the review also addresses the existing
commercial systems, as well as the existing gap between those tools and the research developed in
this area. Finally, the manuscript finishes with a discussion of the main findings and foresees future
lines of research.
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1. Introduction

We learn languages for a wide range of reasons, either personal or professional, either
in a voluntary or obliged (by the situation) way, because languages open the door to
many opportunities of all types. However, we all know how difficult is to learn a second
language (L2) after childhood, compared to the easiness of learning (language acquisition)
in newborns (De Villiers and De Villiers 1978). Therefore, a great deal of effort has been put
on second language learning, especially in the last decades, where globalisation has gained
a path, expanding language needs and breaking linguistic barriers.

With the advent of new technologies, L2 has not been excluded from the information
and communication technologies era. In this light, a wide range of systems have appeared
to help users with the struggle of language learning. These are the so-called computer-
assisted (or computer-aided) language learning (CALL) systems, or computer-assisted
pronunciation tools (CAPT) (Tejedor García 2020), these are more specifically designed to
help with the pronunciation aspect.

CALL and CAPT systems can be diverse, and one of the ways of making them more
engaging is to base them on games or robots, especially for grown children (Magaña
Redondo 2017; Belpaeme et al. 2018), performing collaborative activities (Robertson et al.
2018), or even through karaoke performances (Murad et al. 2018). Recently, some of these
systems include or are based on natural language processing tools, such as text-to-speech,
machine translation, or automatic speech recognition (ASR) (Yeh 2014). Most of the natural
language processing systems focus on reading, writing, and listening skills. However,
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speaking practice is crucial to achieving a good language command (van Doremalen 2014).
Therefore, the use of ASR tools has increased over the last decade, since it is capable of
recognising the speech of the user, both the content and the spoken characteristics such as
low-level pronunciation (phonemes) or high-level speech characteristics (prosody). One of
the main reasons for such recent inclusion is the dramatic improvement experienced in this
field over the last two decades, mainly due to the revival of deep learning techniques in the
field of speech technologies and the development of new algorithms. For an exhaustive
and recent review of the ASR, see (Alharbi et al. 2021).

One of the crucial characteristics of ASR systems is their application to a large number
of areas. Apart from the specific research on ASR as a standalone field, ASR can be found
in biometric, medical, and education applications, among others. In the language learning
field, especially in L2 learning, automatic speech recognition becomes a relevant tool for
developing automatic assessment systems, based on the fact that: given a standard trained
system, the better the pronunciation is, the better the outcome of the ASR will be in terms of
word error rate (WER), which is the standard evaluation metric in this field. This hypothesis
has been already used in several works with relevant results.

Most of the ASR for L2 have been focused on low-level phonetic pronunciation, both
for being more understandable and for sounding more like a native speaker. However, to
sound like a native speaker we cannot stick to the phonetic idiosyncrasy of the language.
Instead, proper language learning goes beyond good phonetic pronunciation and lexical
usage, because language learning relates to the good formation of the languages at each
level. In this light, other linguistic levels such as prosody play a very important role when
delivering a message, and prosody is also related to other linguistic structures (syntax, se-
mantics, pragmatics, etc.), which should also be assessed in terms of language learning and
its corresponding proficiency level, since word accent position, syntactic-prosodic bound-
aries, and especially rhythm, are underestimated features that help listeners to process
syntactic, semantic and pragmatic content (Hönig 2016). To what extent segmental and
suprasegmental features are difficult to teach and learn and how important are both of
them with respect to language learning is a topic of debate (O’Brien 2020).

However, for several reasons (technical, historical, methodological, etc.) ASR systems
have traditionally relied more on the spectral and phonetic levels of the language rather
than on prosody. Prosodic characteristics are more difficult to model than other levels,
which has always posed a challenge in this aspect (Rosenberg 2018). Nevertheless, the
new deep learning paradigm is also changing the way how all the linguistic structures are
modelled and how to model their intertwining, and the expansion of technologies is also
reaching the education field, as we will see in the following sections.

The current article presents a review of the use of automatic speech recognition
applications in the L2 learning field. In the first place, Section 2 presents the methodology
carried out for the selection of the papers included in the review, following the PRISMA
methodology for systematic reviews, which considers the inclusion and exclusion criteria,
the search method, and the selection of articles. The review follows with a brief section
(Section 3) dedicated to the main concepts of assessment pronunciation in L2. Section 4
reviews the main selected works regarding the use of ASR tools in L2 learning systems, by
highlighting the L1 and L2 languages used in each one, and the linguistic level evaluated
by the system. Although companies working in this field do not always disclose their
progress due to trade secrets, and it might be difficult to find their research through PRISMA
articles, I found it relevant to include, in Section 5, a brief overview of the main commercial
systems that address pronunciation assessment, putting more emphasis on those assessing
suprasegmental features. Finally, Section 6 draws up the main conclusions from the review
and addresses the main remaining challenges.

2. Methodology

The selection of the papers for the current review was performed under the PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-Analysis) framework for
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reporting systematic reviews (Moher et al. 2009). The PRISMA statement includes a 27-item
checklist and a flow diagram of four phases. Figure 1 shows the phase diagram with the
several steps used in the current article. The paper selection process started with 515 articles,
which ended up with 34:26 included in the original selection, and 8 extracted from the
bibliography of such 26 papers. The review was performed by the author of the article and
did not include a librarian.
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2.1. Eligibility Criteria

Since this consists of a state-of-the-art review, I limited the publication period to
10 years, from 2013 to 2023, focusing mainly on those studies concerned with the use of
automatic speech recognition (ASR) systems for L2 learning.

2.2. Exclusion Criteria

I excluded those studies in which the use of ASR does not aim directly at improving
L2 learning. Those works related to L2 in which ASR or other speech technologies are not
explicitly used in the L2 process were not included.

2.3. Search Method

The initial article selection was done through the following databases: SCOPUS,
Web of Science, ScienceDirect, IEEE Xplore, and SpringerLink. The search was performed
in July 2023. The main keywords used in the searches were: “automatic speech recognition”,
or “ASR” combined with “L2” and “second language learning”. Additionally, keywords
such as “prosody”, “prosodic”, “tone language”, “tonal language” and commercial systems”
were included in the searches. Only to account for a historical overview, the selection period
for general keywords related to ASR and L2 was extended to 20 years.

An example of the search string is asr AND (“l2” OR “second language learning”)
AND (“prosody”) OR “tone language”).

2.4. Paper Selection

The first search yielded 515 results. In the first place, the duplicate papers were filtered,
resulting in 457 articles. Then, a first screening by title yielded 161 results. The main reasons
for excluding the studies were out of scope of the topic (243), too general topics on ASR
or L2 or language learning in general (40), or papers written in other languages than
English (10).
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A second screening through the content of the abstracts and full texts left apart another
set of papers, after taking the inclusion and exclusion criteria into account. The main
exclusion factors were mainly due to the study being focused on the use of ASR systems
but not explicitly on L2—sometimes only on learning in general—(12), or being focused
on L2 but not specifically using ASR—although it was mentioned for any reason in the
paper—(104). Some other papers were excluded because of the two reasons at the same
time (14). One more paper was excluded because of the low quality of the paper in general,
although it was addressing both L2 and ASR concepts. In the end, several remaining
26 papers were taken into consideration, plus 5 articles that were also considered for being
reviews on the field of study, as well as eight more papers that were extracted from the
bibliography of the selected papers.

3. Pronunciation Assessment in L2

Pronunciation helps to achieve intelligibility. Nevertheless, it is not the unique and
core aspect of language learning, since this focuses basically on grammar aspects, but
oral skills are also essential to achieve a notable language level if the learner wants to
interact with other people. However, unlike grammar, oral aspects are difficult to practice
in large collective classes or outside of class with appropriate feedback (Bashori et al. 2022;
Cucchiarini and Strik 2019; Timpe-Laughlin et al. 2020). In this light, the use of automatic
speech recognition (ASR) for L2 became popular about three decades ago, due to an
increasing demand for practising oral skills, especially to practice and assess pronunciation
assessment (Cucchiarini and Strik 2017). Therefore, most CALL and CAPT systems have
been specifically designed to address and practise oral skills and pronunciation, respectively,
and a wide range of them include the use of ASR technology.

What are the main aspects that should be assessed in L2 learning has been a topic of
debate for many years. Although the standard evaluations of spoken language proficiency
usually include pronunciation skills, the variation of aspects in the concept of pronunciation
is wide (Pennington and Rogerson-Revell 2019; Danka 2018). Also, the pronunciation
within the same language of study can suffer a lot of variation due to a wide range of
factors: dialect, sociolect, idiolect, etc., which makes it difficult to compare a learner’s
pronunciation with the standard or reference native pronunciation, which actually does
not exist as such. Moreover, an open debate that still remains unsolved in the design of
learning models is the hierarchy of difficulty in L2 phonology (Munro 2021).

In this respect, a wide range of studies have been devoted to analysing the usefulness
of ASR systems to assess pronunciation, as well as what oral features are relevant for a
good and understandable language level. In (Yaneva 2021), for instance, two existing ASR
systems (SpeechTexter and TalkTyper) were used to test the accuracy for Bulgarian as L2.
The most common sources of errors, as stated by the author, seemed to come from those
consonants not present in Latin languages, and also from accumulations of consonants.
More importantly, stress was identified as a common mistake.

At this point, it is relevant to note that most of the CAPT systems put their primary
focus on the segmental phonetic level, ignoring the fact that prosody has also been shown
essential for intelligibility and comprehensibility (Levis et al. 2022; Zielinski 2006; Frost and
Picavet 2014). As we will see in the following section, there are only a few systems focusing
on prosodic aspects in L2 assessment. One example is the Supra Tutor system (Lima 2020),
an online pronunciation tool devoted to focusing on suprasegmental speech characteristics,
with a demonstrated impact on the comprehensibility of international teaching assistants.

Another relevant study from (Hirai and Kovalyova 2023) explores the potential of five
ASR applications (Google Docs’ Voice Typing, Windows 10 Dictation, Apple’s Dictation,
the website service “Dictation.io,” and the iOS application “Transcribe”) to be used for L2
English learning with different L1 languages, concluding that, with an accuracy rate ranging
between 50 and 70%, automatic speech recognition still remains a challenge compared to
pronunciation assessment performed by human evaluators. However, ASR-based tools can
still be used with remarkable success in the absence of human raters.
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4. Assessment of Linguistic Levels in L2 through ASR

In the 90s, automatic speech recognition systems became popular as a tool to assess
and improve L2 learning. Such assessment can be found in terms of different linguistic
levels, depending on what aspect of the target language the learner wishes to improve.
Since ASR-based CALL and CAPT systems address the acoustic characteristics of the
learner’s speech, these systems usually focus on pronunciation issues. Within the systems
addressing pronunciation, most of them target the phonetic segmental level, while a few of
them focus on suprasegmental features based on the prosody of speech, i.e., the elements of
intonation, rhythm, and stress. Nevertheless, some CALL systems make use of ASR tools
to assess language grammar and lexical aspects.

In what follows, I present a review of the recent findings and systems devoted to
the use of ASR technology for L2 in three different levels: (a) grammar and lexical level,
(b) phonetic level, and (c) prosodic level. Table 1 presents a summary of the main works
appearing in the current section.

Table 1. Overview of the recent systems assessing several linguistic levels for L2 learning.

Reference ASR/System L1 L2 Level

(Mansour et al. 2019) Kaldi-based Arabic English grammar

(Ateeq and Hanani 2019) Google, SLaTE2018 any English grammar

(Ling and Chen 2023) “Speak and Translate” app English Chinese lexical

(Tejedor García 2020) Kaldi any English, Spanish phonetic

(Wang and Young 2014) iCASL Taiwanese English lexical, phonetic

(Arkin et al. 2021) Tsinghua University Uyghur Chinese phonetic

(Guo et al. 2019) ASR algorithm Tibetan Chinese phonetic

(Bashori et al. 2022) ASR-based websites Indonesian English lexical, phonetic

(Guskaroska 2019) Gboard, Siri, voice
dictation on smartphones Macedonian English phonetic

(Escudero et al. 2015) Android ASR Spanish English phonetic

(Tejedor-García et al. 2020) Clash of
Pronunciations (COP) Spanish English phonetic

(van Doremalen et al. 2014) bASSIsT, DISCO any Dutch phonetics, morphology,
syntax

(Pellegrini et al. 2013) Daily-REAP any Portuguese phonetic

(Liakin et al. 2015) mobile ASR any French phonetic

(Mirzaei et al. 2018) Julius ASR any English phonetic, lexical

(Johnson et al. 2016) not specified Portuguese English prosodic

(Liakin et al. 2017) Nuance Dragon Dictation English, Mandarin,
Arabic, Spanish French phonetic, prosodic

(Demenko et al. 2010) AzAR3.0 German, Polish, Slovak,
Czech, Russian

German, Polish, Slovak,
Czech, Russian phonetic, prosodic

4.1. Grammar and Lexical Assessment

An ASR system converts the spoken utterance into a text string. Therefore, the output
of an ASR can be used to assess both the lexical content and the grammaticality of the
sentence. Several systems have been developed to fulfil this object, for instance, the English
as L2 learning system for Arabic learners (Mansour et al. 2019), in which the spoken
sentence from children is recorded and passed through an ASR, and then the output
transcription is passed through a series of grammar checkers, such as a Wh-question word
checker, a grammar checker returning the number of grammar errors in the given question,
and a language checker based on machine learning techniques.

Other systems like (Ateeq and Hanani 2019) perform an automatic grammatical
evaluation of English speech, by prompting the learner to a question in his native language
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and analysing the spoken response in English, by means of several extracted features
that allow a language grammar assessment and meaning errors. In a more original way,
the system developed by (Ling and Chen 2023) uses an ASR translator—the “Speak and
Translate” app included in iPhone and iPad, among others—in which the child pronounces
the word in their L1 language and the system returns the same word in L2 so that the child
can then utter the L2 word. The system was tested by Australian children learning Chinese.

4.2. Phonetic Assessment

The potential of ASR systems to identify pronunciation errors and to provide appro-
priate feedback to learners has been widely studied by many authors, as has been shown
in previous sections. The majority of the systems addressing pronunciation issues focus
on the phonetic aspects of the language, in segmental terms, without considering higher
suprasegmental levels that rely on prosody, probably because the prosodic features may be
more difficult to extract and assess.

The L1 and L2 languages target in the literature of CALL and CAPT systems is wide,
although most of them focus on the most spoken languages in the world, that is, English,
Chinese, and Spanish. (Tejedor García 2020), for instance, was developed at the University
of Valladolid to perform a phonetic assessment. Using the Kaldi ASR system, the target
was Spanish and American English learners. Their global technology also includes other
speech tools such as a text-to-speech (TTS) system to give pronunciation feedback in an
exposure-perception-production cycle. The iCASL system, described in (Wang and Young
2014), provides a list of words that are pronounced both accurately and inaccurately, for
Taiwanese learners of English as L2.

Uyghur learners of Mandarin Chinese can improve their language skills with the
help of the Chinese automatic speech recognition system developed at the University of
Tsinghua (Arkin et al. 2021), which is used to recognise specific phonemes, so that the learn-
ers obtain feedback in terms of possible phoneme error categories and possible erroneous
pronunciation rules. Tibetan people can also learn Mandarin Chinese by means of the sys-
tem developed in (Guo et al. 2019). Here, an ASR system is used to identify pronunciation
errors. Similarly to (Tejedor García 2020), a speech synthesis system is adopted to correct
pronunciation errors. An additional feature of this system is the capability of adjusting the
speaking rate of the TTS system to increase comprehension accuracy.

A tool for kids to learn pronunciation skills is also presented by (Bashori et al. 2022),
where Indonesian children can perform both vocabulary and pronunciation English tests
using an ASR system before and after the task, clearly outperforming the control group,
thus showing that learners can successfully learn vocabulary and pronunciation skills. Also
for English, Macedonian speakers have at their disposal a tool that provides feedback for
vowel pronunciation practice using Gboard, Siri, or any voice dictation on smartphones
(Guskaroska 2019). Apart from the demonstrated improvement of pronunciation by using
ASR, the relevance of this study relies on the analysis of learners’ attitudes towards the use
of ASR systems, showing that, despite some minor frustration episodes due to inaccurate
feedback, the general message of the learners is that they enjoyed using the tool and found
it practical as a learning environment.

As the works from (Guskaroska 2019; Ling and Chen 2023) show, smartphones con-
taining an ASR tool are a good opportunity to integrate such technologies into daily life
learning tasks. In line with the previous works, (Escudero et al. 2015) integrate Android
ASR and TTS tools for Spanish learners of English as L2, showing that through such
tools the learners are able to discern between three pronunciation levels, ranging from
basic to native, by means of pronunciation challenges that are presented in the form of
minimal pairs.

The use of minimal pairs is a frequent strategy to improve L2 pronunciation. The work
found by (Tejedor-García et al. 2020) presents an L2 English tool for native Spanish learners
through a mobile app learning game—called Clash of Pronunciations—that focuses on
pronunciation training at the phonetic levels, mainly single speech sounds such as vowels,
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using the minimal pairs approach, but disregarding any intonation or prosodic information.
Moreover, the mobile application includes an automatic speech recognition system, as well
as a speech synthesis system, and the corresponding study shows the great potential of
games as motivating learning tools.

English and Chinese cope with the majority of L2 learning tools, followed by Spanish,
as they are the most spoken languages in the world and thus are perceived as most “useful”
to learn for academic and professional purposes, among others. However, many systems
still focus on less spoken and less-resourced languages. (van Doremalen et al. 2014), for
instance developed the DISCO system, which is based on the bASSIsT ASR system for
L2 Dutch learning by providing feedback to learners based on several aspects of oral
proficiency and grammar issues, including pronunciation, morphology, and syntax.

Most of the languages have some very specific phonetic issues, and many CAPT
systems address such phonetic differences with respect to whatever the L1 is. In Spoken
European Portuguese, for instance, the linguistic phenomena of vowel reduction have been
shown to be difficult to understand for L2 learners. To properly address it, (Pellegrini et al.
2013) worked on the Daily-REAP (REAder-specific lexical Practice for improved reading
comprehension) web platform, which used automatic speech recognition to generate
learning material by identifying words pronounced in real speech utterances from broadcast
news videos. Another project working on vowel characteristics is the one presented in
(Liakin et al. 2015), which addresses French as L2 for elementary French students. The
drawback of this study is that it does not specify what is the L1 targeted, which might
be relevant for this study because it is aimed at improving the pronunciation of vowel
/y/. However, it seems that students using an ASR obtained relevant improvements in
pronunciation with respect to the control group and, once again, this work shows the
usefulness of adopting a mobile ASR for language learning.

In another direction, it is worth highlighting the work from (Mirzaei et al. 2018), which
takes the output of automatic speech recognition and analyses the errors committed to
estimating the difficulties in L2 speech. Among the most common types of errors, the
authors identify homophones, minimal pairs, negatives and breached boundaries. These
findings can further be used to strengthen pronunciation learning of the phenomena that
cause more errors.

4.3. Prosodic Assessment

Prosody is conveyed through three different elements: intonation, rhythm, and stress,
which are perceived by listeners as changes in fundamental frequency, sound duration,
and loudness, respectively (Adami 2007). Prosody takes an important role in delivering
a message, and although intelligibility is highly related to the phonetic pronunciation
of speech in L2, prosody also plays a crucial role in comprehension (Levis et al. 2022;
Zielinski 2006), apart from presenting idiosyncratic characteristics for each language (Hirst
and Di Cristo 1998). Nevertheless, very few works address the relevance of prosody in
L2 considering their main elements related to intonation and stress, and when they do,
the task is usually not performed through an ASR (e.g., (Yenkimaleki and van Heuven
2019; Kang and Johnson 2018; Escudero-Mancebo et al. 2021; Bataineh and Al-Qadi 2014;
De Iacovo et al. 2021)).

Among the recent studies that include prosodic information as analysis and feedback
for L2 learning using ASR, it is worth mentioning the work from (Johnson et al. 2016)
addressed to Brazilian Portuguese learners of English as L2. In this study, an ASR is trained
to recognise phones—instead of words—, and then suprasegmental (prosodic) features are
computed from the ASR output in terms of phones to extract prominent syllable detection
and tone choice classification. This way, an automatic score of the English proficiency of
continuous speech can be estimated.

Liakin et al. (2017) is another worth mentioning work that investigates the use of
mobile TTS and ASR tools to improve pronunciation skills in French as L2. This work
focuses on the pronunciation of the vowel /y/ (as in (Liakin et al. 2015), but here the
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authors extend the analysis to resyllabification and liaison as suprasegmental features by
making use of the “shadowing” technique—also called “echoing”—and advanced language
learning technique in which participants repeat speech immediately after hearing it, used
by learners to improve their pronunciation and intonation. (Zhang et al. 2020) go further
and present WithYou, an automated adapted speech tutoring system in real time that uses
context-dependent speech recognition to evaluate shadowing, so that the tool can adjust the
playback and difficulty of the spoken utterance when learners fail to make the shadowing
task much easier and customised.

A Pronunciation Trainer was developed by (Demenko et al. 2010) to integrate both
phonetic and prosodic levels of learning in a CAPT system. Here, the AzAR3.0 software
(Jokisch et al. 2005; Cylwik et al. 2008) includes an ASR tool that helps with individualised
and corrective feedback. Here, a prosody test over a set of around 60 sentences is performed
to identify the errors that are easier to detect and that are of special relevance for good
comprehension, that is, for instance, a non-native-like vowel duration at the phonetic
(segmental) level, or an erroneous stress placement at the prosodic (suprasegmental) level.
One of the main advantages of AzAR3.0 is the wide range of L1 and L2 languages covered:
it includes German as a target language for native speakers of Slovak, Czech, Polish, and
Russian, and vice versa.

5. Commercial Systems

Language learning application based on automatic speech recognition is not new. One
of the first systems using ASR technology for L2 learning dates back to the late 90s with the
development of the Fluency Pronunciation Trainer,1 (Eskenazi 1999) which was based on
the Carnegie speech recognition software to detect L2 pronunciation errors. Considering
that the earliest ASR technologies were developed only some decades back in the 50s, the
integration of such new speech recognition technology into learning tools that require a
good quality output shows their positive success.

Further development of these technologies led to other commercial products based on
ASR such as Rosetta Stone (2013)2, Tell Me More (2013), or EduSpeak (2010), which offer
pronunciation exercises to practise both L2 speaking and listening and receive automatic
feedback. Usually, the production exercises are based on a quality threshold that the learner
must achieve to successfully pass the corresponding exercise. This kind of systems usually
even allow a degree of customisation so that the learner can specify the age and gender to
receive better feedback. The most common mode of providing feedback is to mark those
words that have been correctly or incorrectly pronounced. However, the transparency of
these systems is low, in the sense that it is not possible to know which parameters (either
phonetic or prosodic) are being taken into account to provide the pronunciation feedback.
Therefore, although the learner can repeat the words or sentences several times, it is actually
difficult to know where the real focus must be put.

The issue of feedback to the learner has been pointed out by some authors. (McCrocklin
2019), for instance, examines the perception and engagement of ASR-generated transcripts
for L2 pronunciation, showing that the involved participants made use of the transcripts
to identify individual words with errors. In addition, participants were able to figure out
what the cause of the errors was, mainly from segmental and articulatory features, so that
they could rehearse the specific parts to improve the production. Thus, this work shows
that the learners can guess what kind of feedback the system is providing, despite the low
transparency. Nevertheless, this requires a minimum language level from the learner.

The number of systems utilising prosodic features in the learning and feedback process
is scarce. The ShadowTalk mobile app (Mrozek 2020), for instance, provides L2 English
learners with custom-made recordings. They are then used to help the learners to develop
and improve suprasegmental features such as natural rhythm, syllable stress, prominence,
and intonation. However, no ASR tool is used.

ELSA3 (English Language Speech Assistant, (Anguera and Van 2016)) is probably one
of the few works using ASR tools and providing feedback on prosody. This application
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integrates the Kaldi ASR software, and not only contains pronunciation exercises at the
phonetic level, marking phonetic hints to fix existing errors, but also intonation exercises,
where users can practice sentence intonation and rhythm, as well as word syllable stress.
ELSA also contains conversation exercises that allow the learners to practice real-life
conversation and to obtain feedback on both the phonetic and prosodic pronunciation at
the word level.

All in all, from a brief review of commercial L2 systems using automatic speech
recognition, it transpires that: (1) little or no prosodic information is usually used in L2
commercial applications, or they do not provide enough information to figure out whether
segmental or prosodic features are being used in the feedback process. And from those
systems providing suprasegmental information, very few of them include an ASR tool. To
overcome this, more research in improving algorithms to better calculate prosodic features
is needed (Johnson et al. 2016). (2) A significant gap exists between what is being done
in research and universities or research centres, and companies developing L2 learning
tools (Kochem et al. 2022). (3) A lot of room for improvement still exists in the usability
issues, both from the learners’ side and the developers teachers’ point of view, since they
feel discomfort with such new technical learning innovations, especially with respect to
their implementation in class.

6. Conclusions

In our globalised era, where moving between countries is increasingly frequent, learn-
ing languages has become indispensable. At the same time, when not acquired as a native
language, languages are difficult to learn, especially if the learner is not immersed in the
country where the language is spoken, and if the time to dedicate to it is scarce. Moreover,
learning grammar can be more or less self-taught, but when it comes to oral skills, practic-
ing with other speakers (especially native ones) is essential, which is not always easy in
normal classes with several students and dedicated a limited time per week.

This is one of the reasons to see how more and more CALL and CAPT systems have
appeared during the last two or three decades to allow learners to practice speaking skills
out of class and in an economic way. Therefore, while some of these systems address
grammatical aspects, most of them focus on pronunciation issues. Among those systems
focusing on pronunciation, most of them rely on phonetic features, while few of them
address suprasegmental prosodic features. Moreover, we should not overlook the role
that artificial intelligence is taking in the ASR field in this new era. ASR systems such
as Whisper and wav2vec2.0 offer free models that are being used for many applications
such as automatic assessment of oral reading accuracy for reading diagnosis (Molenaar
et al. 2023), or the early detection of cognitive decline by using ASR-based transcriptions
(Gómez-Zaragozá et al. 2023).

While the range and diversity of existing CALL and CAPT are wide, the current
review has limited the focus on those using automatic speech recognition tools. ASR
tool have evolved dramatically during the past decades with the explosion of new and
more sophisticated deep learning techniques, so the improvements achieved in these tools
convert them into a good option to assess language aspects. The main challenge of such ASR
tools remains in using them to assess pronunciation at the phoneme level since they provide
very detailed phonetic information, or even grammatical issues when the transcription
provided is of enough quality. However, ASR systems have traditionally relied on phonetic
modelling ignoring some essential prosodic information, which is highly important in
disambiguating semantic or syntactic information to assess grammatical aspects, or to
provide native-like pronunciation assessment. The main reason is that suprasegmental
characteristics are more difficult to model than segmental phonetic features. Therefore,
as pointed out by (Johnson et al. 2016), it is important to develop proper algorithms to
better compute prosodic characteristics, putting special emphasis on silent pause detection,
filled pause detection, tone unit detection, syllabification, prominent syllable detection,
and tone choice classification, which have been shown to comprise useful information for



Languages 2023, 8, 242 10 of 13

the assessment of learners’ oral skills. This is not to say that CALL and CAPT systems
are not considering prosody at all for their analyses to provide learning feedback, but that
most of the learning tools including prosody are not making use of an ASR tool. One
of the challenges is thus to leverage the dramatic improvement of ASR technologies for
developing improved learning technologies, since in the end, recognising the way and the
content spoken by the learners is essential to obtain a good assessment of their language
skills. Moreover, the inclusion of suprasegmental features in language assessment becomes
of high relevance when dealing with tone languages, which represent between 60–70% of
the total languages in the world.

Another important point in L2 learning systems is the link between research and appli-
cations, and the usability aspects. As stated by (O’Brien et al. 2019), “some researchers and
teachers express discomfort with new technological innovations: some implementations
are difficult to use, and others are seen as unwelcome replacements for instructors”. This
reflects that usability is a crucial aspect if we want to take real advantage of the findings and
developments of the CALL and CAPT tools in research. So, testing in real environments is
a must in a practical field such as language learning. Moreover, as pointed out by (Kochem
et al. 2022), “a persistent gap still exists between ASR-equipped software available to
participants in research studies and what is available to university and classroom teachers
and student”, which strengthens the thought that commercial systems are still disconnected
from research and vice versa. Once again, similarly to usability, companies, and research
centres should work more closely to fill such an availability gap. Works like (Zhang et al.
2020) show that tailoring the learning tasks to the learners made them more suitable and
successful for the purpose of the tool.

There is a final point I would like to comment on with respect to the availability
of L2 learning systems, which is their target language. As we have seen in the present
review, most of the L2 tools are developed to learn the most spoken languages; i.e., mainly
English and Chinese. There are other target languages, of course, like French, Portuguese,
Spanish, or German, among others. The common pattern is always some of the 10 most
spoken languages in the world, and Indo-European languages, apart from Chinese. Cases
like Mandarin Chinese as L2 for Tibetan and Uyghur actually reflect the minorisation of
the L1 language with respect to the dominant language in the region. While this is of
course understandable, because linguistic needs in both the professional and academic
fields are highly conditioned by the number of speakers that want to learn, we should not
look at the other side when it comes to protecting minority, minorised, and endangered
languages. The development of computer-assisted tools needs linguistic resources, which
are nowadays at the hands of the top ten most spoken languages, leaving aside the other
existing (approximately) 6000 languages in the world. Therefore, both ASR and L2 learning
research should also be committed to preserving the linguistic rights of the entire popula-
tion, creating resources to allow people to learn less spoken languages, and even fostering
learning for them (Besacier et al. 2014). If necessary, by making knowledge, resources, and
tools open source, free, and publicly available. In the end, there is a lot of knowledge that
can be transferred between languages, both in the linguistic and computational fields, and
promoting language learning for every language will enrich all of us as speakers, whether
it be our mother tongue or not.
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Notes
1 http://www.lti.cs.cmu.edu/Research/Fluency/ (accessed on 18 July 2023).
2 http://www.rosettastone.com (accessed on 20 July 2023).
3 https://elsaspeak.com/en/about-us (acessed on 10 July 2023).
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