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Abstract: In the wake of the 2008 financial crisis, many countries are hoping that massive 

increases in their money supplies will revive their economies. Evaluating the effectiveness 

of this strategy using traditional statistical methods would require the construction of an 

extremely complex economic model of the world that showed how each country’s situation 

affected all other countries. No matter how complex that model was, it would always be 

subject to the criticism that it had omitted important variables. Omitting important 

variables from traditional statistical methods ruins all estimates and statistics. This paper 

uses a relatively new statistical method that solves the omitted variables problem. This 

technique produces a separate slope estimate for each observation which makes it possible 

to see how the estimated relationship has changed over time due to omitted variables. I find 

that the effectiveness of monetary policy has fallen between the first quarter of 2003 and 

the fourth quarter of 2012 by 14%, 36%, 38%, 32%, 29% and 69% for Japan, the UK, the 

USA, the Euro area, Brazil, and the Russian Federation respectively. I hypothesize that 

monetary policy is suffering from diminishing returns because it cannot address the 

fundamental problem with the world’s economy today; that problem is a global glut of 

savings that is either sitting idle or funding speculative bubbles. 
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1. Introduction 

In the wake of the 2008 financial crisis, many nations are depending on massive increases in the 

money supply to drive their economies [1]. Since September 2012, The Federal Reserve System (the 

Central Bank) of the USA has been increasing its holdings of bonds by 85 billion dollars every month. 

Japan’s Prime Minister, Abe, campaigned on the promise to increase Japan’s money supply by 
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however much it takes to change Japan’s deflation into two percent inflation [2]. These policies have 

led to major shifts in international financial flows [3,4]. 

Using traditional statistical techniques to analyze the effectiveness of changes in the money supply 

is not possible because the increases in the money supply in the USA and Japan are unprecedented—

never have these countries increased their money supplies by such large amounts. Furthermore, using 

traditional techniques to analyze the effectiveness of changes in the money supply would require the 

construction and justification of a worldwide macroeconomic model that included every force that can 

affect growth and all the ways that nations are inter-connected through trade and financial flows. Such 

a model would have to capture all changes in relative prices (including exchange rates and interest 

rates), resource endowments, and technologies. Creating such a model is not possible. 

Fortunately, Leightner [5], Leightner and Inoue [6], and Inoue, Lafaye de Micheaux, and  

Leightner [7] developed Reiterative Truncated Projected Least Squares (RTPLS), a technique that 

captures the influence of omitted variables without having to measure, model, or find proxies for them. 

Furthermore RTPLS produces reduced form estimates without having to build macroeconomic models. 

RTPLS produces a separate slope estimate for every observation which makes it possible to see how 

the estimated relationship is changing over time. This paper uses RTPLS to estimate the change in 

Gross Domestic Product (GDP) and in the Consumer Price Index (CPI) due to a change in the money 

supply (∂GDP/∂M-1 and ∂CPI/∂M-1) using quarterly data that extends to the fourth quarter of 2012 or 

the first quarter of 2013 for Japan, the United Kingdom, the USA, the European Union, Brazil, China, 

India, and the Russian Federation. I find that the effectiveness of monetary policy has fallen between 

the first quarter of 2003 and the fourth quarter of 2012 by 14%, 36%, 38%, 32%, 29% and 69% for 

Japan, the UK, the USA, the Euro area, Brazil, and the Russian Federation respectively. The only 

country examined that is enjoying a rising effectiveness of monetary policy is China. The remainder of 

the paper is organized as follows. Section 2 explains the analytical techniques used, Section 3 explains 

the data and the empirical results, and Section 4 provides a conclusion. 

2. An Intuitive Explanation of the Analytical Technique Used 

Omitting important variables from the analysis is regression analysis’ most serious problem.  

For example, if a researcher estimates Equation (1), ignoring the fact that the slope of Equation (1)  

is a function of other variables (Equation (2)), then he gets a constant slope when in truth the  

true slope varies. 

Y = α0 + β1X (1) 

β1 = α1 + α2q (2) 

Y = α0 + α1X + α2Xq (3) 

This paper models the omitted variables problem by substituting Equation (2) into Equation (1) to 

produce Equation (3). I am initially assuming that all variation from the fitted line (error) is due to 

omitted variables. Inoue, Lafaye de Micheaux, and Leightner [7] show that, in this case, the “error” for 

the ith observation from estimating Equation (1) without considering Equation (2) is α2Xi[qi − E(q)] 

where E(q) is the mean value of q. 
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The standard approach to the omitted variable’s problem is to use instrumental variables. However, 

to correctly use instrumental variables, the researcher must find instruments that are highly correlated 

to the omitted variable and that are not related to the dependent variable except through their 

relationship with the omitted variables. If such variables are found, which is highly unlikely, the 

researcher must correctly model how the omitted variable affects the dependent variable and how the 

instrument is related to the omitted variable. All of these conditions are impossible to meet for a 

subject as complex as the relationship between the money supply and GDP and CPI. For recent papers 

that express concern over omitted variable bias see [8–21]. 

Fortunately, Branson and Lovell [22] explain that the observations at the top of any given data set 

would be associated with the most favorable values for all omitted variables (in other words, the values 

of the omitted variables that would lead to the largest values for the dependent variable, ceteris 

paribus). Building on this intuition, Leightner [5] developed a new analytical technique named 

“Reiterative Truncated Projected Least Squares” (RTPLS) that solves the omitted variable problem of 

regression analysis without using instrumental variables and their unreasonable assumptions.  

Leightner [23] and Leightner and Inoue [24] created the second and third generation of the technique 

respectively: RTPLS2 and RTPLS3. Leightner and Inoue [24] also produce an argument that RTPLS3 

is unbiased. Inoue, Lafaye de Micheaux, and Leightner [7] introduce the fourth generation, RTPLS4. 

They use simulations to show that when the importance of the omitted variable is 10 times the size of 

measurement and round off error, then Ordinary Least Squares (OLS) produces 3.8 times the error as 

RTPLS4. When the importance of omitted variables is 100 times the size of measurement and round 

off error, then OLS produces more than 28 times the error of RTPLS4. Published studies that  

used RTPLS, RTPLS2, or RTPLS3 in applications include Leightner and Inoue [6,24–28] and 

Leightner [5,23,29–36].  

The easiest way to explain RTPLS4 is to use a diagram like Figure 1. To construct Figure 1, I 

generated two series of random numbers, X and q, which ranged from 0 to 100. I then set the 

dependent variable Y as: 

Y = 100 + 10X + 0.6qX (4) 

The true value for ∂Y/∂X equals 10 + 0.6q. Since q ranges from 0 to 100, the true slope will range 

from 10 (when q = 0) to 70 (when q = 100). Thus q makes a 700 percent difference to the slope. In 

Figure 1, I identified each point with that observation’s value for q. Notice that the upper edge of the 

data corresponds to relatively large qs—93, 97, 98, 98, 98, 98, 91, and 87. The lower edge of the data 

corresponds to relatively small qs—18, 1, 2, 2, and 7. This makes sense since as q increases so does Y, 

for any given X. For example, when X approximately equals 25, reading the values of q from top to 

bottom of Figure 1 produces 78, 61, 53, 36, 26, 17, 8, and 2. Thus the relative vertical position of each 

observation is directly related to the values of q. If, instead of adding 0.6qX in Equation 4, I had 

subtracted 0.6qX, then the smallest qs would be on the top and the largest qs on the bottom of Figure 1. 

Either way, the vertical position of observations captures the influence of q.  

In Figure 1, the true value for ∂Y/∂X equals 10 + 0.6q; thus the slope, ∂Y/∂X, will be at its greatest 

numerical value along the upper edge of the data where q is largest and the slope will be at its smallest 

numerical value along the bottom edge of the data where q is smallest. The relative vertical position of 

each observation, for any given X, is directly related to the true slope.  
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Figure 1. The Intuition behind RTPLS. 

 

Now imagine that we do not know what q is and that we have to omit it from our analysis. In this 

case, OLS produces the following estimated Equation: Y = 135.76 + 40.645X with an R-squared of 

0.574 and a standard error of the slope of 3.537. On the surface, this OLS regression looks successful, 

but it is not. Remember that the true Equation is Y = 100 + 10X + 0.6qX. Since q ranges from 0 to 100, 

the true slope (true derivative) ranges from 10 to 70 and OLS produced a constant slope of 40.645. 

OLS did the best it could, given its assumption of a constant slope; OLS produced a slope estimate of 

approximately 10 + 0.6E(q) = 10 + 0.6(52) = 41.2. However, OLS is hopelessly biased by its 

assumption of a constant slope when, in truth, the slope is varying. 

Although OLS is hopelessly biased when there are omitted variables that interact with the included 

variables, Figure 1 provides us with a very important insight—even when we do not know what the 

omitted variables are, even when we have no clue how to model the omitted variables or measure 
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them, and even when there are no proxies for the omitted variables, Figure 1 shows us that the relative 

vertical position of each observation contains information about the combined influence of all omitted 

variables on the true slope. RTPLS4 exploits this insight.  

RTPLS4 draws a frontier around the top data points in Figure 1. It then projects all the data 

vertically up to this frontier. This projection eliminates the influence of unfavorable omitted variables. 

In other words, by projecting the data to the frontier, all the data would correspond to the largest values 

for q. However, there is a possibility that some of the observations will be projected to an upper right 

hand side horizontal section of the frontier. For example, the 80 which is closest to the upper right 

hand corner of Figure 1 would be projected to a horizontal section of the frontier. This horizontal 

section does not show the true relationship between X and Y and it needs to be eliminated (truncated) 

before a second stage regression is run through the projected data. This second stage regression (OLS) 

finds a truncated projected least squares (TPLS) slope estimate for when q is at its most favorable level 

and this TPLS slope estimate is then appended to the data for the observations that determined  

the frontier. 

The observations that determined the frontier are then eliminated and the procedure repeated. This 

process is reiterated, peeling the data down from the top to the bottom. The first iteration finds a TPLS 

slope estimate for when the omitted variables cause Y to be at its highest level, ceteris paribus. The 

second iteration finds a TPLS slope estimate for when the omitted variables cause Y to be at its second 

highest level, etc. This process is stopped when an additional regression would use fewer than ten 

observations (the remaining observations will be located at the bottom of the data). It is important to 

realize that the omitted variable, q, in this process will represent the combined influence of all forces 

that are omitted from the analysis. For example, if there are 1000 forces that are omitted where 600 of 

them are positively related to Y and 400 are negatively related to Y, then the first iteration will capture 

the effect of the 600 variables being at their largest possible levels and the 400 being at their lowest 

possible levels. Just as the entire data set can be peeled down from the top, the entire data set also can 

be peeled up from the bottom. Peeling up from the bottom would involve projecting the original data 

downward to the lower boundary of the data, truncating off any lower left hand side horizontal region, 

running an OLS regression through the truncated projected data to find a TPLS estimate for the 

observations that determined the lower boundary of the data, eliminating those observations that 

determined the lower boundary and then reiterating this process until there are fewer than  

10 observations left at the top of the data. By peeling the data from both the top to the bottom and from 

the bottom to the top, the observations at both the top and the bottom of the data will have an influence 

on the results. Of course, some of the observations in the middle of the data will have two TPLS 

estimated slopes associated with them—one from peeling the data downward and the other from 

peeling the data upward. 

Once the entire data set has been peeled from the top and bottom, all the resulting TPLS estimates 

are stacked on top of each other. These TPLS estimates minus Y/X are then made the dependent 

variable in a final regression in which 1/X is the explanatory variable (see Equation (10) below). The 

form of this final regression is explained by the following derivation. 
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Y = α0 + α1X
 
+ α2qX (Equation (3) repeated) (5) 

∂Y/∂X = α1 + α2q (derivative of Equation (5)) (6) 

Y/X = α0/X + α1 + α2q (dividing Equation (5) by X) (7) 

α1
 
+ α2q = Y/X − α0/X (rearranging Equation (7)) (8) 

∂Y/∂X = Y/X − α0/X (from Equations (6) and (8)) (9) 

∂Y/∂X − Y/X = − α0/X (rearranging Equation (9)) (10) 

The α0 estimated in this final regression of Equation (10) and the data for Y/X and X are plugged 

into Equation (9) to produce a separate RTPLS slope estimate for each observation. Alternatively, 

Generalized Least Squares (GLS) could be used to estimate α0 from Equation (1) and the resulting α0 

along with data on Y/X and X could be plugged into Equation (9); Inoue, Lafaye de Micheaux, and 

Leightner [7] name this alternative approach “Variable Slope Generalized Least Squares” (VSGLS). 

Theoretically VSGLS produces the best linear unbiased estimate (BLUE) for α0; however simulations 

show that VSGLS produces between twice and three times the error of RTPLS4 when sample sizes of 

250 observations are used and all error is due to omitted variables. RTPLS4 is better than BLUE 

probably because it does not assume a linear relationship [7]. 

To better understand the role of the final regression in the RTPLS4 procedure, consider Figure 1 

again. If all the observations on the upper frontier had been associated with exactly the same omitted 

variable values (perhaps 98), then the resulting TPLS estimate would perfectly fit all of the 

observations it was associated with. However, Figure 1 shows that the observations on the upper 

frontier were associated with omitted variable values of 93, 97, 98, 98, 98, 98, 91, and 87. The 

resulting TPLS slope estimate would perfectly fit a q value of approximately 95 (the mean of 93, 97, 

98, 98, 98, 98, 91, and 87). When a TPLS estimate for a q of 95 is associated with qs of 93, 97, 98, 98, 

98, 98, 91, and 87, some random variation (both positive and negative variation) remains. By stacking 

the results from all iterations when peeling down and up, and then conducting this final regression, this 

random variation is eliminated. Realize that Y is co-determined by X and q. Thus the combination of X 

and Y should contain information about q. This final regression exploits this insight in order to better 

capture the influence of q. 

RTPLS4 generates reduced form estimates that include all the ways that X and Y are correlated. 

Thus, even when many variables interact via a system of Equations, a researcher using RTPLS4 does 

not have to discover and justify that system of Equations. In contrast, traditional regression analysis 

theoretically must include all relevant variables in the estimation and the resulting slope estimate for 

dy/dx is for the effects of just x—holding all other variables constant. RTPLS4’s reduced form 

estimates are not substitutes for traditional regression analysis’ partial derivative estimates. Instead 

RTPLS4 and traditional regression estimates are compliments which capture different types of 

information. RTPLS4 has the disadvantage of not being able to tell the researcher the mechanism by 

which X affects Y. On the other hand, RTPLS4 has the significant advantage of not having to model 

and find data for all the forces that can affect Y in order to estimate ∂Y/∂X. Both RTPLS4  

and traditional regression techniques find “correlations.” It is impossible for either one of them to  

prove “causation.” 

Traditional regression techniques often try to remove the influence of omitted variables that are 

related to time by adding trend terms, first differencing the data, and/or looking for structural breaks. 
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RTPLS4 does not need to employ any of these techniques because it, unlike traditional regression 

techniques, is not trying to “hold everything else constant.” Instead RTPLS attempts to capture all the 

ways that Y and X are related, both directly and through omitted variables. De-trending the data (or 

first differencing the data) would remove part of the influence of omitted variables that RTPLS4 

attempts to capture which would make RTPLS4 less accurate. Granted if a structural break occurs at 

the very beginning or end of a data set, and thus there is not enough data to form a separate frontier on 

one side of that structural break, then RTPLS4 will not be able to detect that structural break, but 

neither could traditional regression techniques in that case. Inoue, Lafaye de Micheaux and  

Leightner [7] believe that RTPLS4 outperforms variable slope generalized least squares specifically 

because it does not assume a linear relationship between the omitted variables and the true slope. 

Indeed, Leightner and Inoue [6] tested several ways that q can interact with X including squares, cubes, 

and exponentials (they even tested what happens when q changes a positive ∂Y/∂X into a negative one). 

They found that the first generation of RTPLS outperformed OLS except for the case when omitted 

variables make a 1000% difference to an exponent (a case where both OLS and RTPLS did very 

poorly); however, when omitted variables make only a 10% or 100% difference to an exponent, then 

RTPLS noticeably outperformed OLS. 

3. The Data and the Empirical Results 

Except where otherwise noted, all the data for this paper came from the OECD statistical website. 

The GDP data was in millions of nominal US dollars and was seasonally adjusted. Because the OECD 

website did not contain quarterly GDP data for China, I downloaded quarterly GDP data in 100 million 

nominal Chinese yuan from the National Bureau of Statistics of China. I then converted China’s GDP 

in 100 million yuan into millions of nominal US dollars by dividing it by the quarterly exchange rate 

(yuan/dollars) and then multiplying by 100. The quarterly exchange rate was obtained from the OECD 

statistical website. The Chinese GDP data was not seasonally adjusted. For the GDP and money supply 

data, I obtained the maximum number of quarterly observations possible starting in the first quarter of 

1960. The money supply data used was an index for M-1 (coin plus currency plus demand deposits) 

where 2005 was set equal to 100. This index for M-1 was carried to the fourth decimal place. The 

maximum number of observations for the Consumer Price Index (CPI) starting in the first quarter of 

1980 was also used and this index was carried to the third decimal place. I did not include CPI data 

from the 1970s and earlier because the Organization of Petroleum Exporting Countries’ (OPEC) 

manipulation of oil prices in the 1970s greatly affected inflation. ∂GDP/∂M-1 and ∂CPI/∂M-1were 

estimated with data pooled for Brazil, China, and the Russian Federation because of insufficient data to 

run a separate analysis in these cases for each country. For all other cases, the analysis was conducted 

for each individual country separately. 

I chose to do the analysis using M-1 because M-1 is the quarterly data series available through the 

OECD that is most directly controlled by the central bank. Although quarterly values for the monetary 

base, or the discount rate, or central bank loans to commercial banks, or open market operations may 

be better measures of what the central bank directly controls, these data sets are not available through 

OECD. Furthermore, I checked for alternative sources of data, like the IMF, and found that quarterly 

data on M-1 is the best measure of monetary policy available for the most quarters and the most 
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countries. Thus, using M-1 made it possible to do the analysis for the UK, Euro 17, Brazil, China, and 

Russia, instead of just focusing on the USA and Japan.  

Finally, if ∂GDP/∂M-1 and ∂CPI/∂M-1 are falling, then it is likely that the change in GDP and CPI 

due to a change in the monetary base or the discount rate is falling even more because these tools that 

central banks directly control are even more removed from production (GDP) and inflation (CPI) than 

M-1 is. Leightner [35] found that the percentage change in Japan’s CPI due to a one percent increase in 

M2 + CD fell by 55% between October 1997 and January 2003. However, Japan’s central bank’s 

ability to fight deflation by changing the monetary base must have fallen by even more than 55% 

because Leightner and Inoue [6] found that ∂(M-2 + CD)/∂(Monetary Base) fell by 12% in Japan 

between December 1993 and April 2004. 

The empirical results for ∂GDP/∂M-1 and ∂CPI/∂M-1 are given in the 7 left hand columns and  

7 right hand columns of Table 1 respectively for the first quarter of 1997 through the first quarter  

of 2013.  

Table 1. The empirical results for 1997–2013. 

dGDP/dM-1 dCPI/dM-1 

 Japan UK USA Euro 17 Brazil China Russia Japan UK US Brazil China India Russia 

Q1-1997 65,605 9416 89,489 17,589 13,525   0.435 0.594 0.747 1.228  1.402 −0.907 

Q2-1997 63,753 9270 92,419 19,581 12,080   0.475 0.580 0.760 1.097  1.384 −0.710 

Q3-1997 63,174 8714 93,583 20,154 12,124   0.467 0.533 0.761 1.065  1.368 −0.590 

Q4-1997 61,541 8980 94,549 21,365 11,769   0.461 0.537 0.765 1.019  1.377 −0.599 

Q1-1998 57,940 9046 95,144 21,894 10,940   0.437 0.520 0.763 1.050  1.416 −0.553 

Q2-1998 57,571 9025 96,225 21,915 10,908   0.447 0.527 0.768 1.003  1.414 −0.500 

Q3-1998 56,726 9117 97,983 22,458 10,376   0.427 0.520 0.773 0.946  1.483 −0.112 

Q4-1998 55,757 9179 98,850 22,376 9983   0.436 0.518 0.765 0.948  1.520 0.761 

Q1-1999 53,968 9224 99,450 22,452 9782 −18,065  0.408 0.509 0.766 0.967 1.833 1.388 1.301 

Q2-1999 52,356 9151 100,096 22,970 10,034 −17,294  0.399 0.517 0.773 1.001 1.773 1.348 1.461 

Q3-1999 50,476 9400 102,090 23,936 9514 −16,386  0.381 0.497 0.782 0.965 1.702 1.341 1.579 

Q4-1999 49,480 9576 103,205 25,183 9587 −13,702  0.371 0.493 0.779 0.958 1.632 1.326 1.617 

Q1-2000 49,489 9554 103,504 26,034 9659 −14,883  0.353 0.471 0.789 0.940 1.562 1.264 1.568 

Q2-2000 49,095 9557 106,643 26,817 9429 −13,648  0.353 0.464 0.804 0.916 1.462 1.282 1.485 

Q3-2000 48,731 9357 107,403 27,363 9187 −12,842  0.348 0.449 0.817 0.900 1.401 1.265 1.416 

Q4-2000 48,376 9180 109,023 28,193 8979 −10,877  0.341 0.447 0.829 0.860 1.393 1.236 1.401 

Q1-2001 47,980 9202 107,634 28,500 8706 −12,222  0.329 0.423 0.833 0.842 1.357 1.197 1.402 

Q2-2001 46,498 9082 106,810 28,033 8200 −11,327  0.318 0.430 0.831 0.822 1.300 1.186 1.407 

Q3-2001 44,503 9040 102,396 27,687 7882 −10,815  0.305 0.421 0.801 0.838 1.252 1.189 1.317 

Q4-2001 42,442 8900 102,083 27,376 7832 −9144  0.286 0.412 0.792 0.854 1.242 1.185 1.250 

Q1-2002 39,345 8998 101,664 27,165 7851 −10,361  0.257 0.412 0.784 0.845 1.187 1.149 1.303 

Q2-2002 35,078 9131 102,504 27,442 7602 −9477  0.231 0.420 0.796 0.805 1.123 1.126 1.274 

Q3-2002 34,593 9039 102,810 27,162 7066 −8751  0.224 0.407 0.798 0.747 1.063 1.122 1.218 

Q4-2002 34,042 9051 101,378 26,412 6900 −7023  0.218 0.404 0.790 0.758 1.028 1.100 1.186 

Q1-2003 33,533 9018 100,018 25,671 6777 −8174 11,351 0.212 0.396 0.785 0.836 1.010 1.065 1.199 

Q2-2003 34,051 9119 98,577 25,056 6898 −7498 10,409 0.217 0.396 0.769 0.886 0.955 1.055 1.110 

Q3-2003 33,509 9263 98,558 25,029 7129 −6737 10,009 0.211 0.392 0.758 0.901 0.898 1.029 1.021 

Q4-2003 33,584 9240 99,158 25,207 7188 −5145 9450 0.207 0.386 0.754 0.893 0.896 0.990 0.967 
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Table 1. Cont. 

dGDP/dM-1 dCPI/dM-1 

 Japan UK USA Euro 17 Brazil China Russia Japan UK US Brazil China India Russia 

Q1-2004 33788 9125 98,622 25,206 7019 −6261 8639 0.203 0.373 0.753 0.847 0.885 0.950 0.883 

Q2-2004 33599 8907 98,144 25,239 6906 −5486 8797 0.205 0.371 0.757 0.809 0.848 0.920 0.867 

Q3-2004 33040 8632 97,906 25,149 6771 −5017 8620 0.201 0.360 0.751 0.794 0.830 0.920 0.856 

Q4-2004 32564 8524 97,588 24,930 6748 −3549 8093 0.203 0.357 0.747 0.787 0.817 0.885 0.837 

Q1-2005 32397 8425 98,905 24,493 6497 −4811 7760 0.195 0.350 0.753 0.779 0.809 0.869 0.820 

Q2-2005 32641 8441 99,620 24,411 6647 −4227 7626 0.195 0.350 0.768 0.773 0.780 0.837 0.798 

Q3-2005 32204 8336 100,177 23,204 6400 −3812 7462 0.189 0.344 0.777 0.771 0.760 0.813 0.764 

Q4-2005 31803 8314 100,722 23,295 6477 −2043 7222 0.187 0.339 0.781 0.772 0.743 0.793 0.723 

Q1-2006 31770 8212 101,923 23,598 6455 −3452 6986 0.185 0.331 0.783 0.751 0.735 0.749 0.717 

Q2-2006 31824 8051 102,450 24,012 6214 −2776 6772 0.188 0.334 0.800 0.727 0.707 0.724 0.683 

Q3-2006 31827 7943 103,411 24,402 6150 −2429 6439 0.191 0.334 0.814 0.698 0.673 0.729 0.625 

Q4-2006 32442 7910 104,225 24,952 5998 −468 6292 0.189 0.332 0.804 0.666 0.650 0.716 0.586 

Q1-2007 32777 7944 104,488 25,008 6054 −1783 6081 0.184 0.327 0.815 0.653 0.638 0.688 0.560 

Q2-2007 32826 7938 105,119 25,042 5876 −1022 5957 0.188 0.326 0.831 0.622 0.616 0.688 0.536 

Q3-2007 32740 7806 106,279 25,244 5638 −611 5611 0.190 0.312 0.836 0.591 0.598 0.683 0.516 

Q4-2007 32948 7629 106,644 25,459 5537 1473 5426 0.193 0.312 0.842 0.564 0.581 0.657 0.496 

Q1-2008 33278 7026 105,440 25,820 5615 −58 5466 0.193 0.290 0.849 0.562 0.586 0.626 0.497 

Q2-2008 33006 6823 104,895 25,482 5736 845 5444 0.203 0.302 0.864 0.570 0.580 0.628 0.505 

Q3-2008 32613 6666 101,321 25,045 5851 1164 5142 0.212 0.317 0.857 0.574 0.569 0.642 0.497 

Q4-2008 31367 6280 91,842 22,916 5351 3013 4617 0.205 0.314 0.772 0.577 0.554 0.649 0.505 

Q1-2009 29723 5879 87,618 19,970 5165 510 4751 0.192 0.302 0.744 0.584 0.527 0.631 0.603 

Q2-2009 30230 5974 84,781 19,265 5158 1147 4632 0.192 0.316 0.730 0.574 0.477 0.615 0.615 

Q3-2009 30227 6035 83,568 18,986 5281 1400 4718 0.189 0.321 0.723 0.564 0.441 0.638 0.615 

Q4-2009 30829 5863 83,352 18,749 5390 3140 4636 0.183 0.315 0.714 0.551 0.420 0.644 0.593 

Q1-2010 31238 5740 83,384 18,637 5307 1201 4426 0.182 0.309 0.712 0.534 0.400 0.628 0.564 

Q2-2010 31298 5779 83,153 18,985 5186 1747 4150 0.182 0.316 0.710 0.519 0.384 0.608 0.536 

Q3-2010 31646 5869 82,331 19,059 5087 2055 3974 0.175 0.318 0.698 0.502 0.373 0.604 0.518 

Q4-2010 31220 5895 79,733 19,286 5058 3850 3948 0.175 0.331 0.673 0.500 0.366 0.595 0.507 

Q1-2011 30177 6036 77,221 19,619 5091 2044 3797 0.171 0.346 0.662 0.510 0.367 0.607 0.501 

Q2-2011 29196 5983 75,479 19,746 5087 2702 3655 0.169 0.354 0.657 0.517 0.359 0.611 0.494 

Q3-2011 29899 6005 70,439 19,637 5058 3141 3631 0.168 0.356 0.613 0.520 0.360 0.634 0.477 

Q4-2011 29667 5972 68,805 19,295 5118 5123 3636 0.164 0.362 0.591 0.534 0.357 0.632 0.460 

Q1-2012 29913 6031 67,393 19,063 5089 2784 3509 0.165 0.369 0.581 0.539 0.367 0.615 0.449 

Q2-2012 29662 5948 66,258 18,823 4952 3401 3419 0.166 0.373 0.575 0.529 0.358 0.623 0.447 

Q3-2012 29065 5932 64,538 18,296 4858 3594 3417 0.159 0.367 0.556 0.522 0.350 0.633 0.453 

Q4-2012 28885 5788 62,485 17,582 4791 5686 3475 0.157 0.370 0.538 0.520 0.345 0.644 0.453 

Q1-2013 28824 5655 61,870 17,229 4704   0.154 0.362 0.533 0.518  0.643  

No estimates were made for ∂GDP/∂M-1 for India and for ∂CPI/∂M-1 for the Euro area because 

quarterly GDP data and quarterly CPI data could not be found for India and the Euro area respectively. 

Figures 2–5 depict all the empirical results. The number 65,605 in column 1 and the 0.435 in column 8 

of the first row of Table 1 imply that a one unit increase in the M-1 index for Japan in the first quarter 
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of 1997 was correlated with an increase in GDP of 65,605 million US dollars and an increase in the 

CPI index of 0.435 respectively. 

RTPLS4 found a negative value for ∂GDP/∂M-1 for Japan between the first quarters of 1960 and 

1963 and for China between the first quarters of 1999 and 2008. RTPLS4 also found a negative value 

for ∂CPI/∂M-1 for Japan between the first quarter of 1980 and third quarter of 1981, for the United 

Kingdom between the fourth quarter of 1986 and first quarter of 1989, for India between the first 

quarter of 1980 and third quarter of 1981, and for the Russian Federation between the third quarters of 

1995 and 1998. There are two possible explanations for these negative estimates. First, RTPLS4 is 

relatively less accurate for observations with the smallest values of the explanatory variable. Consider 

Figure 1 again. Since RTPLS4 uses the relative vertical distance between observations to capture the 

influence of omitted variables, when X is relatively small, there is relatively less vertical distance and 

thus RTPLS4 is relatively less accurate. All of the negative values for ∂GDP/∂M-1 and for ∂CPI/∂M-1 

were at the beginning of the data sets (the earliest dates) when the index for M-1 was relatively small. 

A second explanation is that central banks, in order to “cool” the economy and reduce the risk of 

inflation, reduce the increase in M-1 during time periods of relatively rapid increases in GDP and CPI. 

This central bank response would result in a negative correlation between M-1 and GDP and between 

M-1 and the CPI especially if monetary policy is unsuccessful. In contrast, a positive correlation 

between M-1 and GDP and between M-1 and the CPI is found if the central bank’s changes in the 

money supply produce the results that the central bank desires. 

Figure 2 shows that ∂GDP/∂M-1 fell by 47.7% for Japan between the first quarter of 1970 and the 

second quarter of 1980, held relatively constant for 1980 to 1990, and then fell by 67.9% between the 

third quarter of 1990 and the first quarter of 2013. Table 1 and Figure 2 show that ∂GDP/∂M-1 fell by 

42.0% for the USA between the fourth quarter of 2007 and the first quarter of 2013, fell by 33.3% for 

the Euro area between the first quarter of 2008 and the first quarter of 2013, and fell by 40.9% for the 

UK between the fourth quarter of 1999 and the first quarter of 2013. Figure 3 shows that ∂GDP/∂M-1 

fell by 72.5% for Brazil between the first quarters of 1996 and 2013, and that it fell by 69.4% for 

Russia between the first quarter of 2003 and the fourth quarter of 2013. Only China seems to be 

enjoying an increasing effectiveness of monetary policy (∂GDP/∂M-1 is rising). 

Using monthly data on Japan’s CPI and M2 + CD, Leightner [35] showed that the percentage 

change in the CPI due to a one percent increase in M2 + CD fell by 55% between October 1997 and 

January 2003. Figure 4 of this paper shows that ∂CPI/∂M-1 fell by 73.8% between the third quarter of 

1993 and the first quarter of 2013. This is bad news for Japan’s new prime minister and new governor 

of the Bank of Japan who hope to change Japan’s current deflation into two percent inflation “as soon 

as is humanly possible” via massive increases in Japan’s money supply, in conjunction with other 

government initiatives [2]. Table 1 and Figure 4 show that ∂CPI/∂M-1 fell by 38.4% between the 

second quarter of 2008 and the first quarter of 2013 for the USA. For the United Kingdom ∂CPI/∂M-1 

fell by 54.6% between the second quarter of 1995 and the first quarter of 2008 and then rose by 24.9% 

between the first quarters of 2008 and 2013; however, the net fall between the second quarter of 1995 

and the first quarter of 2013 was 43.3%. Table 1 and Figure 5 show that ∂CPI/∂M-1 fell between the 

fourth quarters of 1999 and 2012 by 45.7%, 78.9%, 72%, and 51.5% for Brazil, China, Russia, and 

India respectively. 
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Figure 2. ∂GDP/∂M-1 for Japan, the UK, the USA, and Euro(17). 

 

Figure 3. ∂GDP/∂M-1 for Brazil, China, and the Russian Federation. 
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Figure 4. ∂CPI/∂M-1 for Japan, the UK, and the USA. 

 

Figure 5. ∂CPI/∂M-1 for Brazil, China, the Russian Federation, and India. 

 

  

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Quarter 1 of Year

d
G

D
P

/d
M

-
1

1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012

Japan

United Kingdom

USA

Figure 4: dCPI/dM-1
CPI and M-1 Indicies w ith 2005 = 100

-3.6

-3.4

-3.2

-3

-2.8

-2.6

-2.4

-2.2

-2

-1.8

-1.6

-1.4

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

Quarter 1 of Year

d
C

P
I/
d
M

-
1

1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012

Brazil

China

Russian Federation

India

Figure 5: dCPI/dM-1
CPI and M-1 Indicies w ith 2005 = 100



Economies 2013, 1 61 

 

 

4. Conclusions 

The effectiveness of increasing the money supply in order to increase GDP has been falling by 

substantial amounts for Japan, the USA, the UK, the Euro area, Brazil, and Russia. This decline started 

in 2008 for the USA and the Euro area but much earlier for other countries. Furthermore, the effect of 

the money supply on the consumer price index has been falling since 1999 (or earlier) for Japan, the 

UK, Brazil, China, India, and Russia and since 2008 for the USA. I believe that the effectiveness of 

monetary policy is declining because it is facing diminishing returns due to its inability to address the 

fundamental problem in the world’s economy today—the global glut of savings [37–43]. Two 

conditions are needed for investment. First there must be savings to invest; however, equally 

important, there also must be a reason to invest. Investors must believe that they will be able to sell 

what the investment produces. If consumption is insufficient so that investors will not be able to sell 

what the investment produces, then savings either sits idle or funds speculative bubbles. No matter 

how much the money supply is increased and the interest rate driven down to zero (or below zero), if 

investors do not believe they can sell what the investment produces, then they will not invest. 

Monetary policy cannot fix this problem.  

The empirical results of this paper and this conclusion are consistent with John Maynard Keynes’ 

explanation of a liquidity trap in the General Theory of Employment, Interest and Money [44]. 

However, the mathematical models that dominate macroeconomics today, including the one that bears 

Keynes’ name, do not include the possibility of a glut of savings. The only major difference between 

the mathematical Classical model and the mathematical Keynesian model is that the Classical model 

assumes full employment in the labor market whereas the Keynesian model does not.  This one 

difference results in the government spending (∂GDP/∂G) and money supply multipliers (∂GDP/∂M-1) 

being zero in the mathematical Classical model, but greater than one in the mathematical Keynesian 

model. Likewise, I believe that including the possibility of a glut of savings in our mathematical 

models would fundamentally change their conclusions. When policy makers and economists focus 

solely on our current mathematical models, we are blind to the fundamental problem that is destroying 

the effectiveness of both fiscal and monetary policy today, and that problem is a global glut of savings. 

The solution to this problem is a redistribution of income from savers to consumers which will 

increase the marginal propensity to consume, increase aggregate demand, and increase the 

effectiveness of both fiscal and monetary policy. John Maynard Keynes [44] would agree. 
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