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Abstract: The specificities of pharmaceutical companies’ activities also have an impact on their ability
to improve profitability compared to other sectors. Examples of such specificities include patent
rights on the medicines produced, which for a longer period of time prevent the entry of competing
players, allowing sunk costs to be offset to some extent by advantages from using higher margins.
The primary purpose of this study is to examine whether the bargaining power of R&D-engaged
companies significantly affects the financial margin of their operations to a different extent than
other pharmaceutical companies. This study examined panel data focused on companies with the
highest turnover, while we filtered out differences in the effect due to different macroeconomic and
development environments. Our findings are that while the gross profit was significantly influenced
by the type of activity within the industry, this statement for the cash cycle is no longer justified.
Our conclusion was that the difference between the engaged and non-engaged in R&D companies
expressed mostly in the profitability ratios, besides that, countries which had different development
policies and accounting systems also took impact on financial margins, although the relative GDP
advantages disappeared when looking at intra-industry, cross-country movements.

Keywords: pharmaceutical industry; R&D; bargaining power; cash cycle; industry leaders; develop-
ment policies; panel regression; profitability

1. Introduction

The self-financing capability, profitability and market power of companies, as a de-
terminant of management decisions, may vary across industries (Eide et al. 2020; Pervan
et al. 2019) and within industries if their operations are exposed to particularly high risk
(Dhanora et al. 2018). Pharmaceuticals is a special industry in which rewards from inno-
vation in the form of intellectual property rights give rise to market power (Akcigit et al.
2021) whose impact on financial flexibility is most likely to be seen at the top segment
of the industry. The managers of multinational companies that can be classified in that
segment can use their more powerful industry-specific competitive advantage to increase
their bargaining power against their customers and suppliers through the manipulation
of prices and average payment deadlines, thereby also increasing their financial flexibility,
which refers to the greater self-financing capability that can result from:

• On the one hand, maintaining sales prices at a higher level than given purchase prices
(or maintaining purchase prices at a lower level than a given sales prices), resulting
in higher gross profit and profitability ratios (Ittelson 2009; Madhavi and Nageswara
2017);

• On the other hand, they are able to collect receivables from customers in a shorter time
and pay their suppliers in a longer time, resulting in shorter cash cycles (Boisjoly et al.
2020; Fernandez-López et al. 2020).
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In this study there is only a focus on the financial impact of the legally conferred
monopoly power due to patents on pharmaceuticals produced by R&D activity, inside
the top segment of the industry, by comparing the companies that produce them with the
same financial data of pharmaceutical companies not engaged in R&D (this means the
“commercial” category in this analysis), supporting development policy decisions both at
company and macro levels.

As Ittelson (2009) points out, gross profit margin, as opposed to liquidity, is one of
the profitability indicators of the long-term health of companies, which measures, as a
percentage of sales, whether a company can cover its product sales, development and
administration activities while maintaining profits. In other words, this indicator measures
how much it costs a company to produce its products and what price it can afford to pay
to generate profit on SG&A expenses. Fairfield and Yohn (2001) used the relationship
between profitability rates to show that although the decomposition of ROA into asset
turnover rate and gross profit does not provide additional information for the one-year
forecast of ROA change, this is no longer true in that case when considering changes in
the ratios that explain ROA, which used in calculations can lead to more useful forecasts.
Madhavi and Nageswara (2017), using financial ratios of sixty-seven listed companies in
Southeast Asia from 2012 to 2016, showed that profitability has a positively significant
relationship with the inventory turnover ratio and negatively significant with the debt-to-
equity ratio and the asset turnover ratio. However, their findings were also noteworthy for
the purpose of this study, that company size, liquidity ratios, retained earnings ratio and
capital intensity ratio had negative and insignificant relationships with profitability. The
latter findings mostly confirmed by Endri et al. (2020b) with the difference that the fixed
asset turnover has a significantly positive impact on ability of companies to earn profits
through own assets. Using 10 years of panel data from 20 leading and listed pharmaceutical
companies in Bangladesh, Islam and Khan (2019) estimated that operating income, return
on equity and firm size were impacted positively, while operating costs and firm liabilities
inversely affected profitability. Profitability plays a vital role in increasing long-term
returns, increasing workers’ incomes, better quality of products, a greener environment,
creating more employment opportunities and increasing future investments (Madhavi and
Nageswara 2017). For the healthcare providers studied by Wahlen et al. (2015) between
1990 and 2004, based on median values, the return on sales was above 3.5%, while most
of them were able to efficiently use their assets (they could rotate them at least once in an
average year), so that the return on assets for the industry was above 3%, although it was
below the profitability rates of food producers or the retail segment. This was influenced
by, according to the interpretation of Wahlen et al. (2015):

• Firstly, that most pharmaceutical manufacturers have a product life cycle of around
seven years, so that their products, with a shorter life cycle than those of food proces-
sors or soft drinks manufacturers, are less likely to require additional expenditure to
develop substitutes or new products.

• Another influencing factor is that the industry has a very high market entry threshold
compared to the food industry, which is mainly due to the extremely high capital
requirements of their R&D activities, which are lengthy and highly uncertain in terms
of future success: patent protection obtained after a successful testing and licensing
process allows pharmaceutical companies to realise much higher profit margins on
their products than food businesses can on their own products.

Due to the high business risks associated with product liability and competition, the
willingness of pharmaceutical companies to raise debt financing typically lags behind
other industry players, as confirmed by DiMasi et al. (2016). Although the indebtedness
of pharmaceutical companies is still quite high in some regions (Endri et al. 2020a), the
higher credit risk may also be explained by the fact that the inflow of cash from industry
players is reduced by the impact of several factors which are not present in other industries:
directly, by more limited insurance subsidies and the time and administrative requirements
of drug development; and indirectly, by the increasing proportion of elderly people who
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receive pension transfers, which have decreasing purchasing power (Dickson and Gagnon
2004). Due to low leverage, the sectoral return on equities is also lower than in agriculture
or clothing, and is on par with retail at around 13% (Subramanyam 2014). For investors,
the return on invested capital is relevant, and for creditors, solvency is relevant to the
assessment of the financial performance of companies compared to benchmarks, for which
profitability indicators can be of considerable help (Finkler et al. 2019). Within this context,
corporate measures to maximise ROS and ROA ratios have a prominent role to play in
increasing the efficiency of operations (Shah et al. 2010; Subramanyam 2014), although
these ratios may be distorted to some degree of uncertainty related to accounting and
valuation methods (Helfert 2001).

2. Literature Review
2.1. Sector Specificities and the Role of R&D in Financial Flexibility

The financial flexibility of pharmaceutical companies is also significantly affected
by R&D costs, so the magnitude of profitability ratios can differ significantly between
pharmaceutical companies with and without R&D activity. This is confirmed by Scherer
(2001), whose studies show that changes in profitability measured by gross margin also
have relationship with changes in R&D costs, if industry decisionmakers are able to forecast
changes in general industry conditions over a period of two or more years. Based on the
growth trends since the early 1960s, Scherer (2001) assumed that R&D expenditure is
expected to exceed gross margins by 2025. By 2030, the process from early discovery to
commercialisation of new products will be mostly outsourced, while manufacturers will
seek to reduce the high costs of clinical trials and data collection (Sancheti et al. 2018).
Schulze et al. (2014) calculated for 20 of the largest pharmaceutical companies that in
order to achieve a return on investment in the pharmaceutical industry equivalent to a
9% cost of capital, 25–35% of R&D expenditure needs to be recovered, so it is necessary to
increase company revenues by at least an equivalent amount by launching new products
to market (Schulze et al. 2014). Financial margins, and thus market power, have also
increased even more for pharmaceuticals compared with the tech industry and this reflects
primarily increased markups charged by incumbent firms. At the same time, the number
of industry entrants decreased, and the concentration of industry structure increased by
nearly 80% between 1995 and 2016 (Akcigit et al. 2021). A comparison of the export and
import sides of the world pharmaceutical market structure suggests that the import side,
characterised by monopolistic competition, is more competitive than the export side, whose
monopolistic control of the market has been reduced, so the structure of the world market
export was shifting to an open oligopoly in the 2000s (Shabaninejad et al. 2019). As noted
by Sancheti et al. (2018), generic sales increased by four percentage points to 10% of global
pharmaceutical sales in 2017, as the industry started focus on blockbuster drugs as the main
source of recurring revenues in the 2000s (Paul et al. 2010), but at the same time the number
of commercially marketed medicines per USD 1 billion of R&D expenditure has fallen by a
factor of nearly 30 times over the past 40 years, so the current return on this investment
is only 3.2%. Higher levels of R&D spending result in demonstrably higher market value
for companies (Nord 2011). The biotech sector with the highest R&D costs typically has
the highest gross ROS, compared to generic manufacturers where manufacturing costs are
about half of sales (Basu et al. 2008).

As VanderPal (2015) pointed out, the existing literature has already repeatedly demon-
strated the impact of R&D expenditure on corporate performance and hence profitability
using multivariate statistical modelling: R&D expenditure is considered an important
precondition for growth; high levels of R&D in different industries have been correlated
with positive outcomes in terms of financial performance and, accordingly, a positive rela-
tionship has been found in several cases between R&D expenditure and the dispersion of
future profits, intra-industry productivity growth and firms’ market value or sales growth.
This was confirmed by the results of Freihat and Kanakriyah (2017), who found a similarly
strong positive relationship between R&D and the financial performance of Jordanian phar-
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maceutical companies listed on the Amman Stock Exchange, as expressed in terms of return
on assets, return on equity and earnings per share, and suggested that the explanation for
this was industry-specific: corporate assets, which are also more efficiently used through
R&D activities, are able to achieve higher returns on their assets and equity through the
high market share they achieve, and such investments generate future benefits that may
be reflected in the rates of return per share of these companies. The strong and positive
relationship between R&D intensity and sales growth was also supported by the results of
the Chang and Su (2010) study, with the proviso that the former effect was also observed
for R&D above a certain threshold, but now with the opposite sign-in. However, empirical
results questioning this were found by Su et al. (2019) in Chinese defence enterprises and
by Tyagi and Nauriyal (2017) based on 91 Indian pharmaceutical companies where the
highest R&D intensity resulted in significantly lower profits; however, according to other
research patenting was a positive impact of firm performance (Dhanora et al. 2020).

As highlighted by Artz et al. (2010), although larger companies are less innovative and
the returns to R&D expenditure on patents are lower, overall company size is positively
correlated with the number of patents and R&D expenditure. The relationship between
R&D productivity and company size has already been shown by Tsai (2005). Company
size, which positively influenced R&D expenditure, also contributed to the increase in sales,
but this was no longer detected in relation to the change in return on assets, from which,
based on the DuPont correlation, can be concluded that the lower utilisation of assets
may have offset the positive profitability effect from sales. In addition, the protection of
intellectual property rights through patents is also a key issue to maintain the effectiveness
of intensive R&D expenditures (Kovács and Lippai-Makra 2018). Amir et al. (2006) also
found that investment in R&D plays a higher role than investment in tangible assets
in contributing to the dispersion of future operating results. The author was able to
show this effect in late product life cycles in all industries where the role of intangible
assets in management was more intensive than tangible assets, such as the pharmaceutical
sector, where, among other things, the impact of the information technology revolution
widened the gap between the risk levels associated with these two important investment
activities (Amir et al. 2006). Mahlich and Yurtoglu (2018), in comparing pharmaceutical
companies with other companies, found that the rate of return on capital expenditures
of pharmaceutical companies exceeds that of non-pharmaceutical companies only in the
United States and in the first half of the period 1987–2012. Despite this, their capital
expenditures and estimated returns on R&D investments are higher than those of other
manufacturing companies, so they have a certain comparative advantage, even though
several examples from the literature (Abbott and Vernon 2007; Eger and Mahlich 2014) show
that stronger continental regulations in many European countries due to the high risks of
R&D activities have had a moderating effect on the incentives to invest in pharmaceutical
R&D. While this is somewhat contradicted by Pammolli et al. (2011), who find that
European manufacturers are demonstrably more likely to bring new products to market
than their North American competitors, and they have already shown better performance
in the case of industry players with activities outside biotechnology. The future success of
pharmaceutical companies not engaged in R&D also depends on the extent to which they
focus their business models on exploiting the growth opportunities offered by generics and
emerging markets (Schuhmacher et al. 2016).

2.2. The Impact of Bargaining Power on Profitability

The change in the bargaining power of producers against their customers is partly
reflected in the evolution of unit selling prices and partly in the days of sales outstanding. At
the same time, Cockburn (2007) argues that this is constrained by the increasing cost burden
of research in the biotechnology sector, the isolation of which from consumers could lead
to the financial collapse of the sector in the long run. On the other hand, both product and
process innovations are potential sources of market power under the TRIPs (Agreement on
Trade-Related Aspects of Intellectual Property Rights) system introduced in 2005 (Dhanora
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et al. 2020). In the pharmaceutical sector the exploitation of price discrimination may better
increase the profitability of industry players, as it allows those who value the product above
the marginal cost of production to acquire it (Kremer 2002). The appreciation of the profit
impact of bargaining power against customers is also indicated by the fact that international
pharmaceutical manufacturers have shifted their core business and business model from
research and development of innovative drugs to marketing of formulations (Henry and
Lexchin 2002; Lanjouw 2002). Dhanora et al. (2018) have already shown, using empirical
data from Indian pharmaceutical companies, that product patents only temporarily increase
market power, as the extensive costs of new processes are associated with a loss of the
resulting competitive advantage after a certain point. This can be reinforced by the need for
complex and excessively compromised legal arrangements in order to use a new technology
or by competing acquisitions (Akcigit et al. 2021).

Chowdhury et al. (2018) showed a strong positive relationship of return on assets
with days payable outstanding and a negative relationship with operating cycle through
their analysis of East Asian pharmaceutical companies, demonstrating that the strength of
bargaining power with supplier partners also affects the profitability and self-financing
of industry players. There is a part of the operating cycle—known as cash cycle—that is
influenced not only by the length of the inventory period but also by the strength of the
bargaining power with customers and suppliers (days sales and payable outstanding). On
the basis of the above findings, we have formulated our hypothesis that the extent of the
cash cycle is significantly affected not only by general industry characteristics, but also,
and more importantly, by the presence or absence of R&D activity.

In setting the research objectives, we have distinguished between companies engaged
and non-engaged in R&D, the latter including those that typically trade and also those
that manufacture only generic products—in this study this group is referred to hereafter as
the ‘commercial’ companies in brief. Based on the above, we have also formulated three
hypotheses on the profitability of the top pharmaceutical companies:

Hypothesis 1 (H1). There is a significant difference in financial flexibility between the industry
leader pharmaceutical companies engaged and non-engaged in R&D.

Hypothesis 2 (H2). The differences of financial flexibility and profitability between the industry-
leading pharmaceutical companies are significantly influenced by country-specific factors.

Hypothesis 3 (H3). There is a significant difference in cash cycles between the industry-leading
pharmaceutical companies engaged and non-engaged in R&D.

3. Data and Methodology

For the analysis, we used data from all of the world’s 100 highest sales-generating
pharmaceutical companies in 2020, based on Statista’s report (Statista 2020), whose shares
are publicly traded on a stock exchange, and therefore whose reporting data are also
publicly available on the Wall Street Journal’s website. In this analysis, instead of all listed
companies, only the sample of companies with the largest global turnover and therefore
the largest global market share was used. This is explained by the fact that:

• Firstly, the research focused on the management of companies that also serve as a
benchmark for smaller companies;

• Secondly, smaller-turnover companies with no R&D activities may have lower financial
margins compared to R&D companies not only because of their lack of R&D activities
but also because of their lower market shares, lobbying and their limited capital
resources for marketing, but the differences in relative global market position of
competitors are more significant only in the top segment of the market and hence their
effects also can be better detected in that segment;
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• Thirdly, the inclusion of all company data would lead to higher data dispersion and
lower reliability of the regression model due to the differences of economies of scale
that would result from the above.

Within this narrower set of companies, a total of 61 companies based in the USA (38),
China (13), Germany (6) and Switzerland (4) were selected for further data processing. The
selection of countries was based on the high number of companies operating in each country
(e.g., USA), and their role in the world economy and their different economic systems (e.g.,
China). Furthermore, we selected Germany, which is at the forefront of the EU in Europe,
and Switzerland, which is at the forefront within the pharmaceutical industry, while being
outside the EU and less benefiting from its support policies. This panel database, based
on publicly available, online financial reporting data of listed companies (WSJ Markets
2022), included data on sales turnover, gross profit, stocks of inventories, trade receivables
and payables to suppliers for a four-year period from 2017 to 2020. All financial data were
recorded in the database in thousands of dollars translated at the exchange rate prevailing
at the balance sheet date of the year.

For our analysis, we used the Stata statistical software package version 13. The test
of our hypothesis required a longitudinal analysis of time-varying indicator values, so
we performed a panel regression analysis of the indicators formed from the financial data
retrieved, which is suitable for separately detecting the time factor and the individual
effects of time-varying unit values on the unit values (Hsiao 2007). The financial margins
formulated in our hypothesis can be reflected in the relative magnitude of difference of
selling and purchasing prices and in changes in the payment concessions given to or
received from business partners. For this reason, we also consider the EBIT (or operating
profit) and the values of the cash cycle as output variables, and we examined the results in
a two-panel regression model.

As one of the output variables in the analysis, the gross profit, according to Equation
(1), is defined in terms of net sales and cost of goods sold, which shows how high the
company can validate sales prices relative to the purchase prices of materials or goods:

Gross Profit = Sales revenue − Cost of goods sold (1)

We expressed the days sales of inventory (DSI), days sales outstanding (DSO) and days
payable outstanding (DPO) as a ratio of inventories, trade receivables and trade payables
to one day’s sales, from which we determined the cash cycle as the other output variable
of the analysis, which depends partly on the length of the period of stock holding time
and partly on the relative size of the bargaining power with both buyers and suppliers, as
described in Equation (2):

Cash cycle = DSI + DSO − DPO (2)

If the company is in a stronger bargaining position both with its customers and its
supplier partners, and assuming that this is reflected not only in prices but also in the
payment discounts granted, the company can typically recover its cash with a shorter DSO
than DPO, while in the opposite case it has to finance its operations partly or mostly from
its own profits or with costly debt financing which refers to higher cash cycle.

In selecting the set of explanatory variables through backward regression, we treated
countries, the presence/absence of R&D and time as dummy variables. For the latter,
we treated as a separate group all companies that produce own developed products and
thus incur R&D costs and those that do not incur such costs because they either produce
only generic products or are engaged in pharmaceutical commercialisation. In the panel
regression, we wanted to filter as control variables:

• The time variable, all factors affecting relative wealth change that are associated with
global changes in the pharmaceutical market, controlled separately for each year under
review;
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• The days sales of inventory or inventory holding period, all factors affecting the cash
cycle that do not depend on the evolution of the size of the bargaining power against
counterparties;

• The value of total assets relative to the same data of the company with the lowest
assets in a given year, which filter the extent of volume effect from the gross profit;

• The market share of the companies, defined as their turnover in a given year;
• And (at examining the Hypothesis 1 and 3) the country variables, which can express

all the macroeconomic factors that improve the gross profitability and market position
of the companies engaged in R&D through public support schemes for R&D activities.

Thus, the regression model described in Equation (3) used for Hypothesis 1:

lg(Gross profit) = β0 + β1lg(DSI) + β2lg(RTA) + β3lg(Share) + β4Activity
+β5Country + β6Year2018 + β7Year2019 + β8Year2020 + ε

(3)

in Equation (4) used for Hypothesis 2:

lg(Gross profit) = β0 + β1lg(DSI) + β2lg(RTA) + β3lg(Share) + β4Activity
+β5Year2018 + β6Year2019 + β7Year2020 + β8USA
+β9Switzerland + β10Germany + ε

(4)

in Equation (5) used for Hypothesis 3:

lg(Cash cycle) = β0 + β1lg(DSI) + β2lg(RTA) + β3lg(Share) + β4Activity
+β5Year2018 + β6Year2019 + β7Year2020 + β8USA
+β9Switzerland + β10Germany + ε

(5)

where DSI indicates the days sales of inventory, RTA shows the relative total assets, while
the activity, each country and each year represents a dummy variable, and ε is an error
term of the model. The correctness of the model is tested by a global F-test, the significance
of the effect of the variables is tested by z-probe with the significance level at 5%, while
the verification of the model assumptions is tested by Kolmogorov–Smirnov test of the
metric parameters. The variables at high measurement level were logarithmised in order to
avoid heteroskedasticity. The basic assumptions for modelling the regression relationship
between the explanatory and outcome variables have been examined and verified, as a
result of which it has been established that the explanatory variables are independent of
each other and that there is no multicollinearity between them (Table 1), that the variances of
the error terms are independent of those of the model variables, that they are not correlated
with each other. The correlation matrix between the explanatory, ratio scale measurement
level variables are shown by Table 1 below:

Table 1. Correlation matrix of variables at high measurement level.

Correlation DSI RTA Share

DSI 1.000
RTA 0.080 1.000

Share −0.010 0.090 1.000
Source: own calculation.

4. Results
4.1. Descriptive Statistical Characterisation of Explanatory Variables

In the descriptive statistical analysis of the data, firstly we examined the statistically
relevant characteristics of the main explanatory variables. If we take into account the
extreme and outlier values, the standard deviation of the inventory ratios, apart from 2018,
although always lower than their arithmetic mean, still indicated overall high enough re-
sults for the latter values to be able to characterise a large number of enterprises statistically
with full confidence, but the comparison of their values gives an interesting picture. The
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only outlier in the total sample of pharmaceutical companies surveyed was the average
value in 2018: the 24% recorded in that year was almost three times higher than in the
other years under review. Striking differences in inventory levels can be observed when
the group of companies that develop and manufacture new medicines is separated from
those that do not engaged in R&D activities: while both groups include companies that do
not maintain safety inventory levels, low inventory levels are more pronounced for large
pharmaceutical companies (also due to the optimal use of the benefits of the just-in-time
system and the common practice of market leaders to minimise inventory costs), but less
so for those performing R&D activities with higher operational risks. This is reflected in
the fact that while more than half of the commercial elements in the sample were able to
demonstrate an inventory level below 5%, only a quarter of those involved in the R&D
segment were able to demonstrate this. However, the interquartile range in the commercial
sample group is much larger, as the data of the eight companies that make up half of it
with inventory levels above 2% had a spectacularly larger dispersion, with those in the
top quarter already having at least 15% of their assets tied up in inventory, and those with
the largest inventory levels increasing their investment in this asset, with the exception
of 2019, until they reached inventory levels of 35% in 2020. In contrast, only a quarter of
R&D-engaged pharma companies had a ratio above 10%, and only a fraction of these held
a fifth or more of their assets in inventory (see on Figure 1).
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The high dispersion of inventory levels in commercial companies in terms of average
DSI can already be observed in the R&D-engaged firms, even if extreme values are not
considered. Although both groups of companies studied had members that were not
forced to hold inventories for reasons of efficiency or demand, this was more the case for
commercial pharmaceutical companies that were better able to apply efficient inventory
holding policies. Even so, half of the latter companies held inventories for less than 10 days
on average until sale and only in 2020—due to the logistical supply problems caused by the
coronavirus epidemic—did this figure rise to over 50 days for the industry players with the
longest DSI (see on Figure 2). On the other hand, in the R&D sector, half of the items in the
sample had a DSI of at least 50 days, while for some R&D-engaged companies, especially in
2018 and 2019, the indicator was three times higher, which may be partly explained by the
nature of the activity, the extended period of drug R&D and the inventorying of chemical
and pharmaceutical raw materials for this purpose, which extended the production cycle.
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The descriptive statistical characteristics of the DSI indicator for each year, indepen-
dently of pharmaceutical market activity, are presented in Table 2 below.

Table 2. Summary of descriptive statistics results of DSI.

Descriptive
Statistical Indicators 2017 2018 2019 2020

Mean 41.133 42.455 43.133 44.983
Standard error 3.420 3.707 3.711 3.691
Median 42.833 42.512 44.795 44.420
Standard deviation 26.711 28.955 28.983 28.829
Variance 713.475 838.395 840.035 831.119
Kurtosis 1.197 2.296 2.138 0.570
Skewness 0.697 1.000 0.983 0.610
Range 130.959 150.034 145.241 127.341
Minimum 0.000 0.000 0.000 0.000
Maximum 130.959 150.034 145.241 127.341

Source: own calculation using Stata.

There is a similar but opposite difference in market share: while commercial com-
panies typically had a turnover of between 0.2% and 2%, R&D companies had a wider
spread, with several of these companies having a global turnover of more than 5% of
the total market. Both groups were characterised by a share of at least 0.2% of the world
pharmaceutical market, with half of the companies surveyed having a share of 1% of the
world pharmaceutical market (see on Figure 3). In addition, a quarter of the players in the
pharmaceutical development sector were able to achieve a world market share of more
than 2%, which only one of the other market players surveyed managed to do. The increase
in DSI was also clearly evident in the final year of the period under review in the group of
companies that carried out the drug improvements.



Economies 2022, 10, 277 10 of 19Economies 2022, 10, x FOR PEER REVIEW 12 of 19 
 

 
Figure 3. Market shares of engaged and non-engaged in R&D pharmaceutical market players, 2017–
2020. Source: own editing using Stata. 

 
Figure 4. RTA of engaged and non-engaged in R&D pharmaceutical market players, 2017–2020. 
Source: own editing using Stata. 

 
Figure 5. Gross profit margins of R&D and non-R&D pharmaceutical market players, 2017–2020. 
Source: own editing using Stata. 

2%

8%

6%

4%

0%

M
ar

ke
t s

ha
re

Engaged in R&D Non-engaged in R&D
2017 2018 2019 2020 2017 2018 2019 2020

0

200

400

600

800

1000

As
se

t m
ul

tip
lie

r

Engaged in R&D Non-engaged in R&D
2017 2018 2019 2020 2017 2018 2019 2020

0%

20%

40%

60%

80%

100%

G
ro

ss
 p

ro
fit

 m
ar

gi
n

Engaged in R&D Non-engaged in R&D
2017 2018 2019 2020 2017 2018 2019 2020

Figure 3. Market shares of engaged and non-engaged in R&D pharmaceutical market players,
2017–2020. Source: own editing using Stata.

The descriptive statistical characteristics of the market share indicator for each year,
independently of pharmaceutical market activity, are presented in Table 3 below.

Table 3. Summary of descriptive statistics results of market shares.

Descriptive
Statistical Indicators 2017 2018 2019 2020

Mean 1.406% 1.405% 1.404% 1.461%
Standard error 0.182% 0.180% 0.179% 0.185%
Median 0.908% 0.894% 0.909% 0.913%
Standard deviation 1.423% 1.404% 1.400% 1.444%
Variance 0.020% 0.020% 0.020% 0.021%
Kurtosis 269.233% 291.959% 275.872% 192.590%
Skewness 167.574% 171.926% 172.740% 154.336%
Range 6.554% 6.552% 6.311% 6.270%
Minimum 0.183% 0.216% 0.256% 0.256%
Maximum 6.738% 6.767% 6.567% 6.526%

Source: own calculation using Stata.

In addition to market turnover, differences in the relative wealth position of market
participants can also affect their ability to rotate their assets profitably and the costs of
holding the same assets. The RTA in the sample showed a very wide variation, while the
average total assets were almost 20 times higher (in 2017 and 2018) and almost 60 times
higher (in 2019) than the wealth of the smallest company, which fell by half in only the last
year under review. The results were skewed by the fact that, two companies (Edwards Life-
sciences Corp., Hologic Inc., Marlborough, MA, USA) had assets that were outstandingly
1000 times higher than the smallest wealth company in the sample in 2019. Aside from the
outliers, there is at most only one order of magnitude difference in total assets between
commercial companies, while the top 25% of development pharma companies have seen
differences of at least 35–40 times as of 2018 (see on Figure 4).
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Figure 4. RTA of engaged and non-engaged in R&D pharmaceutical market players, 2017–2020.
Source: own editing using Stata.

The descriptive statistical characteristics of the RTA indicator for each year, indepen-
dent of pharmaceutical market activity, are presented in Table 4 below.

Table 4. Summary of descriptive statistics results of RTA.

Descriptive
Statistical Indicators 2017 2018 2019 2020

Mean 21.799 23.398 63.787 34.314
Standard error 3.448 3.681 24.948 15.841
Median 11.977 11.667 12.548 9.968
Standard deviation 26.933 28.748 194.849 123.720
Variance 725.391 826.475 37,966.038 15,306.734
Kurtosis 4.555 4.141 23.204 57.305
Skewness 2.092 2.094 4.822 7.467
Range 122.409 116.284 1074.104 969.960
Minimum 1.000 1.000 1.000 0.796
Maximum 123.409 117.284 1075.104 970.756

Source: own calculation using Stata.

4.2. Descriptive Statistical Characterisation of Outcome Variables

If we look at the results of all the pharmaceutical companies studied, the gross profit
on sales was on average half of the sales achieved in almost all years, through the segment
of development companies having higher profitability and a larger weight in the sample.
This average value is more representative of the data than the explanatory variables, since
the dispersion of the data was also 50% of the average, although the spread of that was
twice as large for the R&D segment as for the commercial group. The average gross profit
margin for the whole sample peaked in 2019, while it fell by more than two percentage
points in the following year. In other words, contrary to popular belief, the impact of the
coronavirus epidemic in 2020 did not yet increase, but actually mostly reduced, the profit
margin that manufacturers could apply to the medicines they sold, while the healthcare
sector, which represented a significant part of the uptake market, was burdened with
the management of a well-known epidemic infection that was still marginally treatable
with vaccines at that time. When looking at the whole sample, beside that there were no
companies that could not sell their pharmaceutical inventories at a selling price at least
marginally higher than their purchase price or cost of production, the companies with
the lowest gross profit margin have seen their values steadily decrease. While the least
profitable companies in the trading companies’ group have always performed below a 10%
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profit margin, it is only in 2020 that the values of the worst performing companies in the
R&D group have fallen below this level (see on Figure 5).
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Source: own editing using Stata.

Overall, three quarters of R&D-engaged companies were able to claim at least 40%
gross profit from their customers in all years, which some of the drug commercials, with
one exception, were only able to do in 2018. Among the former, there were large companies
that were able to recover almost twice the direct cost of R&D-engaged medicines, partly
from customers and partly from insurers, in line with that this group is better able to
validate on the competitive advantage of new drug patents to their customers in higher
prices, to compensate for the high R&D costs of the past.

Looking at the full sample, the average length of the cash cycle was between 75 and
85 days, with only one outlier in 2019, which is an outlier from the upward trend over the
whole period, although the least reliable due to a variance that is several times higher than
the average that year. R&D-engaged firms also have to finance their own operations for
longer periods on average due to their typically higher inventory levels and their operating
cycle, but the spread in the length of days for both activity groups, apart from the extremes,
was up to 50 days over the whole period under review. While the commercial sector
needed around 50 days from payment of suppliers to the recovery of trade receivables,
almost all R&D-engaged companies had a higher value, with half of the latter companies
able to continue operating with a cash cycle of at least 80 days, with the value increasing
until 2020 (see on Figure 6). Although the R&D-engaged companies were not able to
convert their competitive advantage, which was guaranteed at institutional level, into a
stronger bargaining position against their competitors on the supplier market, they were
able to finance the resulting higher cash cycle from their higher gross profit. In this respect,
only the year 2020 may have posed a working capital problem for several companies, as
gross profits fell while the cash cycle, to be partly financed from profits, increased. The
higher cash cycle may be explained by the fact that the significantly higher selling price
compared to the cost of production can only be best validated with customers if the DSO
remains unchanged or increases. Apart from one R&D-engaged company, only among
pharmaceutical commercials was it possible to find a company each year that financed
almost its entire business with its suppliers free of charge and had little or no need to
resort to additional, costly sources of financing. At the same time, there was only one drug
developer company that, unlike the others, was able to collect the value of its sales from its
customers in a timely manner, on average more than 3 months before it paid its debts to its
suppliers.
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4.3. Examining the Impact of Factors on the Financial Margin

We used panel regression analysis to examine the nature of the activity within the
industry affect the financial scope of companies and the extent to which the bargaining
power of the industry players. On the one hand, panel data allow us to examine the time-
lagged consequences of certain decisions. On the other hand, the method of data collection,
whereby the same firms are always observed at different points in time, allows us to control
for unobservable characteristics of the cross-sectional units. Running first the fixed-effect
and then the random-effect (GLS) regression model with the model parameters, comparing
the coefficients of determination and correlation of the two models, the values indicating
a stronger correlation were obtained for the random-effect panel regression (0.85), the
difference from the fixed-effect model (0.63) is significant in this respect. The foregoing was
also supported by a comparison of the two types of panel regression with the Hausman
test, which, based on the chi-square test value, showed the use of random-effects regression
to be superior to this test. In addition, the model included two time-independent variables
whose effects on the outcome variable were examined separately: the country of residence
of the companies and whether or not the company invested resources in drug development
(R&D-engaged or not). The latter also justified the abandonment of the fixed-effect model
and the use of a random-effect model.

With the explanatory variables statistically analysed above, the regression model fitted
to the gross profit was found to be reliable. Of the eight explanatory variables included
in the analysis, four variables remained in the model, all of which (together with the
regression constant) significantly (p < 0.05) influenced the evolution of gross profit over
the period under study, which together explained almost 80% of the variance of the same
profit variable. The model explained 85% of the variance between individual panel units
(pharmaceutical companies) and about half of the variance within panel units. While the
RTA and DSI had no effect on gross profitability, a change of one order of magnitude in the
global market share would increase gross profit by more than an increase of two orders of
magnitude and a shift to R&D would increase gross profit significantly for pharmaceutical
companies, all other things being equal. The same was found for the case of years: in 2018,
compared to the previous year, the gross profits of the companies increased significantly in
contrast to other years, but for the country variable the coefficient associated with it was
meaningless. It can be observed that the idiosyncratic effect accounts for 83% of the total
variance, which means that the time variation in the value of each firm is relatively decisive
value. The individual effect, which can only be explained by company specificities, reached
17%.
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In order to interpret the coefficient of the country variable, we also it considered neces-
sary to include each country separately as a dummy variable in the regression model, also
because of the significant effect of the variable. In this case, the overall variance explained
by the explanatory variables in the model was increased by an additional 0.5 percentage
point, so the reliability of the model itself was not significantly affected by the country
factor decomposition. The modified results also show that the share of global industry
turnover increases gross profit the most, but also that the relocates of the main pharma-
ceutical activity to the USA, Germany or Switzerland would have a substantial impact on
gross profit. Since, beyond the latter countries, only Chinese companies were included in
the model, China was not included as a separate explanatory variable in the model: the
results can be interpreted as what would happen if the management decided to relocate its
activity from China to USA, Germany or Switzerland. Thus, the results also show these
countries’ relative “competitiveness” in terms of Chinese companies.

The strength of a company’s bargaining position with other industry players (suppliers,
buyers) can be well characterised by the length of its cash cycle or its shortness. On this
basis, a panel regression model for the cash cycle in terms of days is no longer suitable for
explaining the gross result: the same explanatory variables explained only about 40% of the
variance of the cash cycle overall. The values of the cash cycle did not differ significantly
between the years of the period under study, so that the supply chain difficulties in the last
year even did not cause liquidity problems in the company’s operations to such an extent
that they would have had a detectable impact on the results. Although overall the model
can be considered reliable, as the global F-test statistic took a value below 5% and only the
inventory holding period and the relocation of activity to Switzerland had a significant
effect, this was of low significance in terms of the overall variance.

5. Discussion

Regardless of whether or not they were involved in patent production, the pharma-
ceutical companies surveyed had a relatively stable average DSI of 40–45 days over the
period (see on Table 2). The impact of acquisitions was only observed in 2019, with the
inclusion of companies (engaged and non-engaged in R&D) with assets hundreds of times
larger than the smallest companies, which significantly skewed the RTA averages and
dispersion upwards (see on Table 4). Based on descriptive statistical analysis (see Figure 2),
only R&D-engaged companies those could afford relatively low inventory holding time
could take well-planned orders from their wholesale partners for the mass production of
patented medicines that have passed earlier clinical trials. Although the overall average
market share of the 60% the top 100 pharmaceutical companies with the highest sales
remained stable at 1.4% throughout the period under review (see on Table 3), and only
the emergence of the coronavirus increased it marginally, the companies launching new
medicines were able to gain impressive competitive advantages over their competitors
which were operating without R&D, by exploiting the opportunities offered by patent
rights. Furthermore, although the companies can achieve higher market turnover alongside
R&D activity, they can only do so by investing in significantly larger assets.

In contrast to the first two factors, stronger bargaining power against customers, in
terms of higher margins and gross profits, was more likely to validate if the company had
a relatively higher market turnover than its competitors and thus a higher market share
worldwide. The model results (see on Table 5) also confirm that the significantly higher
operational risk associated with R&D activities is in itself associated with a higher gross
return than if the company were not engaged in R&D activities in the same industry, so
Hypothesis 1 can be accepted as true, which is in line with the findings of Scherer (2001),
Eide et al. (2020) and Basu et al. (2008), for the biotechnology sector too.
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Table 5. The summary results of the random-effects GLS panel regression model. Source: own editing
using Stata. Values of the z-test are given in brackets.

The Examined Hypothesis 1 2 3

Output variable Gross profit Gross profit Cash cycle

DSI 1 0.257
(1.870)

−0.236
(1.700)

0.435 **
(6.33)

RTA 1 0.239
(0.550)

0.019
(0.350)

−0.001
(−0.030)

Share 1 2.158 **
(14.990)

2.09 **
(13.840)

−0.022
(−0.290)

Activity 0.969 **
(5.640)

0.957 **
(5.520)

0.090
(0.900)

Country −0.365 **
(−7.000) - -

to USA - 1.155 **
(6.93)

0.006
(0.070)

Coefficiens to Switzerland - 1.138 **
(4.01)

−0.551 **
(−3.220)

to Germany - 0.631 *
(2.51)

−0.089
(−0.590)

for 2018 0.089 *
(2.380)

0.089 *
(2.420)

−0.001
(−0.010)

for 2019 0.014
(0.390)

0.015
(0.420)

0.004
(0.340)

for 2020 −0.0375
(−0.970)

−0.037
(−0.970)

0.006
(0.043)

Constant −12.246
(33.370)

10.609 **
(24.440)

1.114
(5.060)

Within the units 0.268 0.269 0.163

R-square Between the
units 0.865 0.869 0.419

Overall 0.851 0.856 0.409

Global F-test
statistic

SSR 378.078 379.316 14.273

SSE 60.858 59.621 19.001

F-value 182.491 148.238 17.502

p-value 0.000 0.000 0.000
1 Control variables. * p-value is less than 0.05. ** p-value is less than 0.005.

The summary results of the GLS panel regression are presented in Table 5 below.
Although there were significant differences in the financial flexibility of groups en-

gaged in double-examined sectoral activity in each examined country, the role of different
accounting systems is non-exclusive because in other cases there would not be the same
significant impact on profit if companies relocate their activity to USA (where US GAAP
is used) or to Switzerland (where IFRS is used). The difference is partly explained by
only the effect of the EU R&D support policy, which would lead to a significant extent
in the difference between USA and Swiss companies in favour of the USA (referring to
the stronger European regulations also mentioned by Abbott and Vernon 2007; Eger and
Mahlich 2014). Consequently, the difference in the US case can be explained not only by the
distortions introduced by the different accounting system (required cost accounting of R&D
expenditures as incurred and much opportunity) but also by the different administrative
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requirements and regulatory framework for the approval of R&D, thus Hypothesis 2 can be
accepted as true, in line with the findings and results of Helfert (2001) and Pammolli et al.
(2011). Although several studies have shown a positive relationship between company size
and profitability (Madhavi and Nageswara 2017; Endri et al. 2020b; Islam and Khan 2019),
this was not confirmed by the results of this analysis in terms of gross profit.

In this study, the gross profit indicator was not considered as a strictly profitability
indicator but as an indicator of the strength of the enforcement of market prices against
business partners, while other factors influencing it (company size, inventory level) were
filtered out in our statistical model by means of control variables. However, the differences
in these gross profits were not reflected in the cash cycle indicators similarly influenced
by the strength of company’s market power, which forces us to reject Hypothesis 3 on this
issue. This supports the results of Chowdhury et al. (2018) in the sense that while a strong
positive effect would be indicated for the DPO, this could be neutralized by the negative
relationship also shown by the author for the operating cycle.

It is clear from data that those large companies that manufacture only generic medicines
would incur higher costs to launch drug research and development projects per se, but
would also gain greater self-financing capacity and financial flexibility through the gross
profit they would generate in the long run. Although the narrow range of potential input
suppliers and their liquidity situation limit the possibility of financing their operations with
them for a longer period (leading to a shorter cash cycle), their higher profit-generating
capacity can compensate for this. As some of the necessary know-how and industrial
contacts are also present in these manufacturing firms compared to other industries, it
would be advisable for governments in highly developed countries to allow and encourage
these companies to start R&D projects using additional fiscal instruments and development
policy subsidies, and in Europe by easing legal regulations. In the longer term, the higher
value added by companies would thus also lead to higher GDP at the level of the national
economy.

6. Conclusions

The results of the model suggest that the gross profitability of firms with high DSI is
not significantly worse than that of companies with efficient inventory management, and
that company size did not affect the level of prices charged to customers or the level of sales
volume and hence profitability. The different size of the companies’ assets was therefore
not able to play a role as a control variable on the development of gross profit in dollar
terms (and thus directly influenced by the level of sales volume). The impact of this and of
the DSI (through the cost elements associated with it) would be statistically most apparent
if the profit variable were replaced by operating profit (EBIT), taking into account selling
and administrative expenses, instead of gross profit, although the evolution of the market
position, which is the focus of this study, would be less likely to sharply affect this.

Our findings from the panel regression analysis are that while the gross profit was
significantly influenced by the type of activity within the industry, the statement of the cash
cycle as a margin for operational financing is no longer justified. Beside from this, if we
de-composite the country factor in the model, pharmaceutical companies gain the most
profit surplus, and if they decide to relocate their activity to USA from another country.
However, in Europe the GDP advantage of Germany against Switzerland is eliminated
within this industry; however, results better reflect the ranking of countries in terms of GDP
per capita. The cash cycle values for all industry players were more likely to be influenced
by the other two factors; DSO, which reflects the bargaining power with customers, and
DPO, which reflects the effects of agreements with suppliers. We believe that the results
of this study can contribute not only to the development decisions of smaller companies,
but also to the R&D supporting economic policy decisions of political actors in developed
countries.

However, the conclusions from the results are valid only with several limitations due to
the database and methodology used. Some of our conclusions are over-generalised for firms
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belonging to different size classes and/or different industry clusters. In addition to other
large-scale longitudinal studies, this study does not directly examine firm-level outcomes.
The studied pharmaceutical companies were limited to the top pharmaceutical companies
worldwide, which, although overall responsible for a not insignificant share of the global
market turnover, showed extrapolatable results for the whole industry as benchmark
companies, but the conclusions from the model would certainly be shaded by the inclusion
of a broader set of large companies globally in the database under investigation. The same is
true for the period under study, the results for the last year of which may have been strongly
biased by the epidemic situation through logistics and demand for industry products. The
time period of the years examined was limited by the fact that several companies in the
sample did not yet have available financial data for 2021. It was a methodological constraint
that the reliability of the panel regression model was met if the outcome variable was gross
profit expressed in dollars rather than as a ratio, so that the strength of the bargaining
position with business partners (profit margin) could not be inferred on its own, but only
on its value when considered in conjunction with sales levels, which required the inclusion
of many control variables into the model. Future research can focus on the extension of this
results to all listed companies in all countries, and over a longer period of time, including
the years following the epidemic, using size scaling and quantile regression.

Author Contributions: Conceptualization, I.O.; methodology, G.T.; software, G.T.; validation, G.T.,
I.O. and Z.B.; formal analysis, G.T.; investigation, I.O. and G.T.; resources, Z.B.; data curation, J.F.;
writing—original draft preparation, G.T.; writing—review and editing, G.T.; visualization, G.T.;
supervision, J.F.; project administration, J.F.; funding acquisition, Z.B. All authors have read and
agreed to the published version of the manuscript.

Funding: Economic Development and Innovation Operational Programme: GINOP-2.3.4-15-2020-
00008.

Informed Consent Statement: Not applicable.

Data Availability Statement: https://www.wsj.com/market-data/quotes/company-list/sector/
pharmaceuticals/1 (accessed on 20 July 2022).

Conflicts of Interest: The funders had no role in the design of the study; in the collection, analyses,
or interpretation of data; in the writing of the manuscript; or in the decision to publish the results.

References
Abbott, Thomas A., and John A. Vernon. 2007. The cost of US pharmaceutical price regulation: A financial simulation model of R&D

decisions. Managerial and Decision Economics 28: 293–306. [CrossRef]
Akcigit, Ufuk, Wenjie Chen, Federico J. Díez, Romain Duval, Philipp Engler, Jiayue Fan, Chiara Maggi, Marina M. Tavares, Daniel

Schwarz, Ippei Shibata, and et al. 2021. Rising Corporate Market Power: Emerging Policy Issues. IMF Staff Discussion Note.
Washington, DC: International Monetary Fund, pp. 12–13.

Amir, Eli, Yanling Guan, and Gilad Livne. 2006. The Association of R&D and Capital Expenditures with Subsequent Earnings
Variability. Journal of Business Finance & Accounting 34: 222–46. [CrossRef]

Artz, Kendall W., Patricia M. Norman, Donald E. Hatfield, and Laura B. Cardinal. 2010. A Longitudinal Study of the Impact of R&D,
Patents, and Product Innovation on Firm Performance. Journal of Product Innovation Management 27: 725–40.

Basu, Prabir, Girish Joglekar, Saket Rai, Pradeep Suresh, and John Vernon. 2008. Analysis of manufacturing costs in pharmaceutical
companies. Journal of Pharmaceutical Innovation 3: 30–40. [CrossRef]

Boisjoly, Russell P., Thomas E. Conine Jr., and Michael McDonald. 2020. Working capital management: Financial and valuation impacts.
Journal of Business Research 108: 1–8. [CrossRef]

Chang, Hsu-Ling, and Chi-Wei Su. 2010. Is R&D Always Beneficial? Review of Pacific Basin Financial Markets and Policies 13: 157–74.
[CrossRef]

Chowdhury, A. Yeaseen, Mohammad Zahedul Alam, Sabiha Sultana, and Md. Kaysher Hamid. 2018. Impact of working capital
management on profitability: A case study on pharmaceutical companies of Bangladesh. Journal of Economics, Business and
Management 6: 27–35. [CrossRef]

Cockburn, Iain M. 2007. Is the pharmaceutical industry in a productivity crisis? Innovation policy and the economy. Innovation Policy
and the Economy 7: 1–32. [CrossRef]

Dhanora, Madan, Ruchi Sharma, and Qayoom Khachoo. 2018. Non-linear impact of product and process innovations on market power:
A theoretical and empirical investigation. Economic Modelling 70: 67–77. [CrossRef]

https://www.wsj.com/market-data/quotes/company-list/sector/pharmaceuticals/1
https://www.wsj.com/market-data/quotes/company-list/sector/pharmaceuticals/1
http://doi.org/10.1002/mde.1342
http://doi.org/10.1111/j.1468-5957.2006.00651.x
http://doi.org/10.1007/s12247-008-9024-4
http://doi.org/10.1016/j.jbusres.2019.09.025
http://doi.org/10.1142/S0219091510001809
http://doi.org/10.18178/joebm.2018.6.1.546
http://doi.org/10.1086/ipe.7.25056188
http://doi.org/10.1016/j.econmod.2017.10.010


Economies 2022, 10, 277 18 of 19

Dhanora, Madan, Ruchi Sharma, and Walker G. Park. 2020. Technological Innovations and Market Power: A study of Indian
Pharmaceutical Industry. Millennial Asia 12: 5–34. [CrossRef]

Dickson, Michael, and Jean Paul Gagnon. 2004. Key Factors In The Rising Cost Of New Drug Discovery and Development. Nature
Reviews, Drug Discovery 3: 417–29. [CrossRef] [PubMed]

DiMasi, Joseph A., Henry G. Grabowski, and Ronald W. Hansen. 2016. Innovation in the pharmaceutical industry: New estimates of
R&D costs. Journal of Health Economics 47: 20–33. [CrossRef] [PubMed]

Eger, Stephan, and Jörg C. Mahlich. 2014. Pharmaceutical regulation in Europe and its impact on corporate R&D. Health Economics
Review 4: 23. [CrossRef] [PubMed]

Eide, Lars Stemland, Jonas Erraia, and Gjermund Grimsby. 2020. Industry Concentration and Profitability in Europe: The Case of
Norway. Jahrbücher für Nationalökonomie und Statistik 241: 577–622. [CrossRef]

Endri, Endri, Desi Susanti, Lamminar Hutabarat, Torang P. Simanjuntak, and Susi Handayani. 2020a. Financial Performance Evaluation:
Empirical Evidence of Pharmaceutical Companies in Indonesia. Systematic Reviews in Pharmacy 11: 803–16. [CrossRef]

Endri, Endri, Desi Susanti Lisdawati, Luqman Hakim, and Sugianto Sugianto. 2020b. Determinants of Profitability: Evidence of the
Pharmaceutical Industry in Indonesia. Systematic Reviews in Pharmacy 11: 587–97. [CrossRef]

Fairfield, Patricia M., and Teri Lombardi Yohn. 2001. Using Asset Turnover and Profit Margin to Forecast Changes in Profitability.
Review of Accounting Studies 6: 371–85. [CrossRef]

Fernandez-López, Sara, David Rodeiro-Pazos, and Lucía Rey-Ares. 2020. Effects of working capital management on firms’ profitability:
Evidence from cheese-producing companies. Agribusiness 36: 770–91. [CrossRef]

Finkler, Steven A., Daniel L. Smith, and Thad D. Calabrese. 2019. Financial Management for Public, Health, and Not-for-Profit Organizations.
London: SAGE Publications Ltd., p. 504.

Freihat, Abdel Razaq F., and Raed Kanakriyah. 2017. Impact of R&D Expenditure on Financial Performance: Jordanian Evidence.
European Journal of Business and Management 9: 73–83.

Helfert, Eric A. 2001. Financial Analysis: Tools and Techniques: A Guide for Managers. New York: McGraw-Hill, pp. 21–57. [CrossRef]
Henry, David, and Joel Lexchin. 2002. The pharmaceutical industry as a medicines provider. The Lancet 360: 1590–95. [CrossRef]
Hsiao, Cheng. 2007. Panel Data Analysis—Advantages and challenges. Test 16: 1–22. [CrossRef]
Islam, Shahidul, and Muhammad Saifuddin Khan. 2019. The Determinants of Profitability of the Pharmaceutical Industry of

Bangladesh: A Random Effect Analysis. International Journal of Financial Research 10: 68–74. [CrossRef]
Ittelson, Thomas. 2009. Financial Statements: A Step-by-Step Guide to Understanding and Creating Financial Reports. New York: McGraw-

Hill, pp. 193–207.
Kovács, Zsuzsanna Ilona, and Edit Lippai-Makra. 2018. Innovation and sustainability: Disclosure practices of hungarian pharmaceutical

companies. Journal of Accounting and Management 8: 129–40.
Kremer, Michael. 2002. Pharmaceuticals and the Developing World. Journal of Economic Perspectives 16: 67–90. [CrossRef]
Lanjouw, Jean O. 2002. Intellectual property and the availability of pharmaceuticals in poor countries. Innovation Policy and the Economy

3: 1–41.
Madhavi, Latha, and Siva Rao Nageswara. 2017. Determinants of Profitability: Evidence from Listed Companies in the BSE-FMCG.

International Journal of Economic Perspectives 11: 1264–72.
Mahlich, Jörg, and Burcin Yurtoglu. 2018. Returns on different types of investment in the global pharmaceutical industry. Managerial

and Decision Economics 40: 16–36. [CrossRef]
Nord, Lawrence J. 2011. R&D Investment Link to Profitability: A Pharmaceutical Industry Evaluation. Undergraduate Economic Review

8: 1–14.
Pammolli, Fabio, Laura Magazzini, and Massimo Riccaboni. 2011. The productivity crisis in pharmaceutical R&D. Nature Reviews,

Drug Discovery 10: 428–38. [CrossRef]
Paul, Steven M., Daniel S. Mytelka, Cristopher T. Dunwiddie, Charles C. Persinger, Bernard H. Munos, Stacy R. Lindborg, and Aaron L.

Schach. 2010. How to improve R&D productivity: The pharmaceutical industry’s grand challenge. Nature Reviews, Drug Discovery
9: 203–14. [CrossRef]
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