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Abstract: In the field of education, investigating the relationships between different majors in
universities is an important topic in current educational research. The application of social networks
from informatics provides new opportunities and potentials for the field of education. Due to the
complexity of social interactions, the social network connections surrounding individuals exert a
significant influence on their daily decision-making processes. This paper aims to introduce the social
network and influence analysis theories from informatics into the field of education, regarding major
as a variable, and comparing and analyzing the influence relationships between majors. An empirical
study was conducted, involving the collection of questionnaire data on graduates’ evaluations
of various aspects of their university experiences across different majors. The evolution of this
model follows the DeGroot opinion dynamics with the inclusion of stubborn nodes. By defining
leader majors and general majors based on the data and modeling the questionnaire data as the
outcome of a discrete random process, an influence matrix is ultimately generated through the
opinion dynamic model. Through this modeling approach, we revealed the underlying influence
relationships between different disciplines (majors). These findings provide schools with insights to
adjust the directions of discipline cultivation, and offer new perspectives and methods for the study
of majors in higher education.

Keywords: higher education; major similarity; data mining; influence matrix; influence analysis;
opinion dynamics model; social network

1. Introduction

As students begin their journey towards higher education, choosing a college major is
one of the most critical decisions that students have to make during their academic journey.
It not only shapes their careers but also the quality of life they lead in the future. However,
different university majors come with different challenges, skills, and opportunities. Some-
times students may make the wrong choices, leading to dissatisfaction and uncertainty
after graduation [1]. These wrong choices may stem from their inadequate understanding
of those majors, as there are clear differences and similarities in subject knowledge, skill
development, and employment direction among disciplines and majors [2]. Therefore,
analysis and research on the connections between different majors is of significant impor-
tance in promoting students’ comprehensive development and enhancing the quality of
education [3].

A major similarity study that compares and contrasts several majors may help students
narrow down their choices, choose a major that is the best fit for them, and adapt to the
requirements of different disciplines (majors). In addition, educational institutions could
also optimize their teaching strategies and curriculum design more effectively [4]. Moreover,
as the economy changes and new professions emerge, certain majors may become more
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lucrative than others. A major similarity study can examine how majors adapt to these
changes, such as adding new courses or emphasizing certain skills [5,6].

Traditionally, a university major similarity study would compare the required courses,
career paths, and overall curriculum of two or more majors, and thus provide insights into the
majors’ similarities from the alumni’s viewpoint to help prospective students make informed
decisions about their major choices. However, such traditional educational research mainly
relies on methods such as questionnaire surveys and statistical analysis [7,8]. In practice, the
questionnaire survey method usually requires the involvement of domain experts to design
appropriate questions, and the general statistical analysis usually falls short when conducting
an influence analysis between different majors. Therefore, we hope to apply informatics
technology to the field of education and provide new insights for professional similarity
research from a new perspective.

This work aims to employ data mining technology for modeling and analyzing edu-
cational influence using school datasets. Data mining, as an interdisciplinary field, serves
the purpose of extracting valuable information from vast amounts of data and unraveling
underlying patterns that aid decision makers in adjusting market strategies, mitigating risks,
and making informed decisions. Its applications span across diverse domains such as data
statistics, market analysis, and production management. In the context of education, specific
scenarios exist in which data mining finds relevance and practical application [9–13]. In [13],
the author proposed a combined approach of social network analysis and educational data
mining, which was used to study the impact of communication networks, behavior networks,
and the combination of these two networks on students’ academic performance. This kind of
related research makes people aware of the importance of social networks.

A social network refers to a collection of points (social actors) and edges between
points (relationships between actors). The analysis of a social network focuses on the
relationships between the social actors; the patterns of which would affect the actors’
actions [14]. Estimating the influence matrix of a social network is very challenging research.
In the domain of social network analysis, matrices offer a viable approach for representing
the intricate structures of social networks [15]. Within these matrices, the elements serve to
signify the connections or ties that exist between actors. Graphical depictions of networks
can incorporate weighted edges, with the elements within matrices assuming values that
reflect the strength of the relationships between actors. Previous research endeavors have
predominantly focused on extracting the node reputations within the network. The edges of
the network can be effectively expressed as the relationships between nodes, encompassing
various forms such as “agreement”, “voting”, and “recommendation” [16]. In this work,
we will apply an informatics social network technique to the school questionnaire data
to analyze the underlying influence relationships between different majors. Specifically,
our survey responses have been gathered from graduates of a liberal arts University in
Hong Kong. The objective of this survey is to capture alumni’s opinions regarding the
quality of courses and the learning environment offered by their alma mater. Drawing
upon this data, the majors offered at the University are considered as nodes within a social
network. By defining leader majors and general majors based on the data and modeling
the questionnaire data as the outcome of a discrete random process, an influence matrix
is ultimately generated through the opinion dynamic model. The focus of our research
is to explore and analyze the profound interconnections between majors from a novel
perspective by mining this data set.

2. Overview of Data Model

In 1974, DeGroot proposed a viewpoint dynamics model that explains how team
members converge their opinions and adjust their own opinion distributions to reach
consensus after gaining knowledge of the subjective opinions of other members [17]. It is
postulated that a latent dynamic process precedes the completion of the questionnaire by the
graduates. Within this process, alterations in the opinions of certain majors can impact the
opinions of corresponding majors reflected in the questionnaire, thus exerting an influence
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on the opinions of other majors. This is consistent with the idea of the DeGroot model.
According to the DeGroot model, interactions between users would ultimately make the
whole group tend to be consistent. Some scholars proposed a simple but insightful opinion
dynamics model based on the DeGroot model [18,19], which examined the traditional
first-order opinion consensus algorithm with a static symbolic interaction graph.

Our previous work [20] proposed an opinion dynamic model which introduced the
concept of opinion leaders into the DeGroot model. Wu et al. found that, even with the
inclusion of opinion leaders, the process of opinion convergence still occurs. However, the
introduction of opinion leaders leads to a divergence in the opinions of the group on specific
topics, rather than achieving consensus among the nodes. It has been proven that, if we can
reach the steady-state opinion distribution of nodes, the model could accurately mine the
influence between nodes. In our work, we would integrate the opinions of students in the
same major to obtain the opinion distribution of this major through the tensor dimension
reduction. In other words, by using tensor dimension reduction, each major could be regarded
as a vector. Some majors will be regarded as leader majors, also called stubborn nodes in
the social graph, whose opinions cannot be swayed by other nodes [20–22]. Due to historical
reasons or their own characteristics, the leader majors have a huge impact on other majors
and will dominate the DeGroot public opinion dynamic model, as they are often the ones who
influence the opinions of others and are rarely affected by other majors. By employing tensor
dimension reduction and defining opinion leaders, the opinion distributions of each major
would be extracted from the questionnaire data, and the final influence matrix among different
disciplines (majors) would be generated through the opinion dynamics model.

2.1. Tensor

In computer science, it is essential to store such data in appropriate structures. For
instance, images can be treated as two-dimensional arrays composed of pixels, with each
pixel represented by a triple which denotes the RGB values. For instance, an image can be
transformed into a higher-order array, as depicted in Figure 1. While scalars, vectors, and
matrices can be considered as special cases of tensors, tensors are primarily used to store
high-order arrays [23]. Figure 2 illustrates that scalars are zero-order tensors, and vectors
are first-order tensors.

Figure 1. Each pixel could be considered as a triple composed of RGB.

Figure 2. A tensor is an N-dimensional array of data.
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In reality, a substantial portion of the data we encounter consist of high-dimensional
tensors. For instance, videos encompass temporal, visual, and auditory information. Images
can be regarded as three-dimensional tensors, resulting in videos being represented as
five-dimensional tensors. Processing high-dimensional tensors is more complex compared
to low-dimensional tensors due to the involvement of time and increased computational
requirements. To address this, we employ dimensionality reduction techniques by mapping
certain dimensions onto others [24], thereby reducing the tensor’s overall dimensions.
One simple approach for dimensionality reduction is multiplying a tensor with a vector,
resulting in a lower-dimensional tensor, as shown in Figure 3.

Figure 3. Multiply tensor and vector to reduce the dimension.

There are various methods which can reduce the dimensions of a tensor and other
ways to save the information from data. To reduce the storage burden, [25] proposes a
novel use of the row-product random matrices in random projection, which is called Tensor
Random Projection (TRP), formed as the Khatri–Rao product of a list of smaller dimension-
reduction maps. In [26], the author proposed a dimension-adaptive quadrature method
to reduce the dimensions of tensor automatically. In [27], the author uses nonnegative
Tucker decomposition (NTD), which obtains a set of smaller core tensors by finding a set
of common projection matrices of tensor objects, and finally accomplishes the dimension
reduction of tensors.

2.2. Opinion Dynamic Model

By using the method introduced in the previous section, the opinion vector of each
key point can be obtained based on the answers to the questionnaire. Subsequently, we can
introduce the DeGroot opinion dynamic model by incorporating stubborn nodes to infer
the influence matrix based on node opinions.

The opinion dynamic model assumes that, within a group, members possess an initial
opinion pertaining to a specific topic, referred to as the “initial state”. Upon assimilating
the opinions of other group members, a weighted aggregation approach is employed to
incorporate diverse perspectives, resulting in the adjustment of one’s own opinion on the
topic. This process can be conceptualized as a form of opinion integration. Eventually, each
member’s opinion converges to a state of equilibrium, known as the “steady state”. This
process from the “initial state” to the “steady state” represents how group members gather
the opinions of others, alter their opinion distributions, and ultimately attain consensus by
learning from the subjective opinions of fellow members. In the model proposed by Wu
et al., after adding opinion leaders to the DeGroot model, the opinion dynamic process can
still converge and the steady states will be decided by the opinion leaders. We will utilize
this property to analyze how the leader majors affect other majors in the university system.

Within the university context, it is evident that different majors have different opinions
on the same questionnaire. Moreover, it is important to recognize that these opinions are
not entirely independent but rather influenced by majors that are closely aligned with their
respective fields of study. Consequently, we assume that there is an underlying interactive
process before each major fills out their questionnaire. In this process, each major will be
influenced by some of the other majors to change their initial opinions, and finally form
their own opinions which are then presented in the questionnaire.

We therefore consider the majors in the university as nodes in the network. We define
the opinion matrix of N nodes at time t as X ∈ RN×K, whose K represents the dimension of
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the majors’ opinion vector on a specific topic in the questionnaire. In our model there are
two kinds of nodes, i.e., there are Ns stubborn nodes (corresponding to the leader majors)
and Nn non-stubborn nodes (corresponding to the normal majors). Then, the opinion
matrix X can be expressed as Z ∈ RNs×K and Y ∈ RNn×K, respectively.

X =

[
Z
Y

]
, (1)

where Z ∈ RNs×K and Y ∈ RNn×K represents the opinions of K parameters for stubborn
nodes and non-stubborn nodes. Since the stubborn nodes are not affected by the other
nodes in the network, we define the influence matrix among these majors as W ∈ RN×N.

W =

[
INs 0
B D

]
, (2)

where W is a stochastic matrix, i.e.,∑j Wij = 1 for every i; B ∈ RNn×Ns represents the
influence of stubborn nodes on non-stubborn nodes, and D ∈ RNs×Ns represents the mutual
influence among the non-stubborn nodes. After that, our primary task is to calculate matrix
B and matrix D by observing the nodes’ opinions at their steady state.

The process of opinion diffusion among N members within a group on K topics at
each time point in the discussion stage can be expressed as:

Xt = WXt−1, t = 1, 2, . . . (3)

Herein, we made the same assumption as that made in [20,28,29]: that the network
corresponding to W is connected. Then, after the recursion, there will eventually be a
steady state X∞. In this way, the underlying interactive process can be written as:

X∞ = lim
t→∞

Xt = lim
t→∞

WtX0 (4)

According to the division matrix multiplication principle, we can obtain:

lim
t→∞

Wt =

[
INs 0

(I − D)−1B 0

]
. (5)

As the opinions of the stubborn nodes in the network will not change throughout the
whole process, i.e., lim

t→∞
Zt = Z0, we then substitute Equation (5) into Equation (2) to obtain:

lim
t→∞

Yt = (I − D)−1·B· lim
t→∞

Zt. (6)

Then, we replace the lim
t→∞

Yt with Y and the lim
t→∞

Zt with Z to obtain:

Y = (I − D)−1·B·Z. (7)

In order to solve B and D, we need to construct a linear least-square fitting problem
with regularization terms. The goal is to minimize the objective function:

minB≥0, D≥0ρ∥(I − D)Y − BZ∥2
F + ∥[B, D]∥1

s.t (B + D)1 = 1
diag(D) = ↕

(8)

where ρ is a parameter, which can be used to adjust the punishment of an L1 regular
term ∥ [B D] ∥1 to prevent over fitting, ↕ is a self-trust prior of the normal nodes, which
represents the degree to which a node is susceptible to influence. A higher confidence
indicates a lesser susceptibility to the influence of other nodes. When ρ is smaller, the
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sparsity of the solution will be higher, which makes the network structure in the model
sparse and adapt to the real social network scene. The operator diag(·) represents taking
out the diagonal elements of the matrix and forming a vector. We can solve Problem (8) by
using the CVX toolbox [30].

3. Material and Methods

This study utilizes the secondary dataset derived from the questionnaire (see Ap-
pendix A) administered and provided by the University over a span of ten project cycles
between 2002 and 2020. The survey, conducted biennially, aims to assess the perspectives
of alumni regarding the quality of programs and the learning environment at the Univer-
sity. The data collection process involved the utilization of online platforms and postal
mail questionnaires. The target respondents for the survey were recent graduates of the
University, with a focus on those who had graduated within the preceding five years. Key
areas of investigation included in the questionnaire are:

1. Level of importance of different skills and competencies obtained at the University
for the alumni in the working environment.

2. Level of satisfaction with the education the University provided in terms of nurturing
different skills and competencies of students.

3. Alumni’s learning and living experiences at school, and views on supporting staff.
4. Alumni’s anonymous job information and their engagement with the University

after graduation.

A diverse range of over 30 majors actively engaged with and participated in this
survey. The University, in its pursuit to comprehend the perspectives of its recent alumni
regarding the quality of its programs and the learning environment, diligently conducts a
biennial survey. The invaluable data collected through this survey will play a pivotal role
in facilitating the university’s ongoing endeavors to enhance the design of its programs. By
leveraging this information, the University aims to equip future students with the essential
skills and knowledge required to adeptly tackle the multifaceted challenges arising from
the dynamic and ever-evolving demands of the twenty-first century.

This section can be divided by subheadings. It should provide a concise and precise
description of the experimental result and their interpretation, as well as the experimental
conclusions that can be drawn.

3.1. Data Preprocessing

Due to the dynamic nature of the questionnaire, which involves the addition and
deletion of questions in each iteration, the dataset collected exhibits inherent differences.
Consequently, it is imperative to preprocess the collected data before direct utilization due
to the presence of numerous missing values and extraneous information. Questions that
lack over 15% of responses were excluded from further analysis.

Moreover, considering the research objective of investigating potential interdepen-
dencies among majors through questionnaire completion, specific questions related to
demographic information, such as “company size”, “current salary” and “industry”, were
deemed irrelevant, as they do not involve any deliberation process prior to questionnaire
completion. Additionally, questions that lack variation in response options were removed
as imputing missing values and generating meaningful matrix values becomes challenging
in such scenarios.

Following the aforementioned steps, a set of 53 questions (highlighted in yellow in
Appendix A) with few missing values was selected as the pertinent information. Subse-
quently, to ensure the accuracy of results, graduate data containing more than 20% missing
responses were excluded. However, even after these measures, the dataset may still have
contained certain missing or invalid values, which were subsequently filled using the mode
as it represented the most common selection among users for such issues. Furthermore,
graduates who failed to provide their student numbers or filled “Others” in the “Major”
option were excluded from the study, and we retained only the samples from the specific
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29 options for majors provided on the questionnaire. Finally, we obtained 6090 samples
from a total of 6771 questionnaire responses. The graduate data corresponding to each
major were integrated separately based on the major number, resulting in the creation of
29 distinct matrices of graduate data.

3.2. Selection of the Leader Major

In the process of selecting leaders in the group, we believe that influential members
should be more capable, have more resources, or be able to lead more members. Hence,
we can identify leaders and normal members by evaluating their leadership skills or the
number of resources that he possesses. Considering the characteristics of the data set, this
experiment chose the latter method. That is, majors with a larger number of students
are designated as “leadership majors” as they are more cohesive, have firmer opinions,
and are less susceptible to external influences from other majors. Conversely, majors with
smaller graduate populations are deemed as general majors, as they are more prone to
being influenced by the opinions of other majors. We had a total of 29 majors. We therefore
allocated the leader majors and the normal majors according to the ratio of 1:3 (this is
also a proper ratio for which Problem (8) can be successfully solved [22]). Therefore, we
chose the 7 majors with the largest number of students, namely Chinese, Cultural Studies,
Translation, Accounting, Human Resource Management, Marketing, and Contemporary
Social Issues and Policy, as our leader majors, and the other majors were classified as the
normal majors.

3.3. Extraction of Majors’ Opinion Vector

The data can be viewed as a tensor, with the three dimensions representing major,
graduates, and questionnaire answers, respectively. In order to reduce the complexity of
the model, the dimension of the tensor data needs to be reduced first. In Section 2, a simple
method of tensor dimension reduction is introduced. The dimension of the data could
be reduced by multiplying the tensor and the vector. Since the data do not contain any
individual-specific information about graduates, each graduate was treated as an equal
entity. Therefore, the length of our vector is L, and each element is 1/L, where L is the
number of students corresponding to each major. This approach enables us to accord equal
weight to the opinions of students within the same major. Ultimately, the opinions of
students in the same major could be integrated to obtain the opinion distribution of this
major through the tensor dimension reduction. The opinion matrix, composed of majors
and questionnaire questions, can be obtained by splicing the opinion vectors of each major
obtained in the previous section. The vertical axis represents majors, and the horizontal
axis represents their responses to various questions. In order to mitigate overfitting and
obtain sparser solutions that are more suitable for real-world scenarios, the parameter ρ
is set to 0.9 and the confidence parameter ↕ of normal nodes is set to 0.25 to achieve a
good training performance. To solve this optimization problem, we can directly utilize
the well-established numerical computing software MATLAB (version 2.0) along with the
corresponding optimization toolbox, CVX [30]. We could ultimately obtain the optimal
solution and output the figure of influence matrix by the function “imagesc” in MATLAB.
The “imagesc” function converts the values in the matrix to different colors and paints
them at the corresponding positions on the coordinate axis. The brighter positions denote a
larger value in the influence matrix we plotted.

4. Results

Figure 4 illustrates the influence matrix derived using the aforementioned methodol-
ogy. The index range of one to seven corresponds to leading majors, while the index range
of eight to twenty-nine represents general majors. Based on the color bar on the right and
the darkness of the highlighted part in the figure, we can observe the degree of influence
between majors. Generally speaking, if the research content of two majors is more relevant,
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the influence between them will be greater. A comprehensive analysis of our experimental
results also further demonstrates this conclusion.

Figure 4. The influence matrix among majors.

Based on Figure 4, it can be deduced and analyzed that considerable reciprocal in-
fluence exists among majors that share similarities. The findings indicate the presence of
mutual influence between Contemporary English Studies and Contemporary English and
Education as shown in Figure 5. Specifically, the impact of Contemporary English Studies
on Contemporary English and Education appears to be more pronounced. There clear
similarities exist between these two majors from the perspective of disciplinary characteris-
tic and objective, which may contribute to the substantial influence relationship observed
between them.

Figure 5. The first example of the influence matrix: the mutual influence among similar majors.

Furthermore, Marketing evidently exerts influence on Logistics and Decision Science.
Marketing places emphasis on areas such as consumer behavior, market research, and
market positioning, which align with the decision science and analytical techniques em-
ployed in Logistics and Decision Science. This alignment facilitates the formulation of
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effective marketing strategies and decisions. Hence, the noteworthy impact of Marketing
on Logistics and Decision Science is not surprising. In general, these majors demonstrate a
significant level of similarity with one another.

The marked influence of Accounting on Information Systems can be observed in
Figure 6. It is widely acknowledged that graduates majoring in accounting frequently en-
counter information systems in their professional endeavors, as they are adept at managing
and auditing complex systems as part of their responsibilities in the workplace. Conversely,
graduates majoring in Information Systems often engage in the establishment of compre-
hensive information systems and the management of databases as integral components of
their jobs’ requirements. As such, the interconnectedness between these two majors is to
be expected.

Figure 6. The second example of the influence matrix: the mutual influence among related majors.

Additionally, the results indicate that both International Studies and Economics have
an influence on Political Science. It is universally acknowledged that economics and poli-
tics are inseparable, and the study of international relations cannot be separated from the
support of political science. This logical connection is reflected in the influence exerted
by these two majors. However, the influence of Political Science on Economics and Inter-
national Studies is relatively less pronounced in Figure 6, yet they all belong to School of
Social Science. Based on this result, universities can consider strengthening the connections
between these three majors in various aspects.

To visualize the influence relationships among the majors at the University, we em-
ployed the Fruchterman–Reingold algorithm, available in the Gephi drawing software [31].
Gephi 0.10.1 is a piece of software used for visualizing and exploring all types of graphs
and networks. Figure 7 illustrates the resultant visualization by Gephi. In this representa-
tion, the outer nodes correspond to leader majors, while the inner nodes represent general
majors. The edges connecting the nodes are depicted as weighted arrows, with thicker
edges indicating larger weights. Upon examining the visualization in a clockwise manner,
it becomes apparent that the majority of leader majors exhibit thicker arrows pointing
towards general majors. Conversely, a few leader majors display thinner arrows indicating
influence towards general majors.



Educ. Sci. 2024, 14, 337 10 of 16

Figure 7. Visualization of majors’ influence relationships with Gephi.

5. Conclusions

In conclusion, the primary objective of this study was to implement an influence
analysis and uncover the underlying influence relationships between majors within ques-
tionnaire data from the perspective of alumni. To achieve this, we proposed an informatics
data mining approach that leverages an opinion dynamic model to explore the mutual
influences among various majors, utilizing data from a questionnaire completed by gradu-
ates. Through the examination of the generated model, our findings align with widely held
opinions regarding the practical relevance of graduates’ majors to their respective careers.

In addition, as we have mined the underlying influence between any two majors from
our social network model, we can discover and analyze which majors within the university
are closely connected and which lack interdisciplinary links. This information can help
students make better choices when selecting majors, and facilitate academic exchanges
with other majors. In addition, it also provides a good reference for optimizing teaching
strategies and curriculum design, promoting communication between disciplines (majors),
and promoting interdisciplinary cooperation.

Moreover, the proposed methodology proposed in this paper opens up possibilities to
further mine data from graduates, providing researchers with a new perspective to further
explore the differences and connections between majors and devise career development
strategies tailored to different majors within educational institutions.
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Appendix A The Questionnaire from the Alumni Survey
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