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Abstract: This paper focuses on the prognosis problem in manufacturing of the electronic chips
for devices. Electronic devices are of great importance at present, which are popularly applied
in daily life. The basis of supporting the electronic device is the powerful electronic chip and its
manufacturing technology. Chip manufacturing has been one of the most important technologies in
recent years. The etching machine is the key equipment in the etching process of the wafers in chip
manufacturing. Due to the high demands for precise manufacturing, monitoring the health state and
predicting the remaining useful life (RUL) of the etching system is quite important. However, the task
is very hard because of the lack of knowledge of exact onset of failure or degradation and the multiple
operating conditions, etc. This paper proposes a novel deep learning-based RUL prediction method
for the etching system. The transformer module and random forest are integrated in the methodology
to identify the health state of the machine and predict its RUL, through training with the complex
data of the etching machine’s sensors and exploring its underlying features. The experiments are
based on the subject of the 2018 PHM Data Challenge—for estimating time-to-failure or RUL of Ion
Mill Etching Systems in an online fashion using data from multiple sensors. The results indicate the
proposed method is promising for the real applications of the prognosis of the etching system for
electronic devices.

Keywords: deep learning; remaining useful life prediction; transformer; random forest

MSC: 68T01

1. Introduction

In recent years, deep learning technology has made a great breakthrough in image
recognition, natural language processing, etc. In industry, machine condition monitoring
has benefited well from deep learning [1–3]. Many researchers have used the deep learning
algorithm to monitor the operating situation of all kinds of equipment and investigate the
problem of remaining useful life (RUL) prediction, such as the pipeline system of a nuclear
power station [4]. Traditionally, researchers could resolve the related problems for some sim-
ple structures through mechanical modeling [5,6], but the complexity of more equipment,
such as the ion mill etching system, is far beyond the ability of traditional technique.

In daily life, electronic devices such as computers and personal smartphone require
the high performance of electric hardware. Electronic chip manufacturing technology
has become a nation’s core strategy of science and technology. Professional equipment is
highly dependent on the electronic chips. For instance, the sensors with chips for training
athletes and evaluating their performance require high-level electronic chips. Examples
of the electronic devices are shown in Figure 1. The etching machine is one of the most
important systems in electronic chip manufacturing. Due to the complex working system
of the etching machine, it is difficult to monitor its health state and predict the RUL.
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Figure 1. Examples of electronic devices with chips in athlete training. (a) Signal measurement
device for electromyography. (b) Intelligent running training device. (c) Digital monitoring device
for running.

In the current literature, LSTM (long-short-term memory network) of RNN (recurrent
neural network) [7] have been popularly used for the RUL prediction problem. Other kinds
of machine learning methods have also been used on this issue [8–11]. However, more and
more researchers have addressed the related problem by using LSTM [12–14]. For investi-
gating time series data problems, the LSTM network has a good learning capability [15].
The etching machine condition is also a time series data analysis problem.

In the deep learning-based studies, researchers adopted the Attention Model to solve
the disappearance of long-short-term memory network gradients [16–18]. Although the
attention machine successfully solved the gradient disappearance issue of LSTM, it also
increased more computation to the learning task. Therefore, researchers further proposed
the self-attention mechanism, which removes the structure of the long-short-term memory
network and uses the attention machine directly to establish a network. In this way, the
network can learn the relevance of information in time. Additionally, it can further overlay
the network structure into a multi-head self-attention module block. Afterwards, the
researchers created a new deep learning module with the structure of an auto-encoder
network, which is named as the Transformer network.

Since the Transformer network was proposed, it has shown excellent learning in
natural language [19–21], and compared with the basic CNN and RNN networks, the Trans-
former network outperforms them in the related problems. In addition, the Transformer
network could not cause gradient vanishing or gradient exploding as easily as the RNN.

This paper proposes a novel deep learning-based method for the RUL prediction prob-
lem of the etching system. The Transformer module is integrated with the random forest
algorithm to improve the learning capability of the model for processing the condition-
monitoring time series data. Experiments on the real etching machine data are carried out
for validations. The results of the experiments show that the proposed method is promising
for the RUL prediction problem in real industries.

Section 2 presents the data set and the pre-processing of it. Section 3 introduces the
methodologies proposed in this paper. Section 4 provides the experimental results for
validations. We close the paper with conclusions in Section 5.

2. Data Set
2.1. Data Set

The data set used in this study is from the competition topic of the 2018 PHM Data
Challenge. The data set is provided by the competition, including the training set and the
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prediction task data set. Additionally, it includes three kinds of data of 20 etching machines:
physical information of etching machine operation, fault occurrence operation and fault
occurrence countdown. The prediction task data set includes 5 data of etching machines,
and it has only 2 categories: physical information of the etching machine operation and the
countdown to the occurrence of the fault as the predicted answer. Etching machine failures
are divided into three parts:

1. FlowCool Presser Dropped Below Limit;
2. FlowCool Presser Too High Check FlowCool Pump;
3. FlowCool Leak.

The sensor that collects physical information of etching machine operation contains
the contents shown in the following Table 1.

Table 1. Operation susceptor of etching machine.

ID# Parameter Name Type Description

S1 time Numeric time
S2 Tool Categorical tool id
S3 stage Categorical processing stage of wafer
S4 Lot Categorical wafer id
S5 runnum Numeric number of times tool has been run
S6 recipe Categorical describes tool settings used to process wafer
S7 recipe_step Categorical process step of a recipe

S8 IONGAUGEPRESSURE Numeric (Sensor) pressure reading for the main process
chamber when under vacuum

S9 ETCHBEAMVOLTAGE Numeric
voltage potential applied to the beam plate of

the grid
assembly

S10 ETCHBEAMCURRENT Numeric
ion current impacting the beam grid

determining the amounts of ions accelerated
through the grid assembly to the wafer

S13 FLOWCOOLFLOWRATE Numeric
rate of flow of helium through the flowcool

circuit, controlled by mass flow
controller

S14 FLOWCOOLPRESSURE Numeric (Sensor) resulting helium pressure in the
flowcool circuit

S15 ETCHGASCHANNEL1-READBACK Numeric rate of flow of argon into the source assembly
in the vacuum chamber

S16 ETCHPBNGAS-READBACK Numeric rate of flow of argon into the PBN assembly
in the chamber

S17 FIXTURETILTANGLE Numeric wafer tilt angle setting
S18 ROTATIONSPEED Numeric wafer rotation speed setting
S19 ACTUALROTATION-ANGLE Numeric (Sensor) measure wafer rotation angle

S20 FIXTURESHUTTER-POSITION Numeric open/close shutter setting for
wafer shielding

S21 ETCHSOURCEUSAGE Numeric counter of use for the grid
assembly consumable

S22 ETCHAUXSOURCE-TIMER Numeric counter of the use for the chamber
shields consumable

S23 ETCHAUX2SOURCE-TIMER Numeric counter of the use for the chamber
shields consumable

S24 ACTUALSTEPDURATION Numeric
(Sensor) measured time duration for a particular step

The physical information of the etching machine operation is collected every four
seconds, but there are also many irregular collection points. Every data set has a different
size, but all of them are above 70 million seconds. The data set file of the time of failure
contains the time of occurrence and category of failure.
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The fault occurrence countdown file contains countdown time points for multiple
occurrence points of three types of faults, and these points correspond to the time points
collected by physical information of the etching machine.

In the training network, we use the information collected by all numerical type sensors
except S1: time. Among them, the information collected by the water fixture position
sensor (S20: FIXTURESHUTTER-POSITION) is the position of the water on the platform
during the etching process. There are four different positions, which are represented by
five numbers—they are 0,1,2,3,225. To facilitate the study, we change the five positions into
a one-hot code represented by a binary vector. Other vectors which were selected in the
data set have been normalized by the provider and they are suitable for further study.

Strictly speaking, the time point recorded by the fault occurrence time data set is not an
accurate time of fault occurrence. Instead, the time point is when the etching machine shuts
down due to the failure. The actual failure should be much earlier than these time points.

2.2. Pre-Process

There are three types of etching machine failures. This study assumes that the three
types of failure are independent of each other. In the training model, the data is processed
into three data sets based on the three types of failure, and three learning networks are
trained for each of the three failures.

The etching machine used has running data up to tens of millions of seconds, and
among these data, data which is too early can be considered to be in a healthy state.
However, the occurrence of failure or shutdown should originate at a later point in time
than abnormal operation. So, to directly learn the early data has no meaning for the
remaining prediction of efficient life, and it will occupy a significant amount of time and
resources of calculation. Therefore, we should train a random forests model which is used
to monitor the time point when abnormal operation occurs.

At present, since there are no relatively abnormal operations and scientific theory on
the concerned data, the references of the related study set the period at more than 5500 s
from shutdown as a healthy time, and considers the period less than 5000 s as the time of
abnormal operation. The data between the two steps of time will not be used.

However, the data of healthy time is far more than abnormal time. Such an uneven data
set can cause the random forests, which we would use in the methodology, to have difficulty
studying the characteristic of abnormal time. Hence, we should obtain the interpolation
and fit for the abnormal time data, and then the original data is about sampling 1000 times
the number of samples (different data sets have different and uneven numbers of failures,
so they need to be adjusted according to the situation) to form new abnormal time data.
Furthermore, among the data of healthy time and abnormal data, we choose smaller data,
respectively, as a sample. Finally, we merge them into the training set of random forests,
with 20% of them as the test set.

For the Transformer, as in random forest, the data set is processed into three data sets
based on three failures for model training. To predict the RUL, it is necessary to input
a time sequence. To reduce the amount of calculation, the data will be down-sampled.
According to the prediction strategy, the Transformer network of this subject only learns
from the data of the abnormal running time.

In down-sampling, for a sequence of failures, taking the downtime as the starting
point, retrospective sampling is carried out. One sample point is taken for each R point,
and M sample points are taken for one sampling. After one sampling, the first sample point
after the starting point is moved to the starting point is repeated the above operation, and
the operation is repeated N times. In this way, the sampling will overlap the same piece of
fault information, but there is a certain degree of difference, which enhances the learning
information and gives the trained model a certain degree of robustness.

During the experiment, the data set exposed some problems. For example, when the
data pre-processing adopts the sampling method of R = 15, M = 300, N = 15, theoretically,
the method M × R + N = 4515 requires retrospective sampling from the location of the
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failure, and it is required to be able to collect data points, which represents a time series of
4515 × 4 = 18,060 s. However, in actual operation, it is found that a lot of time is skipped
in the time before the data set is close to the fault location. In other words, the time point
before the fault location is not evenly collected at the frequency of collecting a data point
every 4 s. The overall span of some samples can reach more than 30,000 s, and the maximum
can reach 80,000 s, which is far greater than 18,060 s. Therefore, in order to ensure that
there are sufficient and effective samples, in the actual data pre-processing, the data can
only be required to include as many data points as possible within 18,000 s according to
the specific conditions of the data set. Taking the data pre-processing of the failure type of
“coolant pressure falling below the limit” in the data of the etching machine training set
numbered 03_M01_DC as an example, in this training set, such failures occurred 43 times
in total. According to the collection scheme described above, when the requirement is
within 18,000 s, it contains 2000 data points, and 255 samples can be obtained.

3. Methodology
3.1. Overall Structure

Because early operating time can be considered as healthy running time, this stage has
no relationship with the eventual failure. To strengthen efficiency, this study first uses the
random forest algorithm to examine the abnormal operation time point in the operation of
the etching machine, and then the data in the abnormal operation stage is used to predict
the RUL.

In the stage of RUL, the Transformer network is used. However, the original Trans-
former network is faced with the problem of processing natural language and a complex
structure and a huge amount of calculation. Based on referring to the improved network of
the existing Transformer, only the original Transformer can be used in the part of enclosed
code. After being improved, it will be used in the prediction tasks. The detailed process
is shown in Figure 2, where Xt is a high-dimension input data at time t, while w and n
represent the time steps.
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Figure 2. The overall process of random forest detection of abnormal running time and Transformer
prediction of RUL.

3.2. Random Forest

In this paper, because the Transformer leads to a huge calculation amount for every
input time-series data, we cannot input all the fragments of the raw data. Additionally, the
fragments of the raw data could be divided into two kinds, such that one is the health data
and the other one is the abnormal data. In addition, just the abnormal fragments would
cause the reduction in the machine’s RUL. Therefore, the Transformer could just train with
the abnormal fragments of the raw data.
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In order to identify the healthy state of the etching machine, the random forest is used
to process the raw data [22–24], which is one of the most popular and efficient machine
learning methods. Although the machine learning methods are not as effective as the
deep learning methods for many tasks with complex data, their simple structures are more
efficient than the deep learning methods. So, a machine learning method should always be
used to pre-process data before a complicated deep learning method.

The random forest method is based on the decision tree method, and the random
forest, simply speaking, is a combination of many decision trees [25,26]. As the basic
machine learning method, it has three kinds, including ID3, C4.5 and CART (Classification
and Regression Tree). The main difference between them is the different algorithm for the
split of every node. Generally, CART has the best effect, which is selected in this paper.

Random forest is an integrated learning method in machine learning, which connects
many decision trees. An intuitive explanation is that a decision tree is a classifier, and
then n decision trees will have n classification results. Random forest is to integrate the
classification results of these n trees. If the result of the decision tree is regarded as a vote
for a certain category, the category with the most votes is finally selected as the result.

The study uses scikit-learn library in Python 3.8 to build a random forest algorithm
which can be used to detect the abnormal running time point. Additionally, the MAE
(Mean Absolute Error) can be used to calculate the correct rate in the testing phase, which
is shown as Equation (1).

MAE =
1
n

n

∑
i=1
|ŷi − yi| (1)

In Equation (1), yi represents the true value of data category, ŷi is category which is
predicted by the random forest, and n is the number of samples.

3.3. Transformer

The Transformer is a powerful and advanced method of deep learning, which is
an important technology of artificial intelligence. Additionally, deep learning can be
roughly classified into three categories according to the structure of deep artificial neural
networks, includes convolution neural networks (CNN), recurrent neural network (RNN)
and auto-encoder (AE). They have great success in resolving the problems with time-
series data, such as natural language processing tasks, video identification problems and
instrument diagnosis [27–29]. The panorama of Transformer structure is displayed in
Figure 3. It is obvious that the kernel of the Transformer network is the multi-headed
self-attention mechanism.
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Figure 3. Transformer network structure.

The multi-head attention structure is a stacked self-attention mechanism. Additionally,
self-attention is a variant of the attention mechanism. It reduces dependence on external
information and is better at capturing the internal correlation of data. Its calculation
includes three vectors, Q, K, V, named query, key, value, respectively, which have the
same dimensions. They are obtained by Equation (2). The matrix X = {x1, x2, · · · , xn}
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represents a sample of input data for the Transformer, and every xi is one of the points
in the time-series data, which contains the signals of the etching machine’s sensors and
means its dimension is 20 in the study. Additionally, the Q, K, V are the information about
X in three kinds of state, which are the X itself in other words. In the way of the attention
mechanism, which is the source of the self-attention mechanism, the Q means what we want
to know, the K means the crucial information we already have, and V is the raw information
where we want to explore some underlying content. In the attention mechanism, the three
matrixes could come from different information; however, in the self-attention mechanism,
they all come from the X mechanism, which means what we explore is the X itself. In
addition, the three matrixes could be defined as Q = {q1, q2, · · · , qn}, K = {k1, k2, · · · , kn}
and, V = {v1, v2, · · · , vn}, where n is the number of time steps in the sequence and equals
to 2000 in the study. In Equation (2), WQ, WK, WV are three trainable parameter matrixes.

Q = XT ·WQ
K = XT ·WK
V = XT ·WV

(2)

Then, the calculation of the self-attention mechanism can be expressed as Equation (3),
and the dk is the dimension of the three matrixes Q, K, V, which depends on the dimension
of input data and the head number of multi-headed self-attention mechanism. The multi-
head self-attention mechanism is averagely dividing the dk into few parts then continuing
the calculation of the self-attention mechanism for each part.

Sel f -Attention(Q, K, V) = so f tmax(
(Q·KT)√

dk
)·V (3)

The early Transformer networks’ task is natural language processing [30–33]. Their
input training data and label data language sentences with rich meanings, so we should en-
code the training data information by encoder and decode label data information. However,
the task in this study is to predict the RUL of the etching machine based on the physical
information sequence running. The input training data is the physical information of the
working condition with rich information, but the label data is only a countdown sequence
to the downtime, and it has no profound information.

After referring to the structure of the Vision Transformer (VIT), only the encoder part
of the original Transformer network will be used, and the word vector-encoding part will
be removed [34–37]. This study uses TensorFlow and Keras library in Python 3.8 to achieve
the encoder part of the predictive network, which also means the original Transformer
network. The Hyperparameters that the network needs to determine include the number of
training times, the number of heads of the multi-head attention mechanism, the number of
layers superimposed by the autoencoder, and the dimensions of the Feed Forward network.
The structure of our proposed method is showed in Figure 4.
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The model uses Adam optimizer as the loss function. Take 80% of the data as training
data, 20% as testing data. In the test, the mean absolute error is used to calculate the error
between the true value and the predicted value of the proposed method [38].

4. Experimental Results
4.1. Study on the Number of Decision Trees in Random Forest

In the random forest algorithm, the most important parameter is the number of
decision trees in random forest. Too few decision trees will impact the accuracy of the
category, and many more algorithms will waste time and calculation resources. Due to the
failure of each data set and the number of differences being huge, some of the data sets
are too small, and thus, this study chooses the data of Number 03_M01_DC, which is in
the etching training data regarding the drop in cooling fluid pressure to below the limit
failure types of data. Random forest uses it to train algorithms to determine the number
of decision trees. In that training set, such faults occurred a total of 40 times, with a large
number of occurrences and abundant available data. After pre-processing, we obtained
151,500 samples, half of which are healthy data points, while the others are abnormal data
points. Additionally, we then disorder them randomly. The preset numbers of decision trees
are 1, 2, 3, 5, 10, 15, 20, 25, 50, 100, 200 and 500, and then, we conduct several experiments,
respectively. Finally, the MAE of the trained random forest algorithm in the validation set
is recorded under these parameters. The results are shown in Figure 5.
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Figure 5. The relationship between the accuracy of random forest classification and the number of
decision trees.

The horizontal axis is the number of decision trees, and the vertical axis is the average
absolute error of the random forest algorithm corresponding to the number of decision
trees in the verification set. We can see intuitively that when the number of decision trees is
less than or equal to 10, the average decision error of the random forest algorithm reaches
the lowest level, and the average absolute error is 0.000006. Additionally, we can ensure
that the number of random forest decisions is 10.

4.2. Correlation Analysis of Data Set Multidimensional Variables and Abnormal
Working Conditions

After the random forest has learned the training set, according to the structure of the
decision tree, the various dimensional variables of the input data can be analyzed, and
the correlation between each dimension and the learning result can be obtained. After
learning all 20 etching machine training sets and combining the results of 20 random forest
algorithms, the correlation between the input data and the learning results is shown in
Figure 6.
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Figure 6. The 5 variables with the highest correlation between input data and results.

The vertical axis is the five variables with the highest correlation with the learning
results, and the horizontal axis is the correlation score corresponding to the five vari-
ables in deep learning. According to this score, follow-up manual research on the law
of the relationship between etching machine failure and working conditions, or related
research on maintenance work, can refer to this evaluation, focusing on variables with high
correlation scores.

4.3. Research on Hyperparameters of Transformer Prediction Model

In this section, using the training set of the etching machine numbered 03_M01_DC
obtained in Section 2.2, we first simply set up the network: we set the number of hearts
of the multi-head attention mechanism to 1, the number of layers superimposed by the
auto-encoder is set to 1, and the dimension of the feed-forward network is set to 8. At this
time, the prediction network has a simple structure, and low computational complexity. It
is used only to determine whether the prediction network is effective when learning the
data set. We take reading all samples as one learning, and observe whether the prediction
network loss function drops and converges. The result is displayed in Figure 7.
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As shown in Figure 7, it is obvious that the loss function of the prediction network has
dropped significantly in the first 25 training steps, and its loss function gradually decreases
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and tends to be flat with the increase in the number of training times. It can be seen that
the prediction network has effectively learned the data set.

According to the results, the number of training times is determined to be 100 times,
and only the number of heads of the multi-head attention mechanism is changed to explore
the influence of the number of heads of the multi-head attention mechanism on the predic-
tive network learning effect. When setting the head number of the multi-head attention
mechanism, it must be set as a factor of the input data dimension. In this experiment, the
input data dimension is 20, so the head number of the multi-head attention mechanism can
only be set to 1, 2, 4, 5, 10, or 20. The average absolute error of the prediction network in
the test is observed under six different parameters.

As shown in Table 2, when the number of hearts of the multi-head attention mech-
anism is 2, the average absolute error of the prediction network is the lowest. After
determining the number of hearts of the multi-head attention mechanism as 2, and then
exploring the influence of predicting the dimension of the feed-forward neural network of
the network, according to various Transformer research recommendations, the dimension
of the feed-forward neural network should be set to the power of 2 as much as possible.
The experimental results are as follows in Table 3.

Table 2. The number of heads of the multi-head attention mechanism and the average absolute error
of the prediction network.

Number of Heads of Multi-Head
Attention Mechanism Mean Absolute Error (Unit: Second)

1 2840.07
2 2561.87
4 3598.99
5 2807.26
10 3042.27
20 2971.62

Table 3. The number of heads of the multi-head attention mechanism and the average absolute error
of the prediction network.

Feedforward Neural Network Dimensions Mean Absolute Error (Unit: Second)

8 5716.82
16 4076.40
32 3736.63
64 3892.85

128 3786.88
256 2844.60
512 2248.19
1024 2968.11
2048 3006.22

According to the current research experience of various Transformer networks, when
the dimension of the feed-forward neural network is slightly larger than the length of
the input sequence, the learning effect of the Transformer network is the best. The input
sequence length in this experiment is 300 steps of time, as shown in Table 3. When the
feed-forward neural is 512 dimensions, the training effect is the best, which is consistent
with this experience. Finally, the influence of the number of auto-encoder stacks on the
learning effect of the prediction network is studied. The results are shown in Table 4. When
the number of auto-encoder stacks is 4, the average error is the lowest.
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Table 4. The number of superimposed layers of the auto-encoder and the average absolute error of
the prediction network.

Number of Superimposed Layers
of Autoencoder Mean Absolute Error (Unit: Second)

1 4832.86
2 2615.82
3 2235.90
4 2138.53
5 2452.54

4.4. The Complete Network Performs Prediction Tasks

In this experiment, three sets of training sets were obtained by pre-processing part of
the training set data of the etching machine numbered 03_M01_DC concerning the three
types of failures, in which 204 training samples and 51 test samples were obtained for the
“Flow Cool Pressure Dropped Below Limit” fault type, 60 training samples and 15 test
samples were obtained for “Flow cool Pressure Too High Check Flow cool Pump” fault
type, the Transformer model of this study was used for training, and 120 training samples
and 30 test samples were obtained for the “Flow cool leak” fault type. Figures 8–10 show
the prediction results of the RUL of a certain sample of the corresponding fault type test
sample after the model has learned the three training sample data sets. The red broken line
“RUL_GT” is the actual RUL, and the blue broken line “RUL_PRE” is the RUL predicted by
the model.

Mathematics 2022, 10, x FOR PEER REVIEW 12 of 16 
 

 

 

Figure 8. Prediction of RUL of the “Coolant pressure drops below the limit” fault type. 

 

Figure 9. Prediction of RUL of “cooling pressure too high” fault type. 

 

Figure 10. Prediction of RUL of “coolant leakage” fault type. 

It can be seen from the following three figures that although the same sampling 

method is used, the period of the samples is very different, which directly reflects that the 

original data sampling is not sampled once and evenly every four seconds. It also brings 

great difficulties to the learning task. It can be seen from the three graphs that the blue 

line representing the predicted value still fluctuates tightly along the red line representing 

the true value, which shows that the model used in this topic has better prediction ability. 

This paper randomly selects three sequences about the failure type “Flow Cool Pres-

sure Dropped Below Limit” from any etching machine as the data set of the complete 

Figure 8. Prediction of RUL of the “Coolant pressure drops below the limit” fault type.

Mathematics 2022, 10, x FOR PEER REVIEW 12 of 16 
 

 

 

Figure 8. Prediction of RUL of the “Coolant pressure drops below the limit” fault type. 

 

Figure 9. Prediction of RUL of “cooling pressure too high” fault type. 

 

Figure 10. Prediction of RUL of “coolant leakage” fault type. 

It can be seen from the following three figures that although the same sampling 

method is used, the period of the samples is very different, which directly reflects that the 

original data sampling is not sampled once and evenly every four seconds. It also brings 

great difficulties to the learning task. It can be seen from the three graphs that the blue 

line representing the predicted value still fluctuates tightly along the red line representing 

the true value, which shows that the model used in this topic has better prediction ability. 

This paper randomly selects three sequences about the failure type “Flow Cool Pres-

sure Dropped Below Limit” from any etching machine as the data set of the complete 

Figure 9. Prediction of RUL of “cooling pressure too high” fault type.



Mathematics 2022, 10, 2921 12 of 15

Mathematics 2022, 10, x FOR PEER REVIEW 12 of 16 
 

 

 

Figure 8. Prediction of RUL of the “Coolant pressure drops below the limit” fault type. 

 

Figure 9. Prediction of RUL of “cooling pressure too high” fault type. 

 

Figure 10. Prediction of RUL of “coolant leakage” fault type. 

It can be seen from the following three figures that although the same sampling 

method is used, the period of the samples is very different, which directly reflects that the 

original data sampling is not sampled once and evenly every four seconds. It also brings 

great difficulties to the learning task. It can be seen from the three graphs that the blue 

line representing the predicted value still fluctuates tightly along the red line representing 

the true value, which shows that the model used in this topic has better prediction ability. 

This paper randomly selects three sequences about the failure type “Flow Cool Pres-

sure Dropped Below Limit” from any etching machine as the data set of the complete 

Figure 10. Prediction of RUL of “coolant leakage” fault type.

It can be seen from the following three figures that although the same sampling
method is used, the period of the samples is very different, which directly reflects that the
original data sampling is not sampled once and evenly every four seconds. It also brings
great difficulties to the learning task. It can be seen from the three graphs that the blue line
representing the predicted value still fluctuates tightly along the red line representing the
true value, which shows that the model used in this topic has better prediction ability.

This paper randomly selects three sequences about the failure type “Flow Cool Pres-
sure Dropped Below Limit” from any etching machine as the data set of the complete
network prediction task. The specific operation is to detect the occurrence point of the
abnormal operation in the data by the trained random forest model, and then use the
occurrence point as the starting point. The sampling is started along the time direction
of the data, and the Transformer model is used as input to predict the RUL until the stop
point is repeated. The Data Challenge provides two scoring methods for prediction tasks,
as in Tables 5 and 6:

Table 5. Scoring method 1.

Ground Truth RUL (GT) Submission RUL (SUB) Score

Number Number |GT − SUB| ×
exp(−0.001GT)

NaN Number |SUB| × exp(−0.001SUB)
Number NaN |GT| × exp(−0.001GT)

NaN NaN 0

Table 6. Scoring Method 2.

Ground Truth RUL (GT) Submission RUL (SUB) Score

Number Number 0.1 × (GT − SUB)2
NaN Number 5/(|SUB| + 3)

Number NaN 20 × exp[−1|/(GT| + 0.1)]
NaN NaN 0

The sum of the two is the total score, and the smaller score means better. To visually
demonstrate the effect of the method of this subject, a single-layer simple recurrent neural
network, a double-layer simple recurrent neural network, a single-layer long-term memory
network, and a double-layer long-term memory network are added to the experiment to
conduct prediction experiments after training on the same data set; according to the scoring
rules, the effects of the method of this subject and the comparison method can be obtained
as shown in Table 7 below:
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Table 7. Comparison of prediction results with common deep learning methods.

Method Total Score Mean Absolute Error
(Unit: Second)

Single-layer RNN 5.90 × 1015 6843
Double-layer RNN 6.22 × 1015 7632
Single-layer LSTM 5.96 × 1015 6500

Double-layer LSTM 5.67 × 1015 6753
Proposed Method 1.77 × 1015 2240

As shown in the table, the total score of the ordinary single-layer long-term and short-
term memory network is much higher than the method used in this subject, which proves
that the method proposed in this subject has a good effect on predicting the RUL of the
multi-dimensional time series. It is worth noting that the average absolute error in the
prediction of the method used in this topic is much lower than that of other methods. It
can be seen that the prediction results of the method in this topic have better accuracy. In
addition, during the experiment, the training time of the contrast method used was more
than one hour, while the training time of the method used in this topic was only about half
an hour, and the computational efficiency was greatly enhanced.

5. Conclusions

In this paper, two models of random forest and transformer are constructed to solve
the task of predicting the RUL of the etching machine. The random forest model is used to
detect the time point of abnormal operation of the etching machine during operation, and
the Transformer model is used to predict the abnormal operation stage until shutdown.

In the experiment, the random forest shows ultimate efficiency, and when we use it to
identify the health state of the machine, it is very fast. Additionally, the transformer method
is obviously better than the compared methods. The effect of the Transformer would be
significantly improved when the rise of the parameters of the Transformer method, but
the calculated amount of it also increases rapidly, which means the training needs more
time or better devices. Therefore, the method would be labored when it faces tasks with
a high dimension and long-length data, and we would reform the method based on the
short-length data in the future.

From the experimental results, both models have achieved the preset functions, which
proves the feasibility of the prediction method of this subject, but it is worth reflecting
that in this method, the three types of failures are separately trained when predicting
the RUL. That is, it is assumed that the three are independently affecting the downtime
of the etching machine. However, in practice, it is usually not the case. Therefore, in
follow-up research, the RUL labels of the three faults can be combined for learning, and the
relationship between faults and the RUL can be further studied.

In summary, the method proposed in this topic achieves a good effect on predicting the
RUL of the etching machine, which is well suited for practical applications. For instance,
the proposed method is promising for manufacturing the electronic chips of the sport
devices for training athletes and evaluating their performance. It can be also used for other
areas such as the aerospace industry, automation, etc.
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