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#### Abstract

The prime purpose of this paper is to provide a refinement of Jensen's inequality in connection with a positive finite sequence. We deal with the refinement for particular cases and point out the relation between the new result with earlier results of Jensen's inequality. As results, we obtain refinements of the quasi-arithmetic and power mean inequalities. Finally, several results are obtained in information theory with the help of the main results.
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## 1. Introduction

The great importance and applications of mathematical inequalities cannot be ignored in almost every field of science, such as information theory [1], engineering [2], qualitative theory of integral, mathematical statistics [3], differential equations [4], and economics [5]. Several mathematicians have taken a great interest in refining, proving, and generalizing numerous mathematical inequalities; due to their rapid developments, mathematical inequalities have been considered an independent field of modern applied analysis. Convexity plays a key role in developments in the field of mathematical inequalities [6,7]. The importance of convexity in the theory of inequalities is well known because some much more useful inequalities that originated from this concept have been created, such as the majorization inequality and Jensen's, Slater's, and Sherman's inequalities [8]. Among these inequalities, the Jensen inequality has a special significance because it produces many other important and classical inequalities, such as the Hölder, Ky-Fan, and AM-GM inequalities, and it includes a great number of applications in several areas of mathematics. The Jensen inequality is expressed as follows [9]:

$$
\begin{equation*}
f\left(\frac{\sum_{i=1}^{n} p_{i} x_{i}}{P_{n}}\right) \leq \frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} f\left(x_{i}\right) \tag{1}
\end{equation*}
$$

if $f: J \rightarrow \mathbb{R}$ is a convex function defined on the interval $J, x_{i} \in J, p_{i}>0$ for $i=1,2, \ldots, n$ with $P_{n}=\sum_{i=1}^{n} p_{i}$. This inequality has been widely applied in many branches of science. In [10], Azar applied some versions of Jensen's inequality in finance and examined the statistical importance of different Jensen-type inequalities by utilizing the mechanism of simulation of random normal variables. They also showed that Jensen's inequality guarantees that the predicted utility paradigm is not simply a theoretical or a mathematical problem, but it has a statistical support. Jensen's inequality has pertinence in every subject of biomathematics that consists of nonlinear processes, and this inequality gives a dynamic mechanism for predicting some direct outcomes of environmental variations in biological
systems [11]. In information theory, the non-negativity of Kullback-Leibler divergence, bounds for Shannon entropy, Hellinger distance, Bhattacharyya coefficient, total variation distance, and Jeffrey distance can be obtained by using this inequality [12]. By using the majorization concept, a refinement of the Jensen inequality was given in [13], while some interesting bounds for the Jensen difference with several applications were provided in [14].

Due to the widespread use of this inequality, many mathematicians have taken a keen interest in studying its various aspects. In [15], Steffensen proved the same inequality (1) under relaxed conditions for weights with $p_{1}>0, p_{1}+p_{2}+\cdots+p_{k} \geq 0$ for $k=$ $1,2, \ldots, n-1$ and $P_{n}>0$ while using a strict condition of monotonicity of the tuple $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. In 1981, Slater derived a very important inequality for increasing convex function that was related to the Jensen inequality [16], while in 1985, Pečarić [17] proved the same inequality for a convex function without using the monotonicity condition of the function; moreover, a multidimensional version of that inequality was established in [18]. In 2003, Mercer brought to the literature an inequality that was more in line with the Jensen inequality [19]. There are many results that are devoted to the Jensen-Mercer inequality. Niezgoda used the concept of majorization and separable sequences, and they derived a generalization of the Jensen-Mercer inequality [20]. In [21], Dragomir considered some indexing subsets of $\{1,2, \ldots, n\}$ and constructed functionals associated with indexing sets and convex functions. With the aid of these functionals, a refinement of Jensen's inequality was derived, which implied the earlier refinement obtained in [22].

This manuscript is organized as follows: In Section 2, a refinement of Jensen's inequality that is associated with an arbitrary positive sequence and some indexing sets is provided (Theorem 1). The result is elaborated for particular indexing sets (Corollary 1). In Remarks 1 and 2, it is explained that the obtained results can generate the earlier results. In Section 3, the main results will be used to deduce refinements of the quasi-arithmetic and power mean inequalities. In Section 4, we illustrate several applications of the obtained results in information theory.

## 2. Refinement of Jensen's Inequality

Before describing the main results, we first give some notations that will be used throughout the paper.

If $S$ is a subset of $\{1,2, \ldots, n\}$ and $t_{i} \in \mathbb{R}$ for $i=1,2, \ldots, n$, then $S^{c}=\{1,2, \ldots, n\} \backslash S$, $T_{S}=\sum_{i \in S} t_{i}$, and $T_{n}=\sum_{i=1}^{n} t_{i}$.

Our first prime result is as follows.
Theorem 1. Assume that $f: J \rightarrow \mathbb{R}$ is a convex function defined on the interval $J, w_{i}, p_{i}>$ $0, x_{i} \in J$ for $i=1,2, \ldots, n$. Then, for arbitrary non-empty proper subsets $K, L, M$ of $\{1,2, \ldots, n\}$, we have

$$
\begin{align*}
f\left(\frac{\sum_{i=1}^{n} p_{i} x_{i}}{P_{n}}\right) & \leq \frac{1}{P_{n} W_{n}}\left(W_{L} P_{K} f\left(\frac{\sum_{i \in K} p_{i} x_{i}}{P_{K}}\right)+W_{L} P_{K^{c}} f\left(\frac{\sum_{i \in K^{c}} p_{i} x_{i}}{P_{K^{c}}}\right)\right. \\
& \left.+W_{L^{c}} P_{M} f\left(\frac{\sum_{i \in M} p_{i} x_{i}}{P_{M}}\right)+W_{L^{c}} P_{M^{c}} f\left(\frac{\sum_{i \in M^{c}} p_{i} x_{i}}{P_{M^{c}}}\right)\right) \\
& \leq \frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} f\left(x_{i}\right) . \tag{2}
\end{align*}
$$

The above inequalities hold in the reverse direction if the function $f$ is concave.
Proof. We begin to express the left side of Jensen's inequality as:

$$
\begin{aligned}
& f\left(\frac{\sum_{i=1}^{n} p_{i} x_{i}}{P_{n}}\right)=f\left(\left(\sum_{i=1}^{n} w_{i}\right) \frac{1}{P_{n} W_{n}} \sum_{i=1}^{n} p_{i} x_{i}\right) \\
& =f\left(\left(\sum_{i \in L} w_{i}+\sum_{i \in L^{c}} w_{i}\right) \frac{1}{P_{n} W_{n}} \sum_{i=1}^{n} p_{i} x_{i}\right)
\end{aligned}
$$

$$
\begin{align*}
& =f\left(\frac{1}{P_{n} W_{n}}\left(\sum_{i \in L} w_{i}\left(\sum_{i \in K} p_{i} x_{i}+\sum_{i \in K^{c}} p_{i} x_{i}\right)+\sum_{i \in L^{c}} w_{i}\left(\sum_{i \in M} p_{i} x_{i}+\sum_{i \in M^{c}} p_{i} x_{i}\right)\right)\right) \\
& =f\left(\frac{1}{P_{n} W_{n}}\left(\sum_{i \in L} w_{i} \sum_{i \in K} p_{i} x_{i}+\sum_{i \in L} w_{i} \sum_{i \in K^{c}} p_{i} x_{i}+\sum_{i \in L^{c}} w_{i} \sum_{i \in M} p_{i} x_{i}+\sum_{i \in L^{c}} w_{i} \sum_{i \in M^{c}} p_{i} x_{i}\right)\right) \\
& =f\left(\frac { 1 } { P _ { n } W _ { n } } \left(\sum_{i \in L} w_{i} \sum_{i \in K} p_{i} \frac{\sum_{i \in K} p_{i} x_{i}}{\sum_{i \in K} p_{i}}+\sum_{i \in L} w_{i} \sum_{i \in K^{c}} p_{i} \frac{\sum_{i \in K^{c}} p_{i} x_{i}}{\sum_{i \in K^{c}} p_{i}}\right.\right. \\
& \left.\left.\quad+\sum_{i \in L^{c}} w_{i} \sum_{i \in M} p_{i} \frac{\sum_{i \in M} p_{i} x_{i}}{\sum_{i \in M} p_{i}}+\sum_{i \in L^{c}} w_{i} \sum_{i \in M^{c}} p_{i} \frac{\sum_{i \in M^{c}} p_{i} x_{i}}{\sum_{i \in M^{c}} p_{i}}\right)\right) . \tag{3}
\end{align*}
$$

Note that

$$
\begin{aligned}
& \frac{1}{P_{n} W_{n}}\left(\sum_{i \in L} w_{i} \sum_{i \in K} p_{i}+\sum_{i \in L} w_{i} \sum_{i \in K^{c}} p_{i}+\sum_{i \in L^{c}} w_{i} \sum_{i \in M} p_{i}+\sum_{i \in L^{c}} w_{i} \sum_{i \in M^{c}} p_{i}\right) \\
= & \sum_{i \in L} w_{i} \frac{1}{P_{n} W_{n}}\left(\sum_{i \in K} p_{i}+\sum_{i \in K^{c}} p_{i}\right)+\sum_{i \in L^{c}} w_{i} \frac{1}{P_{n} W_{n}}\left(\sum_{i \in M} p_{i}+\sum_{i \in M^{c}} p_{i}\right) \\
= & \frac{1}{W_{n}}\left(\sum_{i \in L} w_{i}+\sum_{i \in L^{c}} w_{i}\right)=1 .
\end{aligned}
$$

Hence, by making use of Jensen's inequality in (3), we achieve

$$
\begin{align*}
& f\left(\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}\right) \\
& \begin{array}{l}
\leq \frac{1}{P_{n} W_{n}}\left(\sum_{i \in L} w_{i} \sum_{i \in K} p_{i} f\left(\frac{\sum_{i \in K} p_{i} x_{i}}{\sum_{i \in K} p_{i}}\right)+\sum_{i \in L} w_{i} \sum_{i \in K^{c}} p_{i} f\left(\frac{\sum_{i \in K^{c}} p_{i} x_{i}}{\sum_{i \in K^{c}} p_{i}}\right)\right. \\
\left.\quad+\sum_{i \in L^{c}} w_{i} \sum_{i \in M} p_{i} f\left(\frac{\sum_{i \in M} p_{i} x_{i}}{\sum_{i \in M} p_{i}}\right)+\sum_{i \in L^{c}} w_{i} \sum_{i \in M^{c}} p_{i} f\left(\frac{\sum_{i \in M^{c}} p_{i} x_{i}}{\sum_{i \in M^{c}} p_{i}}\right)\right) . \\
\quad \leq \frac{1}{P_{n} W_{n}}\left(\sum_{i \in L} w_{i} \sum_{i \in K} p_{i} \frac{\sum_{i \in K} p_{i} f\left(x_{i}\right)}{\sum_{i \in K} p_{i}}+\sum_{i \in L} w_{i} \sum_{i \in K^{c}} p_{i} \frac{\sum_{i \in K^{c}} p_{i} f\left(x_{i}\right)}{\sum_{i \in K^{c}} p_{i}}\right. \\
\left.\quad+\sum_{i \in L^{c}} w_{i} \sum_{i \in M} p_{i} \frac{\sum_{i \in M} p_{i} f\left(x_{i}\right)}{\sum_{i \in M} p_{i}}+\sum_{i \in L^{c}} w_{i} \sum_{i \in M^{c}} p_{i} \frac{\sum_{i \in M^{c}} p_{i} f\left(x_{i}\right)}{\sum_{i \in M^{c}} p_{i}}\right) \\
=\frac{1}{P_{n} W_{n}}\left(\sum_{i \in L} w_{i} \sum_{i \in K} p_{i} f\left(x_{i}\right)+\sum_{i \in L} w_{i} \sum_{i \in K^{c}} p_{i} f\left(x_{i}\right)\right. \\
\left.\quad+\sum_{i \in L^{c}} w_{i} \sum_{i \in M} p_{i} f\left(x_{i}\right)+\sum_{i \in L^{c}} w_{i} \sum_{i \in M^{c}} p_{i} f\left(x_{i}\right)\right) \\
=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} f\left(x_{i}\right) .
\end{array} .
\end{align*}
$$

Remark 1. It is important to note that Theorem 1 implies the refinement of Jensen's inequality given in [21], while the refined inequality can be derived by choosing $K=M$.

In the upcoming result, we obtain a refined Jensen inequality for particular index sets, which gives the inequality established in [22].

Corollary 1. Assume that $f: J \rightarrow \mathbb{R}$ is a convex function defined on the interval $J, w_{i}, p_{i}>$ $0, x_{i} \in J$ for $i=1,2, \ldots, n$. Then, for any $k, l, m \in\{1,2, \ldots, n\}$, we have

$$
\begin{align*}
f\left(\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}\right) & \leq \frac{1}{P_{n} W_{n}}\left(w_{l} p_{k} f\left(x_{k}\right)+w_{l}\left(P_{n}-p_{k}\right) f\left(\frac{\sum_{i=1}^{n} p_{i} x_{i}-p_{k} x_{k}}{P_{n}-p_{k}}\right)\right. \\
& \left.+\left(W_{n}-w_{l}\right) p_{m} f\left(x_{m}\right)+\left(W_{n}-w_{l}\right)\left(P_{n}-p_{m}\right) f\left(\frac{\sum_{i=1}^{n} p_{i} x_{i}-p_{m} x_{m}}{P_{n}-p_{m}}\right)\right) \\
& \leq \frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} f\left(x_{i}\right) \tag{6}
\end{align*}
$$

The inequalities in (6) are reversed if the function $f$ is concave.
Proof. Taking $K=\{k\}, L=\{l\}$ and $M=\{m\}$ in (2), we get (6).
Remark 2. In Corollary 1, if $k=m$, then (6) will become the inequality (2.1) given in [22].

## 3. Applications for Mean Inequalities

Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ be positive $n$-tuples and $I \subseteq\{1,2, \ldots, n\}$. If $r \in \mathbb{R}$, then the power mean $\mathcal{P}_{\mathfrak{M}}(x ; \mathbf{p} ; r, I)$ is defined by:

$$
\mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; r, I)= \begin{cases}\left(\frac{1}{P_{I}} \sum_{i \in I} p_{i} x_{i}^{r}\right)^{\frac{1}{r}}, & \text { if } r \neq 0  \tag{7}\\ \left(\prod_{i \in I} x_{i}^{p_{i}}\right)^{\frac{1}{P_{I}}}, & \text { if } r=0\end{cases}
$$

In particular, if $I=\{1,2, \ldots, n\}$, then we denote the power mean by $\mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; r)$.
As applications of the main result, we deduce refinements of the power mean inequality.

Corollary 2. Let $p_{i}, x_{i}, w_{i} \in \mathbb{R}^{+}(i=1,2, \ldots, n)$. If $s, t \in \mathbb{R}$ with $s \leq t$ and $K, L, M$ are non-empty proper subsets of $\{1,2, \ldots, n\}$, then

$$
\begin{align*}
& \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; s) \leq {\left[\frac { 1 } { P _ { n } W _ { n } } \left(P_{K} W_{L} \mathcal{P}_{\mathfrak{M}}^{t}(\boldsymbol{x} ; \mathbf{p} ; s, K)+W_{L} P_{K^{c}} \mathcal{P}_{\mathfrak{M}}^{t}\left(\boldsymbol{x} ; \mathbf{p} ; s, K^{c}\right)\right.\right.} \\
&\left.\left.+W_{L^{c}} P_{M} \mathcal{P}_{\mathfrak{M}}^{t}(\boldsymbol{x} ; \mathbf{p} ; s, M)+W_{L^{c}} P_{M^{c}} \mathcal{P}_{\mathfrak{M}}^{t}\left(x ; \mathbf{p} ; s, M^{c}\right)\right)\right]^{\frac{1}{t}} \\
& \leq \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; t), t \neq 0 .  \tag{8}\\
& \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; s) \leq \exp \left[\frac { 1 } { P _ { n } W _ { n } } \left(P_{K} W_{L} \log \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; s, K)+W_{L} P_{K^{c}} \log \mathcal{P}_{\mathfrak{M}}\left(\boldsymbol{x} ; \mathbf{p} ; s, K^{c}\right)\right.\right. \\
&+\left.\left.W_{L^{c}} P_{M} \log \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; s, M)+W_{L^{c}} P_{M^{c}} \log \mathcal{P}_{\mathfrak{M}}\left(\boldsymbol{x} ; \mathbf{p} ; s, M^{c}\right)\right)\right] \\
& \leq \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; t), t=0 .  \tag{9}\\
& \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; s) \leq\left[\frac { 1 } { P _ { n } W _ { n } } \left(P_{K} W_{L} \mathcal{P}_{\mathfrak{M}}^{s}(x ; \mathbf{p} ; t, K)+W_{L} P_{K^{c}} \mathcal{P}_{\mathfrak{M}}^{s}\left(x ; \mathbf{p} ; t, K^{c}\right)\right.\right. \\
&\left.\left.+W_{L^{c} P_{M}} \mathcal{P}_{\mathfrak{M}}^{s}(\boldsymbol{x} ; \mathbf{p} ; t, M)+W_{L^{c}} P_{M^{c}} \mathcal{P}_{\mathfrak{M}}^{s}\left(x ; \mathbf{p} ; t, M^{c}\right)\right)\right]^{\frac{1}{s}} \\
& \leq \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; t), s, t \neq 0 .  \tag{10}\\
& \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; s) \leq \exp \left[\frac { 1 } { P _ { n } W _ { n } } \left(P_{K} W_{L} \log \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; t, K)+W_{L} P_{K^{c}} \log \mathcal{P}_{\mathfrak{M}}\left(\boldsymbol{x} ; \mathbf{p} ; t, K^{c}\right)\right.\right.
\end{align*}
$$

$$
\begin{align*}
& \left.\left.+W_{L^{c}} P_{M} \log \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; t, M)+W_{L^{c}} P_{M^{c}} \log \mathcal{P}_{\mathfrak{M}}\left(\boldsymbol{x} ; \mathbf{p} ; t, M^{c}\right)\right)\right] \\
& \leq \mathcal{P}_{\mathfrak{M}}(\boldsymbol{x} ; \mathbf{p} ; t), s=0 \tag{11}
\end{align*}
$$

Proof. Let $s, t \neq 0$ and $\phi(x)=x^{\frac{t}{s}}, x>0$. Clearly, $\phi^{\prime \prime}(x)=\frac{t}{s}\left(\frac{t}{s}-1\right) x^{\frac{t}{s}-2}$. The function $\phi$ will be convex if $\frac{t}{s} \geq 1$ or $\frac{t}{s}<0$. If $\frac{t}{s} \geq 1$, then $s, t>0$ as $s \leq t$. If $\frac{t}{s}<0$, then $t>0$ and $s<0$ as $s \leq t$. In both cases, by using the function $\phi(x)=x^{\frac{t}{s}}$, substituting $x_{i}$ by $x_{i}^{s}$ in (2), and then taking the power $\frac{1}{t}$, we obtain (8). Similarly, for the case in which $0<\frac{t}{s} \leq 1, \phi$ is concave with $t<0$. Therefore, by using Theorem 1 for the concave function $\phi(x)=x^{\frac{t}{s}}$, substituting $x_{i}$ by $x_{i}^{s}$, and then taking the power $\frac{1}{t}$, we deduce (8).

Similarly to the above procedure, we can prove (10) by using the function $\phi(x)=x^{\frac{5}{t}}$, $x>0$ and substituting $x_{i}$ by $x_{i}^{t}$ in Theorem 1.

The inequalities (9) and (11) can be easily proven by taking $t \rightarrow 0$ and $s \rightarrow 0$ in (8) and (10), respectively.

Let $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ be positive $n$-tuples and $I \subseteq\{1,2, \ldots, n\}$. If $h$ is a strictly monotone and continuous function, then the quasi-arithmetic mean is defined by:

$$
\begin{equation*}
Q_{\mathfrak{M}}(\boldsymbol{p} ; \mathbf{x} ; h ; I)=h^{-1}\left(\frac{1}{P_{I}} \sum_{i \in I} p_{i} h\left(x_{i}\right)\right) . \tag{12}
\end{equation*}
$$

In particular, if $I=\{1,2, \ldots, n\}$, then we denote the power mean by $Q_{\mathfrak{M}}(\boldsymbol{p} ; \mathbf{x} ; h)$.
Corollary 3. Let $p_{i}, w_{i}, x_{i} \in(0, \infty)(i=1,2, \ldots, n)$. If $K, L, M$ are non-empty proper subsets of $\{1,2, \ldots, n\}$ and $g \circ h^{-1}$ is a convex function, then

$$
\begin{align*}
g\left(Q_{\mathfrak{M}}(\boldsymbol{p} ; \mathbf{x} ; h)\right) & \leq \frac{1}{P_{n} W_{n}}\left[W_{L} P_{K} g\left(Q_{\mathfrak{M}}(\boldsymbol{p} ; \mathbf{x} ; h, K)\right)+W_{L} P_{K^{c}} g\left(Q_{\mathfrak{M}}\left(\boldsymbol{p} ; \mathbf{x} ; h, K^{c}\right)\right)\right. \\
& \left.+W_{L^{c}} P_{M} g\left(Q_{\mathfrak{M}}(\boldsymbol{p} ; \mathbf{x} ; h, M)\right)+W_{L^{c}} P_{M^{c}} g\left(Q_{\mathfrak{M}}\left(\boldsymbol{p} ; \mathbf{x} ; h, M^{c}\right)\right)\right] \\
& \leq \frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} g\left(x_{i}\right) . \tag{13}
\end{align*}
$$

The above inequalities hold in the opposite direction if the function $g \circ h^{-1}$ is concave.
Proof. Using (2) for $h\left(x_{i}\right)$ instead of $x_{i}$ and $g \circ h^{-1}$ instead of $f$, we will obtain the required inequality.

## 4. Applications in Information Theory

In order to illustrate applications of the new result in information theory, first, we recall some necessary concepts.

Assume that $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a convex function, $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, and $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ are $n$-tuples with $a_{i}, b_{i} \in \mathbb{R}^{+}$; then, the Csiszár f-divergence functional [23] is defined by

$$
\mathfrak{C}_{f}(\mathbf{a}, \mathbf{b})=\sum_{\mathrm{i}=1}^{n} b_{i} f\left(\frac{a_{i}}{b_{i}}\right)
$$

We recall the following important notions in information theory [14,24]: Let $\mathbf{a}=$ $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ be positive $n$-tuples such that $\sum_{i=1}^{n} a_{i}=\sum_{i=1}^{n} b_{i}=1$.

$$
\begin{array}{cl}
\text { Kullback-Leibler divergence: } & \mathcal{K}_{\mathrm{d}}(\mathbf{a}, \mathbf{b})=\sum_{\mathrm{i}=1}^{n} a_{\mathrm{i}} \log \left(\frac{a_{\mathrm{i}}}{b_{\mathrm{i}}}\right) . \\
\text { Shannon entropy: } & S(\mathbf{a})=-\sum_{i=1}^{n} a_{i} \log a_{i}
\end{array}
$$

$$
\begin{aligned}
& \text { Total variation distance: } \quad V_{\mathrm{d}}(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{n}\left|a_{i}-b_{i}\right| \\
& \text { Jeffrey distance: } \quad J_{\mathrm{d}}(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{n}\left(a_{i}-b_{i}\right) \log \left(\frac{a_{i}}{b_{i}}\right) \\
& \text { Bhattacharyya coefficient: } \quad \mathrm{B}_{\mathrm{d}}(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{n} \sqrt{a_{i} b_{i}} \\
& \text { Hellinger distance: } \quad \mathrm{H}_{\mathrm{d}}(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{n}\left(\sqrt{a_{i}}-\sqrt{b_{i}}\right)^{2} \\
& \text { Triangular discrimination: } \quad \mathrm{T}_{\mathrm{d}}(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{n} \frac{\left(a_{i}-b_{i}\right)^{2}}{a_{i}+b_{i}} .
\end{aligned}
$$

Theorem 2. Let $f$ be a convex function defined on $\mathbb{R}^{+}$and let $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right), \mathbf{b}=$ $\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ be two positive $n$-tuples. Then, for arbitrary non-empty proper subsets $K, L, M$ of $\{1,2, \ldots, n\}$, we have

$$
\begin{align*}
f\left(\frac{\sum_{i=1}^{n} a_{i}}{\sum_{i=1}^{n} b_{i}}\right) \sum_{i=1}^{n} b_{i} & \leq \frac{1}{W_{n}}\left(W_{L} \sum_{i \in K} b_{i} f\left(\frac{\sum_{i \in K} a_{i}}{\sum_{i \in K} b_{i}}\right)+W_{L} \sum_{i \in K^{c}} b_{i} f\left(\frac{\sum_{i \in K^{c}} a_{i}}{\sum_{i \in K^{c}} b_{i}}\right)\right. \\
& \left.+W_{L^{c}} \sum_{i \in M} b_{i} f\left(\frac{\sum_{i \in M} a_{i}}{\sum_{i \in M} b_{i}}\right)+W_{L^{c}} \sum_{i \in M^{c}} b_{i} f\left(\frac{\sum_{i \in M^{c}} a_{i}}{\sum_{i \in M^{c}} b_{i}}\right)\right) \\
& \leq \mathfrak{C}_{f}(\mathbf{a}, \mathbf{b}) \tag{14}
\end{align*}
$$

Proof. Using Theorem 1 for $x_{i}=\frac{a_{i}}{b_{i}}$ and $p_{i}=b_{i}$ for $i \in\{1,2, \ldots, n\}$, we obtain (14).
Corollary 4. Let $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ be positive $n$-tuple such that $\sum_{i=1}^{n} b_{i}=1$. Then, for arbitrary non-empty proper subsets $K, L, M$ of $\{1,2, \ldots, n\}$, we have

$$
\begin{align*}
S(\mathbf{b}) & \leq \frac{1}{W_{n}}\left(W_{L} \sum_{i \in K} b_{i} \log \left(\frac{|K|}{\sum_{i \in K} b_{i}}\right)+W_{L} \sum_{i \in K^{c}} b_{i} \log \left(\frac{\left|K^{c}\right|}{\sum_{i \in K^{c}} b_{i}}\right)\right. \\
& \left.+W_{L^{c}} \sum_{i \in M} b_{i} \log \left(\frac{|M|}{\sum_{i \in M} b_{i}}\right)+W_{L^{c}} \sum_{i \in M^{c}} b_{i} \log \left(\frac{\left|M^{c}\right|}{\sum_{i \in M^{c}} b_{i}}\right)\right) \\
& \leq \log n . \tag{15}
\end{align*}
$$

where $|T|$ represents the number of elements in the set $T$.
Proof. Taking $f(x)=-\log x, x \in(0, \infty), a_{i}=1$, for each $i \in\{1,2, \ldots, n\}$ in (14), we obtain (15).

Corollary 5. Let $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ be positive $n$-tuples such that $\sum_{i=1}^{n} a_{i}=\sum_{i=1}^{n} b_{i}=1$. Then, for arbitrary non-empty proper subsets $K, L, M$ of $\{1,2, \ldots, n\}$, we have

$$
\begin{align*}
0 & \leq \frac{1}{W_{n}}\left(W_{L} \sum_{i \in K} a_{i} \log \left(\frac{\sum_{i \in K} a_{i}}{\sum_{i \in K} b_{i}}\right)+W_{L} \sum_{i \in K^{c}} a_{i} \log \left(\frac{\sum_{i \in K^{c}} a_{i}}{\sum_{i \in K^{c}} b_{i}}\right)\right. \\
& \left.+W_{L^{c}} \sum_{i \in M} a_{i} \log \left(\frac{\sum_{i \in M} a_{i}}{\sum_{i \in M} b_{i}}\right)+W_{L^{c}} \sum_{i \in M^{c}} a_{i} \log \left(\frac{\sum_{i \in M^{c}} a_{i}}{\sum_{i \in M^{c}} b_{i}}\right)\right) \\
& \leq \mathcal{K}_{d}(\mathbf{a}, \mathbf{b}) . \tag{16}
\end{align*}
$$

Proof. If we apply the inequality (14) for $f(x)=x \log x, x \in \mathbb{R}^{+}$, then we obtain (16).

Corollary 6. If all of the conditions of Corollary 5 hold, then

$$
\begin{align*}
V_{d}(\mathbf{a}, \mathbf{b}) \geq \frac{1}{W_{n}} & \left(W_{L}\left|\sum_{i \in K} a_{i}-\sum_{i \in K} b_{i}\right|+W_{L}\left|\sum_{i \in K^{c}} a_{i}-\sum_{i \in K^{c}} b_{i}\right|\right. \\
& \left.+W_{L^{c}}\left|\sum_{i \in M} a_{i}-\sum_{i \in M} b_{i}\right|+W_{L^{c}}\left|\sum_{i \in M^{c}} a_{i}-\sum_{i \in M^{c}} b_{i}\right|\right) . \tag{17}
\end{align*}
$$

Proof. By applying the function $f(x)=|x-1|, x \in \mathbb{R}^{+}$in (14), we obtain (17).
Corollary 7. If all of the conditions of Corollary 5 hold, then

$$
\begin{align*}
& J_{d}(\mathbf{a}, \mathbf{b}) \geq \frac{1}{W_{n}}\left(W_{L}\left(\sum_{i \in K} b_{i}-\sum_{i \in K} a_{i}\right) \log \left(\frac{\sum_{i \in K} a_{i}}{\sum_{i \in K} b_{i}}\right)\right. \\
&+W_{L}\left(\sum_{i \in K^{c}} b_{i}-\sum_{i \in K^{c}} a_{i}\right) \log \left(\frac{\sum_{i \in K^{c}} a_{i}}{\sum_{i \in K^{c}} b_{i}}\right) \\
&+W_{L^{c}}\left(\sum_{i \in M} b_{i}-\sum_{i \in M} a_{i}\right) \log \left(\frac{\sum_{i \in M} a_{i}}{\sum_{i \in M^{\prime}} b_{i}}\right) \\
&\left.+W_{L^{c}}\left(\sum_{i \in M^{c}} b_{i}-\sum_{i \in M^{c}} a_{i}\right) \log \left(\frac{\sum_{i \in M^{c}} a_{i}}{\sum_{i \in M^{c}} b_{i}}\right)\right) \\
& \geq 0 . \tag{18}
\end{align*}
$$

Proof. By choosing the function $f(x)=(x-1) \log x, x \in(0, \infty)$, in (14), we obtain (18).
Corollary 8. If all of the assumptions of Corollary 5 hold, then

$$
\begin{align*}
B_{d}(\mathbf{a}, \mathbf{b}) & \leq \frac{1}{W_{n}}\left(W_{L} \sqrt{\sum_{i \in K} a_{i} \sum_{i \in K} b_{i}}+W_{L} \sqrt{\sum_{i \in K^{c}} a_{i} \sum_{i \in K^{c}} b_{i}}\right. \\
& \left.+W_{L^{c}} \sqrt{\sum_{i \in M} a_{i} \sum_{i \in M} b_{i}}+W_{L^{c}} \sqrt{\sum_{i \in M^{c}} a_{i} \sum_{i \in M^{c}} b_{i}}\right) . \tag{19}
\end{align*}
$$

Proof. By utilizing the convex function $f(x)=-\sqrt{x}$ where $x \in \mathbb{R}^{+}$, in (14), we obtain (19).

Corollary 9. Under the assumptions of Corollary 5, the following inequality holds:

$$
\begin{align*}
H_{d}(\mathbf{a}, \mathbf{b}) & \geq \frac{1}{W_{n}}\left(W_{L}\left(\sqrt{\sum_{i \in K} a_{i}}-\sqrt{\sum_{i \in K} b_{i}}\right)^{2}+W_{L}\left(\sqrt{\sum_{i \in K^{c}} a_{i}}-\sqrt{\sum_{i \in K^{c}} b_{i}}\right)^{2}\right. \\
& \left.+W_{L^{c}}\left(\sqrt{\sum_{i \in M} a_{i}}-\sqrt{\sum_{i \in M} b_{i}}\right)^{2}+W_{L^{c}}\left(\sqrt{\sum_{i \in M^{c}} a_{i}}-\sqrt{\sum_{i \in M^{c}} b_{i}}\right)^{2}\right) \\
& \geq 0 \tag{20}
\end{align*}
$$

Proof. Considering the function $f(x)=(\sqrt{x}-1)^{2}, x \in(0, \infty)$, in (14), we deduce (20).
Corollary 10. Under the assumptions of Corollary 5, the following inequalities hold:

$$
T_{d}(\mathbf{a}, \mathbf{b}) \geq \frac{1}{W_{n}}\left(W_{L}\left(\frac{\left(\sum_{i \in K} a_{i}-\sum_{i \in K} b_{i}\right)^{2}}{\sum_{i \in K} a_{i}+\sum_{i \in K} b_{i}}\right)+W_{L}\left(\frac{\left(\sum_{i \in K^{c}} a_{i}-\sum_{i \in K^{c}} b_{i}\right)^{2}}{\sum_{i \in K^{c}} a_{i}+\sum_{i \in K^{c}} b_{i}}\right)\right.
$$

$$
\begin{align*}
& \left.+W_{L^{c}}\left(\frac{\left(\sum_{i \in M} a_{i}-\sum_{i \in M} b_{i}\right)^{2}}{\sum_{i \in M} a_{i}+\sum_{i \in M} b_{i}}\right)+W_{L^{c}}\left(\frac{\left(\sum_{i \in K^{c}} a_{i}-\sum_{i \in M^{c}} b_{i}\right)^{2}}{\sum_{i \in M^{c}} a_{i}+\sum_{i \in M^{c}} b_{i}}\right)\right) \\
& \geq 0 \tag{21}
\end{align*}
$$

Proof. Since $f(x)=\frac{(x-1)^{2}}{x+1}, x \in(0, \infty)$ is convex, by using the function in (14), we obtain (21).

Remark 3. If we substitute $K=M$ in all of the results presented in this section, we may obtain the results derived in [21]. Furthermore, if we take $K=\{k\}=L=\{l\}$ and $M=\{m\}$, then we may deduce the estimations for the notions in information theory as obtained in [22].

In the remainder of this article, we present applications of the main result for the Zipf-Mandelbrot entropy. Before we get started, we offer some basic information about the Zipf-Mandelbrot entropy.

Zipf's law was further generalized by Mandelbrot in 1966 [25]. This generalized law is called the Zipf-Mandelbrot law in the literature. The Zipf-Mandelbrot law provides development to account for the low-rank words in a corpus where $i<100$ [26]: $l(i)=\frac{c}{(i+\mathrm{t})^{s}}$, and for particular cases in which $t=0$, this law becomes Zipf's law. There are numerous interesting applications of this generalized law in different fields, such as ecological field studies [27], information sciences [28], linguistics [26,29], etc.

The $\mathrm{Zipf}-$ Mandelbrot entropy $\mathrm{Z}_{\mathfrak{M} E}(\mathfrak{H}, \mathrm{t}, \mathrm{u})$ is given by

$$
\begin{equation*}
Z_{\mathfrak{M} E}(\mathfrak{H}, \mathrm{t}, \mathrm{~s})=\frac{s}{\mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}}} \sum_{j=1}^{n} \frac{\log (j+\mathrm{t})}{(j+\mathrm{t})^{s}}+\log \mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}} \tag{22}
\end{equation*}
$$

where $n \in \mathbb{N}, s>0, \mathrm{t} \geq 0, \mathfrak{H}_{n, \mathrm{t}, s}=\sum_{i=1}^{n} \frac{1}{(i+\mathrm{t})^{s}}$ and the Zipf-Mandelbrot law is given by: $Z_{M L}(i, n, t, s)=\frac{1 /(i+\mathrm{t})^{s}}{\mathfrak{H}_{n, t, s}}$.

In the following corollaries, we demonstrate applications of the new result, which provides estimations for the Zipf-Mandelbrot entropy.

Corollary 11. Let $\mathrm{t} \geq 0, s, b_{i}>0$ with $\sum_{i=1}^{n} b_{i}=1$. Then, for arbitrary non-empty proper subsets $K, L, M$ of $\{1,2, \ldots, n\}$, the following inequalities hold:

$$
\begin{align*}
& -Z_{\mathfrak{M} E}(\mathfrak{H}, \mathrm{t}, s)-\sum_{i=1}^{n} \frac{\log b_{i}}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, s}} \geq \frac{1}{W_{n}}\left(W_{L} \sum_{i \in K} \frac{\log \left(\sum_{i \in K} \frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, t, s} \sum_{i \in K} b_{i}}\right)}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, s}}\right. \\
& +W_{L} \sum_{i \in K^{c}} \frac{\log \left(\sum_{i \in K^{c}} \frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, t, s} \sum_{i \in K^{c} b_{i}}}\right)}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}}}+W_{L^{c}} \sum_{i \in M} \frac{\log \left(\sum_{i \in M} \frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, t, s} \sum_{i \in M} b_{i}}\right)}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, s}} \\
& \left.\quad+W_{L^{c}} \sum_{i \in M^{c}} \frac{\log \left(\sum_{i \in M^{c}} \frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, t, s} \sum_{i \in M^{c} b_{i}}}\right)}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, s}}\right) \geq 0 . \tag{23}
\end{align*}
$$

Proof. Let $a_{i}=\frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, 5}}, i \in\{1,2, \ldots, n\}$; then,

$$
\begin{aligned}
\sum_{i=1}^{n} a_{i} \log a_{i} & =\sum_{i=1}^{n} \frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}}} \log \frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}}} \\
& =-\sum_{i=1}^{n} \frac{1}{(i+\mathbf{t})^{s} \mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}}} \log \left((i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, s}\right) \\
& =-\sum_{i=1}^{n} \frac{s}{(i+\mathbf{t})^{s} \mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}}} \log (i+\mathbf{t})-\sum_{i=1}^{n} \frac{\log \mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}}}{(i+\mathbf{t})^{s} \mathfrak{H}_{n, \mathrm{t}, \mathrm{~s}}}
\end{aligned}
$$

$$
=-\frac{s}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, s}} \sum_{i=1}^{n} \frac{\log (i+\mathrm{t})}{(i+\mathrm{t})^{s}}-\frac{\log \mathfrak{H}_{n, t, s}}{\mathfrak{H}_{n, \mathrm{t}, s}} \sum_{i=1}^{n} \frac{1}{(i+\mathrm{t})^{s}}=-Z_{\mathfrak{M}_{E}}(\mathfrak{H}, \mathrm{t}, \mathrm{~s}) .
$$

Since $\mathfrak{H}_{n, \mathrm{t}, \mathrm{s}}=\sum_{i=1}^{n} \frac{1}{(\mathrm{t}+i)^{s}}, \sum_{i=1}^{n} \frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, s}}=1$. Hence, by using (16) for $a_{i}=\frac{1}{(i+\mathrm{t})^{s} \mathfrak{H}_{n, \mathrm{t}, \mathrm{s}}}$, $i=1,2, . ., n$, we obtain (23).

Corollary 12. If $\alpha_{1}, \alpha_{2} \geq 0$ and $\beta_{1}, \beta_{2}>0$, then for arbitrary non-empty proper subsets $K, L, M$ of $\{1,2, \ldots, n\}$, the following inequalities hold:

$$
\begin{aligned}
& -Z_{\mathfrak{M E} E}\left(\mathfrak{H}, \alpha_{1}, \beta_{1}\right)+\sum_{i=1}^{n} \frac{\log \left(\left(i+\alpha_{2}\right)^{\beta_{2}} \mathfrak{H}_{n, \alpha_{2}, \beta_{2}}\right)}{\left(i+\alpha_{1}\right)^{\beta_{1}} \mathfrak{H}_{n, \alpha_{1}, \beta_{1}}}
\end{aligned}
$$

Proof. Let $a_{i}=\frac{1}{\left(i+\alpha_{1}\right)^{\beta_{1}} \mathfrak{H}_{n, \alpha_{1}, \beta_{1}}}$ and $b_{i}=\frac{1}{\left(i+\alpha_{2}\right)^{\beta_{2}} \mathfrak{H}_{n, \alpha_{2}, \beta_{2}}}, i=1,2, \ldots, n$; then, as in the proof of Corollary 11, we have

$$
\begin{gathered}
\sum_{i=1}^{n} a_{i} \log a_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+\alpha_{1}\right)^{\beta_{1} \mathfrak{H}_{n, \alpha_{1}, \beta_{1}}}} \log \frac{1}{\left(i+\alpha_{1}\right)^{\beta_{1} \mathfrak{H}_{n, \alpha_{1}, \beta_{1}}}=-Z_{\mathfrak{M} E}\left(\mathfrak{H}, \alpha_{1}, \beta_{1}\right) .} \\
\sum_{i=1}^{n} a_{i} \log b_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+\alpha_{1}\right)^{\beta_{1} \mathfrak{H}_{n, \alpha_{1}, \beta_{1}}} \log \frac{1}{\left(i+\alpha_{2}\right)^{\beta_{2} \mathfrak{H}_{n, \alpha_{2}, \beta_{2}}}}=-\sum_{i=1}^{n} \frac{\log \left(\left(i+\alpha_{2}\right)^{\beta_{1}} \mathfrak{H}_{n, \alpha_{2}, \beta_{2}}\right)}{\left(i+\alpha_{1}\right)^{\beta_{1} \mathfrak{H}_{n, \alpha_{1}, \beta_{1}}} .}} \begin{array}{c}
\text { Also, } \sum_{i=1}^{n} a_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+\alpha_{1}\right)^{\beta_{1} \mathfrak{H}_{n, \alpha_{1}, \beta_{1}}}=1 \text { and } \sum_{i=1}^{n} b_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+\alpha_{2}\right)^{\beta_{2} \mathfrak{H}_{n, \alpha_{2}, \beta_{2}}}=1 .} .} .
\end{array} .=1,
\end{gathered}
$$

Therefore, by using (16) for $a_{i}=\frac{1}{\left(i+\alpha_{1}\right)^{\beta_{1}} \mathfrak{H}_{n, \alpha_{1}, \beta_{1}}}$ and $b_{i}=\frac{1}{\left(i+\alpha_{2}\right)^{\beta_{2}} \mathfrak{H}_{n, \alpha_{2}, \beta_{2}}}, i=1,2, \ldots, n$, we obtain (24).

## 5. Conclusions

Jensen's inequality is very important in almost every field of science, as this inequality has very fruitful applications. Due to the various applications of Jensen's inequality, numerous mathematicians have paid considerable attention to refinements, extensions, and generalizations of this inequality. In this work, we considered a positive finite sequence and obtained an interesting refinement of Jensen's inequality pertaining to some index sets. We also discussed the refinement for particular index sets. Interestingly, the obtained results could generate the earlier refinements of Jensen's inequality. Moreover, we gave several applications of the main result in information theory and deduced refinements of inequalities for some special means.
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