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Abstract

:

Recently, high dynamic range (HDR) imaging has been used in many fields such as display, computer graphics, and digital cameras. Various tone mapping operators (TMOs) are used for effective HDR imaging. TMOs aim to express HDR images without loss of information and natural images on existing display equipment. In this paper, to improve the color distortion that occurs during tone mapping, multi-layer decomposition-based color compensation and global color enhancement of the boundary region are proposed. Multi-layer decomposition is used to preserve the color information of the input image and to find the area where color distortion occurs. Color compensation and enhancement are especially used to improve the color saturation of the border area, which is degraded due to color distortion and tone processing. Color compensation and enhancement are processed in IPT color space with excellent hue linearity to improve effective performance by reducing interference between luminance and chrominance components. The performance of the proposed method was compared to the existing methods using naturalness, distortion, and tone-mapped image quality metrics. The results show that the proposed method is superior to the existing methods.
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1. Introduction


Nature scenes have a very wide dynamic range. However, because the existing display equipment has a narrow dynamic range, it cannot express all the information, such as the brightness and color, of a natural scene. To reduce the loss of information, it is necessary to increase the dynamic range of the camera sensor and display equipment or to compress the information in a wide dynamic range without loss. However, since increasing the dynamic range of a physical sensor is expensive, HDR imaging has been developed to reduce information loss by synthesizing several narrow dynamic images.



An HDR image can be created using multiple low dynamic range (LDR) images with different exposure values [1]. The exposure value of the camera is expressed as the amount of light incident on the sensor. An image with a low exposure value is dark, but details in a bright area can be obtained. An image with a high exposure value is brightly saturated, but the detail in the dark area increases. HDR imaging is a method of acquiring all the details from dark areas to bright areas by synthesizing multiple images with different exposure values. However, since the HDR image has a wider dynamic range than the existing LDR display device, all information included in the HDR image cannot be displayed on the LDR display device. To solve this problem, tone mapping operators (TMOs) are used. TMOs are a method of mapping the dynamic range of the HDR image to a range that can be expressed on a display device. The goal of TMOs is to reproduce accurate HDR scenes by reducing information loss during mapping.



Existing TMOs can be divided into global and local methods [2]. Global TMO is a method of mapping all pixels using the same function. Global TMO has the advantages of simple structure and fast processing speed but has the disadvantage of the low contrast of the rendered image. Local TMO is a mapping method with reference to information of the adjacent pixels during mapping. The mapping value of the local TMO is changed according to surrounding information even if the value of the target pixel is the same. Therefore, the rendered images of local TMO have high contrast, but the processing speed is slower than global TMO, and halo artifacts appear.



Reinhard et al. [3] proposed global TMO based on a zone system for LDR display devices or photo printing for HDR images, and local TMO using dodging-and-burning to reduce the detail loss that occurs in very high dynamic range images. Mantiuk et al. [4] proposed a method to reduce the visible contrast distortion that occurs depending on the range of the output device. The method consists of a contrast distortion weight based on the human visual system and constraints to reduce distortion according to the display device. Banterle et al. [5] proposed a TMO based on differential zone mapping. The method consists of image decomposition using zone mapping, optimal TMO application for each zone, and Laplacian pyramid fusion. Zone mapping applies the optimal TMO selected through physical experiments to each zone. Laplacian pyramid fusion was used to combine tone-mapped zones into one image without discontinuity and seams in the edge region. Kwon et al. [6] proposed a luminance adaptation transform (LAT) based on human visual function and retinex. The LAT is composed of a local TMO and chrominance scaling part to improve the local contrast and prevent saturation from occurring in the highlighted area. The local TMO part uses the luminance threshold and visual gamma to map the image to the optimal tone according to the local adaptation luminance level. The chrominance scaling part is used to compensate for the chrominance channel after tone mapping. Then, a multi-scale method was applied to balance local and global contrast.



Some studies apply the image appearance model as a local TMO. The color appearance model is a model that can predict color appearance attributes such as lightness, brightness, colorfulness, chroma, and hue in given stimulus and viewing conditions [7,8]. The image appearance model is an extended model of the color appearance model and was developed to predict the perceptual attributes of spatially and temporally complex stimuli such as images. Fairchild and Johnson developed an image color appearance model (iCAM) to predict the appearance of an image with spatially complex color stimuli by extending the traditional color appearance model and rendering the prediction result as an image [9]. Kaung et al. [10] proposed an iCAM06 to deal with HDR images by extending the iCAM. The iCAM06 adopts two-scale decomposition to reduce halo artifacts. The iCAM06 uses cone and rod photoreceptor response functions to process a wide dynamic range from scotopic to photopic and applies various visual modeling functions to express visual attributes according to the surrounding changes. Chae et al. [11] proposed a compensating method to reduce the white point shift that appears during tone compression in the iCAM06. Kwon et al. [12] proposed global chromatic adaptation to improve the saturation degradation caused by incorrect lighting prediction during HDR rendering. The global chromatic adaptation consists of illuminant estimation and an adaptive degree function that can adjust the adaptation level. The illumination estimation is calculated as the average value of pixels distributed near the black body locus in the xy color space. The adaptive degree function was modeled to control the degree of chromatic adaptation according to the intensity of illumination and color temperature. Kwon et al. [13] proposed decoupled processing and image appearance mapping to preserve color components and reduce color distortion. The decoupled processing is used to reduce interference between chrominance and luminance channels by processing the chromatic adaptation and tone compression in parallel. The image appearance mapping is used to preserve visual attributes such as lightness, chroma, and hue when recombining detail and base images.



In this study, we proposed color compensation and enhancement methods based on a multi-layer decomposition to reduce the color distortion in the boundary region and improve the decrease in saturation in the low-luminance region after tone compression. The multi-layer decomposition consists of a base layer (BL) and a detail layer (DL) separated with bilateral filtering, and an original layer (OL) without bilateral filtering. BL and DL are used for tone compression, and OL is used to acquire information to reduce the color distortion that occurs during tone compression. The color compensation and enhancement are processed in the IPT color space, and only the chrominance components are used. The IPT color space has better hue linearity than other color spaces. In IPT color space, I is the luminance channel, and PT are the chrominance channels. The color compensation includes a color difference map and a color scaling degree. The color difference map is used to detect a color distortion region that occurs in a strong boundary region. The color scaling degree is used to compensate for the chrominance distortion that occurs between the chromatic adaptation and tone compression. The color enhancement consists of an enhancement stop mask, an enhancement gain, and a color difference vector. The enhancement stop mask is used to prevent white point shift or hue shift at monotone or low saturation boundaries. The enhancement gain is used to compensate for the chrominance components according to the luminance level conversion between chromatic adaptation and tone compression. The color difference vector is used to improve the saturation degradation that occurs in the color boundary area. Finally, the chrominance components processed by the proposed method are combined with the luminance component of the existing tone-mapped image. The main contributions of the study are as follows:




	
The goal of the proposed method is compensating the color distortion around the color edge region and enhancing the desaturation in the low luminance and chroma areas after the color compensation.



	
The multi-layer decomposition is used to divide the image into base, detail, and original layers. The base layer is used for the chromatic adaptation and tone compression. The detail layer is used to enhance the detail information. The original layer is used to obtain the color distortion region and the necessary information for the color compensation and enhancement.



	
The color compensation is used to find the color edge region and reduce the color distortion around the color edge region. The color enhancement is used to reduce the desaturation of the low luminance and low saturation area after the color compensation.



	
The color compensation and color enhancement are processed in the IPT color space to preserve the luminance and chrominance.









2. Related Works


2.1. iCAM06


The iCAM06 is a representative image appearance model. The iCAM06 was designed for HDR image processing based on the CIECAM02 [10]. The iCAM06 consists of three steps. The first step is a chromatic adaptation. The chromatic adaptation is used to convert the color of the input image into a color corresponding to the predicted lighting environment. The iCAM06 adopts the chromatic adaptation of CIECAM02 and uses a Gaussian low-pass adaptation image of the input image to predict a lighting environment. The second step is a tone compression. The tone compression is used to apply the human vision photoreceptor response according to the change in the luminance of the image. The iCAM06 extends the luminance range from scotopic to photopic levels, and the tone compression is a combination of photoreceptor rod and cone responses. The third step is image attribute adjustments. The image attribute adjustments consist of detail, colorfulness, and surrounding. The adjustment in detail is used to predict the Stevens effect, which indicates the change of perceptual contrast according to the change of brightness [14]. The colorfulness and surrounding adjustments are used to compensate for the color and luminance components according to the brightness changes.



The iCAM06 uses a two-scale decomposition method to reduce halo artifacts that occur during tone compression and preserve image detail. The two-scale decomposition is a method of applying contrast compression only to the BL after separating the input image into BL and DL. The iCAM06 uses a fast bilateral filter to obtain the BL. The bilateral filter can smooth the brightness change of an image while preserving the edges, and is used for noise removal and contrast reduction. The fast bilateral filter is a method that applies subsampling and piecewise-linear bilateral filtering in the frequency domain to improve the processing speed of the bilateral filter [15]. In the iCAM06, the BL is used for chromatic adaptation and tone compression, and the DL is used for detail adjustment. The two layers are merged into a single image, and color and surrounding adjustments are applied to the combined image. Finally, an inverse transformation model is applied to the rendered image to be displayed on an output device. Figure 1 shows the flowchart of the iCAM06.




2.2. IPT Color Space


The IPT is a uniform opponent color space and provides an improved perceived hue linearity [16]. In the IPT color space, I, P, and T coordinates represent the lightness, red-green, and yellow-blue channels, respectively. Image attributes such as lightness, hue, and chroma for image quality prediction can be derived from the IPT color space. The IPT color space is a simple transformation from the CIEXYZ and consists of two 3 × 3 matrix transformations and one nonlinear power function. The following equations represent the forward transform from the CIEXYZ to the IPT color space.


       L     M     S      =       0.4002     0.7075     − 0.0807       − 0.228     1.1500     0.0612       0.0     0.0     0.9184        



(1)






        L ′  =  L  0.43   ,   L ≥ 0        L ′  = −    L    0.43   ,   L < 0        M ′  =  M  0.43   ,   M ≥ 0        M ′  = −    M    0.43   ,   M < 0        S ′  =  S  0.43   ,   S ≥ 0        S ′  = −    S    0.43   , S < 0       



(2)






       I     P     T      =       0.4000     0.4000     0.2000       4.4550     − 4.8510     0.3960       − 0.8056     0.3572     − 1.1628             L ′       M ′       S ′        



(3)









3. Proposed Methods


To reduce the halo effect, the iCAM06 uses a bilateral filter to separate the image into base and detail layers. It preserves the detail layer with local contrast components sensitive to human vision while compressing the dynamic range of the base layer with global contrast components. The base layer sequentially performs chromatic adaptation and tone compression. The tone compression is performed on each CIEXYZ channel, which distorts the color balance of each channel. The tone-compressed image and the detail layer are merged, thereby amplifying the color distortion in the boundary area.



In this study, we propose multi-layer decomposition-based color compensation and enhancement algorithms to improve the color distortion and global saturation degradation in the boundary region after tone compression. Figure 2 shows the flow chart of the proposed algorithm. The multi-layer decomposition block consists of a BL and a DL to which the bilateral filter is applied to obtain the color components necessary for color compensation and enhancement, and an OL to which the bilateral filter is not applied. The color compensation block deals with the detection of a color distortion area and a method for compensating for the distorted color. The color enhancement block deals with a method for improving the saturation degradation of the low luminance area that occurs in the tone compression image. The color compensation and enhancement algorithms are processed in IPT color space, which has superior hue linearity to other color spaces.



3.1. Color Compensation


The proposed color compensation is used to compensate the color boundary region using the color difference map and color scaling degree. The color difference map is used to find the color distortion area that occurs after tone compression and compensate for the color distortion area. BL and OL images are used to find color distortion regions. The BL image represents the image generated from the bilateral filter, and the OL image represents the input image. The color distortion region that occurs after tone compression can be found by using the difference between the chrominance channels of the BL and OL images. The process is as follows:




	
Apply chromatic adaptation and tone compression sequentially to the BL and OL images.



	
Convert two tone-compressed images from XYZ color space to IPT color space.



	
Calculate the difference between the chrominance channels (P and T) of the BL and OL images as L2-norm.








Figure 3 shows the tone compression result of the test image. Figure 3a is the input image. Unlike this pattern image, a general image has detailed information. Therefore, tone compression is applied only to the separated base image for preserving the detail information. The test image in Figure 3 shows the problem of reproduction of the boundary of tone processing for the separated base image. Figure 3b,c show the tone-compressed BL and OL images, respectively. A halo effect due to color distortion appears around the four square patterns in Figure 3b. In particular, the red halo effect is displayed at the border of the blue rectangle. On the other hand, in the image of Figure 3c, the halo effect does not appear around the square pattern. Figure 3d is the color difference map and shows the area where the color distortion appears in Figure 3b. The color distortion occurs around the edge of the rectangle. The larger the color distortion, the larger the color difference value and the brighter the pixel value in the corresponding area. The color difference map ranges from 0 to 1. The large color distortion areas have values close to 1. The equations of the color difference map are as follows:


   P d    i , j   =  P  t c _ B L       i , j   −  P  t c _ O L     i , j    



(4)






   T d    i , j   =  T  t c _ B L     i , j   −  T  t c _ O L     i , j    



(5)






  P  T d    i , j   =    P d      i , j    2  +  T d      i , j    2     



(6)






   M d    i , j   =   P  T d    i , j     P  T  d _ m a x      



(7)




where i, j represent the coordinates of the image. Pd and Td represent the color difference between P and T channels. Subscripts tc_BL and tc_OL represent the tone-compressed BL and OL images, respectively. PTd is the L2-norm of Pd and Td, and PTd_max is the maximum value of PTd. Md represents the color difference map, and the maximum value is 1.



The color scaling degree function is a weight that represents the color distortion ratio of chromatic adaptation and tone compression images. The chrominance component of the image is affected by the luminance component. During tone compression, a difference in the chrominance component of the chromatic adaptation image and the tone compression image occurs according to a change in the dynamic range. The color scaling degree is used to measure the degree of change in the chrominance component of the chromatic-adapted and tone-compressed images that occurs after tone compression. It is calculated using the scalar ratio of the PT-axis chromatic response of the chromatic-adapted and tone-compressed images. The OL image is used to calculate the color scaling degree. The chromatic response can be calculated as the L2-norm of the P and T channels. The following equation shows the proposed color scaling degree:


   C s    i , j   =      P  t c _ O L       i , j    2  +  T  t c _ O L       i , j    2         P  c a _ O L       i , j    2  +  T  c a _ O L       i , j    2       



(8)




where subscript tc_OL and ca_OL represent the tone-compressed and chromatic-adapted OL images, respectively. Cs represents the color scaling degree.



The boundary color compensation uses a color difference map, color scaling degree, chromatic-adapted image, and tone-compressed images to reduce color boundary error. A value of the color difference map close to 0 indicates a small color boundary error area, while a value of the color difference map close to 1 indicates a larger color boundary error area. The ratio of the tone-compressed OL image is increased in the area with a small boundary error, and the ratio of the chromatic-adapted OL image is increased in the area with a large boundary error. The color scaling degree is used to compensate for the ratio of the chromatic-adapted OL image to the tone-compressed OL image when compensating for the boundary region. The proposed color compensation algorithm formula is as follows, and Ps and Ts represent standard color channels.


   P s    i , j   =  P  t c _ O L     1 −  M d    i , j     +  P  c a _ O L     i , j    M d    i , j    C s    i , j    



(9)






   T s    i , j   =  T  t c _ O L     1 −  M d    i , j     +  T  c a _ O L     i , j    M d    i , j    C s    i , j    



(10)








3.2. Color Enhancement


In general, since tone compression reduces the dynamic range to a locally different level, irregular saturation degradation occurs. The decrease in saturation is conspicuously displayed at the low-luminance monotone or low-saturation boundary. Color enhancement was proposed to reduce the saturation degradation occurring in the low luminance and low chroma areas. Color enhancement consists of an enhancement stop mask, an enhancement gain, and a color difference vector.



An enhancement stop mask is used to prevent white point shift or hue shift at monotone or low saturation boundaries. In the IPT color space, saturation can be calculated using the L2-norm of the chrominance channels. The formula for the enhancement stop mask is as follows:


  P  T  t c _ O L     i , j   =    P  t c _ O L       i , j    2  +  T  t c _ O L       i , j    2     



(11)






   M e    i , j   =       1 ,    for    P  T  t c _ O L     i , j   ≥ c       P  T  t c _ O L     i , j   ,    otherwise         



(12)




where PTtc_OL is the L2-norm of Ptc_OL and Ttc_OL, and Me represents the enhancement stop mask. The constant c was set to 1 as a threshold value defining the low-saturation region. Figure 4 shows the enhancement stop mask. In the input image, flowers, fruits, and cookie boxes with high saturation values have bright values in the high-saturation region of the color check.



The enhancement gain is used to compensate for the chrominance component according to the brightness change after the tone-compressed image. As the change in brightness affects the chroma component, it is necessary to compensate for the saturation corresponding to the change in brightness. The change in brightness can be calculated using the ratio of the luminance channels before and after tone compression. The compensation of saturation corresponding to brightness change is described by Bae et al. [17], who modeled the chroma change rate corresponding to the luminance change of the image by changing the exposure value of the input image, and the formula is as follows:


  α   i , j   =       1 ,    for    1.009 ×        I  t c _ O L     i , j      I  c a _ O L     i , j   + 0.001       0.705   < 1       1.009 ×        I  t c _ O L     i , j      I  c a _ O L     i , j   + 0.001       0.705   ,    otherwise         



(13)




where Itc_OL and Ica_OL represent the tone-compressed luminance channel and the chromatic-adapted luminance channel of each OL image. If the enhancement gain is less than 1, the minimum value of the enhancement gain is set to 1 because the saturation is further reduced.



Color difference vectors (Vp and Vt) are used to improve the saturation of the color boundary area. The color difference vector divided the color difference channels Pd and Td by PTd_max to indicate the direction of change of the P and T channels.


   V p    i , j   =  P d    i , j   / P  T  d _ m a x    



(14)






   V t    i , j   =  T d    i , j   / P  T  d _ m a x    



(15)







Color enhancement uses standard color channels (Ps and Ts), enhancement gain α, enhancement stop mask Me, and color difference vectors (Vp and Vt). Pe and Te represent color-enhanced PT channels.


   P e    i , j   = α   i , j      P s    i , j   +  V p    i , j    M e    i , j      



(16)






   T e    i , j   = α   i , j      T s    i , j   +  V t    i , j    M e    i , j      



(17)







Finally, the Pe and Te channels and luminance channel (I’) of the detail-combined image (IPT’) are synthesized. The detail-combined image is an image that combines the result of a tone-compressed BL image and detail adjustment.



Figure 5 shows the proposed color compensation and color enhancement. Distorted colors (Ptc_BL, Ttc_BL) are transformed into standard colors (Ps, Ts) using the proposed color compensation. The hue of the distorted color shifts from θd to θs. In the IPT color space, the angle on the PT-axis represents the hue. The saturation of the color boundary area is improved by using a color difference vector for the standard color. The enhancement stop mask is used to adjust the size of the color difference vector to prevent white point shift or hue shift in the low-saturation boundary area.





4. Simulation and Results


4.1. Simulation System and Datasets


The system used in the experiment was an Intel Core i7-11700KF, 128G RAM, and an NVIDIA GeForce 3090 GPU. MATLAB-R2021a and Python 3.8.8 were used for TMOs and image quality assessment (IQA) metrics. The test patterns used in the experiment were 8-bit files, and gamma correction (gamma = 2.2) was applied. The HDR images used in the experiment were data sets of the HDR Photographic Survey [18], and the resolution of the images was resized to about 1500 × 1000. The number of HDR images used in the test was 50, and the test scenes included indoor and outdoor scenes.




4.2. Simulation for Test Patterns


We used test patterns to compare the performance of the proposed method and iCAM06. The test pattern in Figure 6 consisted of bars of red, green, blue, magenta, cyan, and yellow. The figure in the first row of Figure 6a–c shows the input image and the resulting images of iCAM06 and the proposed method, respectively. The graphs in the second row show the distribution of RGB pixels in the area indicated by the red arrow in Figure 6a. In the iCAM06 image in Figure 6b, a halo artifact appeared between each color bar and the background, and a purple halo artifact appeared particularly strongly at the blue bar boundary. In the graph of Figure 6b, the distribution of RGB pixels was not uniform in the boundary area of each color bar, and the intensity level changed rapidly. On the other hand, in the image using the proposed method in Figure 6c, the distribution of RGB pixels was uniform, and the halo phenomenon did not appear.



Figure 7 shows the input image, the resulting image for each method, and the pixel distribution graph. The input images consisted of gray, red, green, and blue patterns and three backgrounds. The intensity levels of the gray background were 100, 150, and 200 from the first row. The red arrow in Figure 7a indicates the distribution of RGB pixels for each image. A strong intensity boundary was created between the gray background marked with an arrow and the blue pattern. Figure 7b shows the results of iCAM06. In the first row, the distribution of green increased in the intensity boundary area. As a result, a green halo appeared in the blue pattern area of the iCAM06 image. In the results of the second row, the distribution of red as well as green increased, and in the third row, the distribution of red increased rapidly, so the red halo was conspicuous in the boundary area. Figure 7c shows the results of the proposed method. In the image for the proposed method, the distribution of brightness in the intensity boundary area was more uniform than that in the iCAM06 image, and halos did not appear.




4.3. Simulation for HDR Scenes


To compare the performance of the proposed method, the latest seven methods were used. The methods used for comparison were Banterle [5], Bruce [19], Reinhard [20], Liang [21], Li [22], Shibata [23], and iCAM06 [10]. The Banterle, Bruce, and Reinhard TMOs used HDR Toolbox for MATLAB [24], and other operators were obtained from the authors’ web pages. The maximum luminance level of the proposed method and iCAM06 was set to 300 for indoor and night scenes and 20,000 for day scenes, and the input parameters of other TMOs were set as default values.



Figure 8, Figure 9, Figure 10 and Figure 11 show the resulting images for each method. Each figure (a) is an image to which Gamma TMO was applied to visualize the input HDR image. Each image consists of a result image and cropped images, and the green rectangle represents the cropped region.



In Figure 8, in the results for Banterle and Li, saturation was observed in the color checker region. The Bruce results showed color distortion with strong halo effects between the vase and the cookie sheet. In the results for Reinhard and Liang, image contrast was low, and flower detail was low. In the Shibata result, there was a halo artifact and noise increase due to excessive detail enhancement. In the iCAM06 result, the sunflower petals were less saturated, and noise due to color distortion appeared on the border around the inner disk of the flower and the towel located under the vase. On the other hand, in the proposed method, the color saturation of the petals was high, and noise due to color distortion did not appear.



In Figure 9, for the Banterle result, the brightness of the window frame was saturated and the image was unnatural. The Bruce result image was blotchy throughout the image. The Reinhard result showed a high-intensity level and low contrast, and the Liang result showed both a low-intensity level and contrast. In the Shibata results, a halo appeared in the color checker area. In the iCAM06 result, in the second stained glass image, the blue color area was distorted with magenta color, and the blue color boundary was distorted at the edge of the third color checker area. In the proposed method, color distortion and boundary distortion did not appear in the stained glass region, and the contrast was high.



In Figure 10a–g, the conventional methods showed reddish images due to extremely high chroma. In the Banterle result, saturation appeared in the bright areas of the building, and in the Bruce result, the detail in the leaves of the trees disappeared. In the Shibata result, a lot of noise appeared due to an excessive increase in detail. In the iCAM06 result, there was cyan color noise in the “Flamingo” sign and the red color was distorted at the tip of the tree leaf. In the proposed result, the noise of the “Flamingo” sign was removed, and the color distortion in the tree leaf area was improved.



In Figure 11, the Banterle result showed saturation in the signage and indoor areas of the building. The Bruce result had brightness and color distortion appearing throughout the image. The Reinhard, Liang, and Li results had low contrast, and the Shibata result had a halo effect in indoor images. The polar chart at the bottom left shows the distribution of hue and saturation for the car door area. The angle in the polar chart represents the hue, and the distance away from the center of the chart represents the saturation. The degree of saturation is achromatic at the center of the chart and pure color at the edges. In the input image, the color distribution of the car door was composed of purple and red. In the iCAM06 result, the proportions of purple and blue were further increased, and blue color noise appeared in the cropped image. However, the proposed method reduced color noise and color distortion.




4.4. Objective Assessment


To compare the quality of rendered HDR images, we used the blind/referenceless image spatial quality evaluator (BRISQUE) [25], tone mapping quality index (TMQI) [26], and feature similarity index for tone-mapped images (FSITM) [27] and FSITM_TMQI [27]. BRISQUE is a no-reference IQA metric that measures quality using only the result images of each method. TMQI, FSITM, and FSITM_TMQI are full reference IQA metrics that compare the reference HDR image and the target tone-mapped LDR image.



BRISQUE is a model proposed to measure image quality based on a natural scene statistics framework. BRISQUE measures the naturalness and distortion of an image using the statistics of pair-wise products of neighboring luminance values. TMQI and FSITM were developed to objectively evaluate the performance of tone-mapped images generated from TMOs. TMQI consists of the multi-scale structural fidelity measure and statistical naturalness measure. The multiscale structural fidelity measure evaluates structural information between HDR and tone-mapped LDR images. The statistical naturalness measure evaluates the brightness and contrast of a tone-mapped image. The TMQI score is calculated as the weighted sum of the two measures. FSITM is an object index based on the local phase similarity of the original HDR and target tone-mapped LDR images. FSITM uses the locally weighted mean phase angle map that is robust and noise-independent to measure the local similarity. FSITM_TMQI is a combined index of FSITM and TMQI and has been proposed as a more accurate evaluation than the other two existing methods [27]. The BRISQUE score ranges from 0 to 100, and a lower score indicates better perceptual quality. In TMQI, FSITM, and FSITM_TMQI, the score ranges from 0 to 1, and a higher score indicates better image quality. Table 1 and Figure 12 show the scores of the IQA metrics for each method. The number of images used in the test was 50. Each score in the metrics represented the average and 95% confidence interval. The results showed that the image quality of the proposed method was superior to that of other methods. The reason the scores of the proposed method and iCAM06 were similar was that the proposed method was based on iCAM06. It improved the color distortion problem of iCAM06, but the resultant image tones of the two methods will be similar.





5. Conclusions


In this paper, multi-layer decomposition, color compensation, and color enhancement were proposed to improve color distortion and saturation degradation after tone compression. Multi-layer decomposition was processed separately into BL, DL, and OL to extract and compensate for the color distortion region that occurs during tone compression. The color distortion region was extracted using BL and OL images, and color information for the original image was obtained from the OL image. Color compensation and enhancements were processed in IPT color space with excellent hue linearity to reduce interference between luminance and chrominance components. The proposed color compensation used the color difference map to find the region where color distortion occurs and effectively compensated for the difference in chroma between tone compression and chromatic adaptation using the color scaling value. For color enhancement, it was possible to prevent white point shift or hue shift occurring in a low-saturation region by using an enhancement stop mask and to improve saturation by using an enhancement gain and a color difference vector. To confirm the performance of the proposed method, test patterns and various HDR scenes were compared with existing methods. IQA metrics such as BRSIQUE, TMQI, FSITM, and FSTIM_TMQI were used to compare the naturalness, distortion, and tone-mapped image quality of the image. The results showed that the proposed method has better performance in terms of naturalness, distortion, and tone-mapped image quality than the existing methods.
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Figure 1. Flowchart of iCAM06. 
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Figure 2. Flow chart of the proposed method. 
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Figure 3. Color difference map; (a) input image; (b) tone-compressed base layer image; (c) tone-compressed original layer image; (d) color difference map. 






Figure 3. Color difference map; (a) input image; (b) tone-compressed base layer image; (c) tone-compressed original layer image; (d) color difference map.



[image: Mathematics 11 00785 g003]







[image: Mathematics 11 00785 g004 550] 





Figure 4. Input image and color enhancement map; (a) input image with Gamma tone mapping for visualization; (b) enhancement stop mask. 
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Figure 5. Proposed color compensation and enhancement. 
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Figure 6. Rendering result of each method for test pattern #1; (a) input image; (b) iCAM06; (c) proposed method. Red arrow in (a) indicates the pixel scanline for each method. In the second row, the graph represents distribution of RGB pixels corresponding to the red arrow for each method. 
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Figure 7. Rendering result of each method for test pattern #2; (a) input images; (b) iCAM06; (c) proposed method. The intensity level of gray surround is 100, 150, and 200 from the first row. Red arrows in (a) indicate the scan line for the RGB pixel distribution graph on the right side. 
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Figure 8. Rendering results of each method for HDR scene #1; (a) input image with Gamma tone mapping for visualization; (b) Banterle; (c) Bruce; (d) Reinhard; (e) Liang; (f) Li; (g) Shibata; (h) iCAM06; (i) proposed method. 
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Figure 9. Rendering results of each method for HDR scene #2; (a) input image with Gamma tone mapping for visualization; (b) Banterle; (c) Bruce; (d) Reinhard; (e) Liang; (f) Li; (g) Shibata; (h) iCAM06; (i) proposed method. 
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Figure 10. Rendering results of each method for HDR scene #3; (a) input image with Gamma tone mapping for visualization; (b) Banterle; (c) Bruce; (d) Reinhard; (e) Liang; (f) Li; (g) Shibata; (h) iCAM06; (i) proposed method. 
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Figure 11. Rendering results of each method for HDR scene #4; (a) input image with Gamma tone mapping for visualization; (b) Banterle; (c) Bruce; (d) Reinhard; (e) Liang; (f) Li; (g) Shibata; (h) iCAM06; (i) proposed method. 
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Figure 12. Image quality assessment scores for each method. Better image quality is represented by a lower BRISQUE score or higher TMQI, FSITM, and FSITM_TMQI scores. 






Figure 12. Image quality assessment scores for each method. Better image quality is represented by a lower BRISQUE score or higher TMQI, FSITM, and FSITM_TMQI scores.



[image: Mathematics 11 00785 g012]







[image: Table] 





Table 1. Comparison of image quality assessment metrics.
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	BRISQUE
	TMQI
	FSITM
	FSITM_TMQI





	Banterle
	25.142 ± 2.409
	0.830 ± 0.020
	0.819 ± 0.016
	0.824 ± 0.013



	Brue
	22.018 ± 2.652
	0.805 ± 0.022
	0.822 ± 0.024
	0.814 ± 0.021



	Reinhard
	21.024 ± 2.382
	0.798 ± 0.015
	0.823 ± 0.014
	0.810 ± 0.010



	Liang
	23.155 ± 2.036
	0.888 ± 0.015
	0.843 ± 0.014
	0.865 ± 0.011



	Li
	30.593 ± 2.633
	0.758 ± 0.020
	0.784 ± 0.012
	0.771 ± 0.012



	Shibata
	19.101 ± 2.432
	0.855 ± 0.015
	0.807 ± 0.014
	0.831 ± 0.012



	iCAM06
	18.429 ± 2.301
	0.891 ± 0.020
	0.854 ± 0.014
	0.872 ± 0.014



	Proposed
	18.390 ± 2.305
	0.892 ± 0.020
	0.855 ± 0.014
	0.873 ± 0.014
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