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Abstract: Real-time evaluation of the damage location and level of rock mass is essential for pre-
venting underground engineering disasters. However, the heterogeneity of rock mass, which results
from the presence of layered rock media, faults, and pores, makes it difficult to characterize the
damage evolution accurately in real time. To address this issue, an improved method for rock damage
characterization is proposed. This method optimizes the solution of the global shortest acoustic wave
propagation path in the medium and verifies it with layered and defective media models. Based on
this, the relationship between the inversion results of the wave velocity field and the distribution
of rock damage is established, thereby achieving quantitative characterization of rock damage dis-
tribution and degree. Thus, the improved method is more suitable for heterogeneous rock media.
Finally, the proposed method was used to characterize the damage distribution evolution process
of rock media during uniaxial compression experiments. The obtained results were compared and
analyzed with digital speckle patterns, and the influencing factors during the use of the proposed
method are discussed.

Keywords: rock damage; non-destructive testing; inversion of wave velocity field; damage characterization
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1. Introduction

Rock is the main supporting material in underground engineering [1–3], and its
damage degree evolves with time under the action of external factors such as force [3–6]
temperature [7–9], and water [10–12]. Real-time detection and characterization of rock
damage location and damage level is the key to preventing underground disasters [13–15].
The commonly used non-destructive characterization methods for rock damage include
image method and acoustic method [16,17]. The image method characterizes the damage
of rocks by comparing and identifying the images of the rock before and after the damage
change [18,19]. The image method relies on high-resolution image acquisition equipment
and is limited by lighting conditions and viewing angles. The acoustic wave method mainly
analyzes the damage by imaging changes in the velocity of acoustic waves propagating in
rocks [20,21]. The characterization method based on acoustic waves has more advantages
in revealing the location and mechanism of key fracture damage of rocks and the future
development direction of cracks [22,23]. Many studies have been carried out based on this
method [24].

The wave velocity of the medium, which is usually obtained from the linear relation-
ship between the acoustic wave test propagation distance and propagation time [25,26],
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is often associated with the mechanical properties of the medium to analyze its damage
changes [27,28]. Madhubabu [29] et al. used multiple linear regression analysis (MVRA)
and artificial neural network (ANN) to predict the compressive strength and elastic mod-
ulus of carbonate rocks by measuring parameters such as ultrasonic wave velocity and
porosity. Hanxin Chen [30] et al. established a nonlinear Lamb wave detection system, ana-
lyzed the obtained time domain waveform using fast Fourier transform (FFT), and studied
the impact of two types of defects on the non-linear effects of Lamb waves. Umrao [31]
et al. proposed an adaptive neural fuzzy inference system (ANFIS) to predict the strength
and elastic modulus of sedimentary rocks by measuring P-wave velocity and porosity, con-
sidering their heterogeneity. Abbas et al. tested the parameters of ultrasonic wave velocity,
amplitude, and energy of composite sand shale and evaluated the macroscopic deformation
and crack propagation of the sample. Abbas [32] et al. evaluated the macroscopic deforma-
tion and crack propagation of the sample using parameters such as the ultrasonic wave
velocity, amplitude, and energy of composite sand shale. Rodríguez [33] et al. analyzed the
distribution of damage within rock specimens under diametral compression with P-wave
velocity calculation.

The wave velocity field imaging of the medium can be achieved by using multiple
acoustic sensors and multiple sets of arrival data, which enables a more accurate analysis of
the damage distribution of the rock medium [34,35]. The time-domain inversion calculation
of the wave velocity field consists of two interrelated parts: forward and inversion [36].
The forward calculation algorithm determines the propagation model of the acoustic wave
in the wave velocity field and obtains the theoretical travel time. In the iterative calculation,
the difference between the theoretical and measured travel time data is continuously
corrected to obtain the final value [37]. Based on the basic theory used in the inversion
calculation, it can be divided into two types: wave velocity field inversion based on ray
theory and wave velocity field inversion based on wave theory [38]. Gorbatov [39] et al.
calculated the P-wave velocity structure of the Kamchatka Peninsula in the Western Pacific
using 5270 shallow- and medium-depth earthquakes recorded in 32 stations of the Russian
Geophysical Service Regional Seismic Network. Goodfellow [40] et al. used active and
passive ultrasonic methods to study the evolution of the attenuation characteristics of
the sandstone sample during true triaxial deformation, calculated the wave velocity field
during the stress process of the rock sample, and established a relationship between the
wave velocity field and the damage. Caibin Xu et al. [41] pointed out that the scattering
behavior between Lamb waves and defects is closely related to wavelength and defect size.
They proposed a multi-narrowband fusion method that utilizes Lamb wave information
contained in multiple frequency bands to improve the image quality of Lamb wave phased
array imaging.

The previous studies indicate that the key to real-time characterization of rock damage
based on active acoustic testing is to establish the relationship between wave velocity
field imaging results and damage. The shooting method (angle increment method) and
bending method are the most basic local forward modeling methods [42], which have high
computational efficiency but limited solution accuracy when the ray coverage density is
insufficient. The global algorithm has a slower calculation speed but yields a more refined
result of inverting the wave velocity field. The presence of layers, holes, and fissures in rock
increases the difficulty of characterizing its damage. When the acoustic waves encounter
various defects such as faults and holes in the medium, they change their paths. The
received waveform information reflects such defect information of the medium [43,44].
Therefore, the rock damage distribution can be characterized by association with the wave
velocity field of the rock. The challenge is how to solve the rock wave velocity field
accurately and quickly.

An improved method for rock damage characterization based on the shortest travel
time optimization with active acoustic testing is proposed. In Section 2, the global shortest
travel time optimization based on Bellman–Ford is introduced to solve the distribution
of the medium wave velocity field. Then, the connection between the wave velocity field
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and the rock damage distribution is established. In Section 3, a rock uniaxial compression
experiment is used to verify the accuracy of the proposed method in characterizing the
evolution of the damage distribution. In Section 4, the influence of emission waveform
parameters on the results of the rock damage characterization method based on acoustic
wave testing is discussed.

2. Method
2.1. Shortest Path Solution Based on Bellman–Ford Method

The Bellman–Ford algorithm, employed in dynamic programming, excels at finding
the shortest path from a single source. Its integration into wave velocity field solutions
swiftly yields the globally shortest travel time path, with a key emphasis on efficient
relaxation calculations.

Figure 1 is an example of the Bellman–Ford algorithm finding the shortest path
from S. Figure 1 illustrates the nodes along the propagation paths and the corresponding
propagation times for each sub-path. The initial propagation time is 0. The initial slack
involves comparing the propagation paths to all adjacent nodes to identify the shortest
propagation time path. Given that t1 < t5, the shortest path is S-R1, with a recorded shortest
path travel time of 1. In the second slack calculation, considering t1 + t2 < t5, the shortest
path is revised to S-R1-R2, and the recorded shortest travel time is updated to 3. In the
third slack calculation, t1 + t2 + t3 < t5 results in the shortest path being S-R1-R2-R3, with a
recorded shortest path travel time of 5. Finally, considering t1 + t2 + t3 + t4 < t5, the fourth
slack calculation yields the shortest path as S-R1-R2-R3-R. The steps above can calculate the
shortest travel time path from S to R.
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Figure 1. The principle of the shortest path calculation using the Bellman–Ford algorithm. (a) is a
schematic diagram of the straight line propagation path and the refraction propagation path. (b) is
the Bellman Ford algorithm to calculate the shortest propagation path considering refraction.

The shortest travel time path algorithm can obtain a path that adheres to Snell’s law. It
can quickly find the globally shortest path from multiple start nodes to multiple termination
nodes. It has more advantages in the wave velocity field calculation of rock materials than
the ray tracing method.

We thus used the Bellman–Ford algorithm to solve the shortest travel time path and
analyze several common models’ global acoustic wave propagation paths in rock damage
characterization.

Figure 2a shows a homogeneous medium with a wave velocity of 3000 m/s and
12 sensors. These sensors can transmit and receive acoustic waves. The shortest path
solution method based on the Bellman–Ford algorithm obtains the shortest propagation
time path in the whole field. The results of the propagation path with the shortest time
are shown in Figure 2a. In homogeneous media, the theoretical propagation path with the
shortest time is the linear distance between the emission point and the reception point. The
solved propagation path with the shortest time conforms to the theoretical results.
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Figure 2. Propagation path with the shortest time of several common models obtained by the
Bellman–Ford algorithm. (a–c) are the propagation path diagrams of the improved algorithm in
homogeneous media, layered media and defective media respectively.

Figure 2b shows a layered medium with velocities of 4000 m/s, 2800 m/s, 3500 m/s,
and 3000 m/s from top to bottom. The thickness from top to bottom is 24 m, 26 m, 20 m,
and 30 m, respectively, and there are 12 sensors for acoustic testing. The propagation path
with the shortest time obtained based on the Bellman–Ford algorithm is shown in Figure 2b.
Results show that the acoustic wave propagation path refracts at the interface of the layered
medium, which is consistent with the hypothetical situation.

Figure 2c shows a medium with a defect area. Its background wave velocity is
3000 m/s, including two defects with different wave velocities. The wave velocity of one
defect area is 2500 m/s, which is slightly lower than the background wave velocity. The
other is an ultra-low wave velocity zone, with a wave velocity of 1000 m/s.

According to Snell’s law, acoustic waves preferentially propagate through areas with
higher propagation speeds. Diffraction will occur in the area with ultra-low wave velocity.
The propagation time with a straight line is the shortest one corresponding to the area,
with little difference from the background wave velocity. The results in Figure 2 are
also consistent.

2.2. Wave Velocity Field Calculation

Once the fastest propagation path is determined, the theoretical propagation time
for each path is calculated under the assumed initial wave velocity background. This
calculation uses the whole field’s shortest propagation path solution method based on
the Bellman–Ford algorithm. The medium’s wave velocity model undergoes continuous
refinement based on the arrival time of the received waveform. The wave velocity field of
the medium is derived by minimizing errors. The Radon inverse transform is employed to
iteratively establish an initial value for calculating the initial wave velocity field, mitigating
the influence of the initial value on the calculation results.

As shown in Figure 1a, a medium is divided into m × n units, including several
acoustic emission and receiving sensors. The path from one acoustic emission position to
the acoustic receiving position is Li, and its propagation sub-path in each small unit is lij.
The corresponding time of each sub-path is tij, and the total propagation time is Ti.

The process of the acoustic signal from the acoustic emission point to the acoustic
receiving position along the shortest travel time path is Radon positive transformation. The
internal information of the inverse medium is the Radon inverse transform. According to
Radon changes, the following is true:

ti =
∫
Li

1
vj(x, y)

dl =
∫
Li

f j(x, y)dl, (1)

where vj(x, y) is the wave speed of the jth small unit, and f j(x, y) is the reciprocal of the jth
small unit’s wave speed.
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When the wave velocity grid of the small element assumed for wave velocity inversion
is small enough, the distance can be considered as a constant, and Equation (4) can be
changed as follows:

ti =
m

∑
j=1

aijxj, (2)


t1 = a11x1 + a12x2 + · · ·+ a1mxm
t2 = a21x1 + a22x2 + · · ·+ a2mxm

...
tn = an1x1 + an2x2 + · · ·+ anmxm

, (3)

where t is the monitored arrival time; a is the propagation length obtained by the Bellman–Ford
algorithm; x is the slowness of wave velocity.

The back projection algorithm (BPT) is used to solve the problem. We can take the
calculation of the wave velocity of cell j in Figure 1a as an example. The wave velocity of
cell j is determined by dividing the cumulative time of all paths propagating in cell j by the
cumulative path length propagating in cell j. The propagation time of each path in cell j
is weighted by the ratio of the propagation path length lij of the ith acoustic propagation
path in cell j to the total length Li of the ith acoustic propagation path. The ith acoustic
propagation path total travel time (Ti) is allocated to each small cell (ti) of inverse wave
velocity. The mathematical expression for solving wave velocity xi of any grid is as follows:

xi =
m

∑
i=1

[
Ti(

n

∑
j=1

lij
/

Li)

]/
m

∑
i=1

lij. (4)

This calculation result is taken as the initial value of the least squares iteration [45]. The
error between theoretical travel time and monitoring travel time is illustrated as follows:

ε1 = t1 − a11x1 + a12x2 + · · ·+ a1mxm
ε2 = t2 − a21x1 + a22x2 + · · ·+ a2mxm

...
εm = tn − an1x1 + an2x2 + · · ·+ anmxm

. (5)

Then, the sum of squared errors is as follows:

ε = ε2
1 + ε2

2 + · · ·+ ε2
n (6)

The slow derivation of each wave to be solved is as given:

∂ε
∂x1

= 0
∂ε

∂x1
= 0
...

∂ε
∂xm

= 0

. (7)

Substituting into Equation (2), we obtain the following:

−2
n
∑

i=1
ai1[ti − (a11x1 + a12x2 + · · ·+ a1mxm)] = 0

−2
n
∑

i=1
aim[ti − (a11x1 + a12x2 + · · ·+ a1mxm)] = 0

...

−2
n
∑

i=1
aim[ti − (a11x1 + a12x2 + · · ·+ a1mxm)] = 0

(8)
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We can convert this to the following:

n
∑

i=1
ai1(a11x1 + a12x2 + · · ·+ a1mxm) =

n
∑

i=1
ai1ti

n
∑

i=1
ai2(a11x1 + a12x2 + · · ·+ a1mxm) =

n
∑

i=1
ai2ti

...
n
∑

i=1
aim(a11x1 + a12x2 + · · ·+ a1mxm)] =

n
∑

i=1
aimti

. (9)

Then, the wave velocity of each unit can be obtained as follows:

x =
[
ATA

]−1
ATT (10)

2.3. Damage Distribution Calculation

In the study of rock damage characterization, the damage factor D used to describe
the damage level of the medium is a variable related to the initial and final state of the
medium, and its value is between 0 and 1. D is 0 when the rock is undamaged, and D is 1
when it is completely damaged.

Assume that the initial wave velocity before rock damage occurs is V0, the wave
velocity measured under the current damage degree is Vi, and the wave velocity when the
rock completely loses its bearing capacity is Vc. The relationship between acoustic wave
velocity and rock damage can be established as follows [46]:

D = 1 − (
Vi
Vc

)
2
. (11)

In damage mechanics, strain is related to D as follows:

D = 1 − exp[−a(
εi
εc
)

b
] (12)

where εi is the current strain of the rock; εc is the strain when the rock is completely damaged.
Since the strain of the rock under load is positively correlated with the wave velocity,

the functional relationship between the wave velocity change and the damage level is
as follows:

D = 1 − exp[−a(
∆Vi
∆V

)
b
], (13)

where ∆Vi is the current wave velocity variation. ∆V is when the rock is completely
damaged. Parameters a and b are set according to the range of wave velocity variation of
the damaged rock mass.

Assuming the medium is completely damaged, its wave velocity decays to half its
original value. The corresponding functional relationship between the damage and the
measured wave velocity is shown in Figure 3.

Adjusting parameters a and b in Equation (13) can correct the sensitivity of wave
velocity to characterize damage. When it is necessary to discern the minor damage, reduce
a and increase b; when minor damage is not noticed, increase a and reduce b.
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2.4. Results

The improved method is used to calculate the wave velocity field distribution of the
defective model in Figure 2c. The results are shown in Figure 4a. Figure 4b shows the wave
velocity field distribution calculated by the initial method. The imaging unit error rate is
shown in Figure 5. The newly improved method has slightly higher calculation accuracy
than the initial method.
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(b) is obtained by the initial method.

In practical applications, the travel time data obtained from acoustic testing are used as
observation values in wave velocity field inversion calculations. The disturbance analysis
is of great significance. In the model shown in Figure 2c, a 1% travel time error disturbance
is added to two, four, six, and eight paths. Then, the perturbed time shift data are used
for wave velocity field inversion calculation. Figure 6 shows the error rate results for each
calculation unit. The error rate gradually increases as the number of paths disturbed by
travel time errors increases, and the error rate is lower for larger damage. The proposed
method is still applicable when the number of paths with travel time error is less than six.
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3. Experimental Verification
3.1. Sample and Experiment

The equipment used in the experiment is shown in Figure 7. The uniaxial compression
loading equipment provided external force to the rock sample to cause damage. The
acoustic emission monitoring equipment was used to monitor the fracture signal of the
rock damage process. Moreover, we utilized AST to test the current wave velocity of the
rock sample at different stages. The industrial camera was used to take pictures of the
damage process of rock samples.

The uniaxial compression equipment is an MTS-322T electro-hydraulic servo control
testing machine from the Mechanical Testing Center of Central South University, with a
load range of ±500 kN and a load accuracy of ±0.5%. The AE monitoring equipment
is the DS5-16C AE acquisition system of Beijing Soft Island Times Technology Co., Ltd.
(Beijing, China). It has 16 channels in total, and the range of its sampling frequency is
3 MHz–10 MHz. The matched AE amplifier is adjustable at 20/40/60 dB, and the model of
the AE sensor is RS-2A. The industrial camera used in the experiment is the German Basler
industrial camera (aca1920-155). Its highest sampling rate is 160 images per second, with a
resolution of 5 million pixels.
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Figure 7. (a) is the experimental equipment and samples; (b) is one surface of the sample for industrial
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The flat granite sample with a side length of 150 mm and a thickness of 20 mm is
shown in Figure 7b. The wave velocity of the complete sample is 3916 m/s, and the surface
wave velocity is 2672 m/s. The photographing surface and the acoustic testing surface of
the sample are shown in Figure 7b,c.

3.2. Experiment Process

The uniaxial compression test was conducted on the servo-hydraulic rock mechanics
test system (MTS-322), with a loading rate of 5 kN/min.

Twelve sensors were arranged on the surface of the sample for acoustic testing. Table 1
displays the location coordinates of these sensors. The acoustic wave test transmitted the
acoustic wave in turn on the acoustic test surface of the sample by calling the AST function
in the DS5-16C AE acquisition system, and the excitation waveform used in the test was a
pulse wave. First, an acoustic test was conducted before the experiment. Then, an acoustic
test was conducted every 30 kN. Loading was stopped when the sample had visible cracks.

Table 1. Coordinates of the sensor.

Sensors’ Number
1 2 3 4 5 6 7 8 9 10 11 12

X 15 60 110 135 135 135 135 90 40 15 15 15
Y 15 15 15 15 60 110 135 135 135 120 90 50

The microfracture signal during uniaxial compression of the rock sample was mon-
itored and collected by the AE monitoring system (DS5-16C), and the AE acquisition
sensor was consistent with the acoustic testing sensor. The sampling frequency of the AE
monitoring system is 3 MHz, and the signal amplification factor is 40 dB.

The Basler Aca1920-155 industrial camera took pictures of the sample deformation
process during the experiment. The photographic surface of the industrial camera was
opposite to the acoustic testing surface. The auxiliary white light source was used to
illuminate the sample surface, improve brightness, and reduce the camera ISO parameters.
The camera shooting resolution is 1920 × 1200 pixels, and the frame rate is 10 fps. These
photos were processed by DIC technology. Since the granite sample has small, natural black
and white units, and the size met the requirements, the sample surface did not require
additional markings.

Figure 8a illustrates the change process of the loading force over time. Before the
experiment, the wave velocity of the sample was measured once. Then, an acoustic test was
carried out every 30 kN increase in load. After visible cracks appeared, the last acoustic
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test was carried out. A total of eight acoustic tests were carried out during the experiment.
The time of each acoustic test is shown at the arrow positions in Figure 8a.
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Figure 8. (a) The loading force changes with time and the time of the acoustic wave test; (b) is each
channel’s transmitted and received waveform. The red box is the excitation signal; the rest are the
received signals.

The 12 sensors transmitted pulse waves in turn, and the others received acoustic waves
propagating along the sample. The acoustic signals collected in the acoustic test are shown
in Figure 8b. From top to bottom, they are the signals received by 12 channels. The red box
is the excitation signal; the rest are the received signals.

Sensors at the ends were selected for analysis. The #2 sensor transmitted acoustic
waves, and the #8 sensor received the waves propagating along the sample. The waveform
received by the #8 sensor is shown in Figure 9.
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3.3. Results

In this section, the damage location of the granite sample was characterized by cal-
culating the change in the wave velocity field during the uniaxial compression test. The
relationship between the wave velocity field and the damage was also established. The
accuracy of the improved method to characterize the damage position was obtained by
comparing the change results of the wave velocity field with the sample strain results
calculated by DIC.

The size of the plate granite sample is 150 mm × 150 mm. Excluding the diameter of
the acoustic emission sensor (18 mm), the size of the wave velocity calculated area in the
plate sample is 120 mm × 120 mm. A total of 54 measuring paths could be made up of
12 sensors through the monitoring area. Utilizing the Bellman–Ford algorithm in dynamic
programming, the initial velocity field of the plate granite sample was obtained by solving
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the shortest path within the calculated area. According to the relationship between wave
velocity change and damage characterization established in Section 2.3, the damage of the
sample during the loading process was characterized. The parameter range is generally set
at 0.2~0.8 in rock uniaxial compression experiments. It can be calculated that a and b in
Equations (2) and (3) are 3 and 6, respectively. The damage variable D is shown in Figure 10.
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Figure 10. Parameter selection.

Figure 11 illustrates the wave velocity field distribution, damage distribution, and
strain field of the rock sample during uniaxial compression. The damaged area identi-
fied by the improved method was consistent with the large strain area identified by the
DIC technique.

Mathematics 2024, 12, x FOR PEER REVIEW 12 of 23 
 

 

 
Figure 10. Parameter selection. 

Figure 11 illustrates the wave velocity field distribution, damage distribution, and 
strain field of the rock sample during uniaxial compression. The damaged area identified 
by the improved method was consistent with the large strain area identified by the DIC 
technique. 

 
(a) Damage characterization results when the loading force is 30 kN. 

 
(b) Damage characterization results when the loading force is 60 kN. 

 

(c) Damage characterization results when the loading force is 90 kN. 

Figure 11. Cont.



Mathematics 2024, 12, 161 12 of 21Mathematics 2024, 12, x FOR PEER REVIEW 13 of 23 
 

 

 

(d) Damage characterization results when the loading force is 120 kN. 

 

(e) Damage characterization results when the loading force is 150 kN. 

 

(f) Damage characterization results when the loading force is 180 kN. 

 

(g) Damage characterization results when the loading force is 210 kN. 

Figure 11. Damage characterization results and digital speckle results with different loading 
forces. 

  

Figure 11. Damage characterization results and digital speckle results with different loading forces.

4. Discussion
4.1. Sample and Experiment

The method presented in this paper provides a concise and accurate method for
characterizing the damage distribution of rock. In practical applications, the degree of
damage increases the internal cracks within the rock. It is thus necessary to analyze the
influence of cracks on the acoustic testing method. This section analyzes the influence of
waveform type, waveform parameters, and the relative position of a transmitted waveform
and defect on the received waveform by the experiment.

The sample used was a granite slab sample with a crack in the center, as shown in
Figures 5–10. Its size is 150 mm × 150 mm × 20 mm. The crack is at the center of the
sample, as shown in Figure 12. The crack length is 20 mm, and the width is 2 mm.
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The AE equipment can emit the waveform edited by the user and collect the waveform
transmitted through the sample. As shown in Figure 12, four AE sensors were arranged on
the sample: one transmitting acoustic wave sensor and the other three receiving acoustic
wave sensors. The sensor coordinates are shown in the Table 2.

Table 2. Sensor coordinates.

AE Location Sensor #1 Sensor #2 Sensor #3

Coordinates
X 75 75 30 130
Y 20 130 120.4 50

The straight-line distances between the transmitting acoustic wave sensor and the
three receiving acoustic wave sensors were 110 mm, 110.02 mm, and 62.65 mm, respectively.
Compared with the position of the crack, the No. 1 sensor and the emitting acoustic wave
sensor were located on both sides of the crack, and a straight-line distance passed through
the crack. The No. 2 and emitting acoustic wave sensors were located on both sides of the
crack, respectively, but the straight-line distance did not pass through the crack. The No. 3
sensor and the transmitting acoustic wave sensor were located on one side of the crack,
and the straight-line distance did not pass through the crack.

The influence of the emitted sound wave frequency, different waveforms, and the
relative position of the waveform and the defect on the received waveform was studied
using this sample.

4.2. The Influence of Transmitting Acoustic Wave Frequency on Receiving Waveform Parameters

When studying the influence of the transmitted acoustic wave frequency on the
received waveform, we chose sensor #3 for analysis because it could avoid the influence
of cracks on the arrival of the first break. The emitting wave was a half-cycle sine wave
with frequencies of 200 kHz, 400 kHz, 600 kHz, 800 kHz, and 1 MHz, respectively. The
amplitude of the waveform was 1 V. The duration of the waveform was 2.5, 1.25, 0.833,
0.625, and 0.5, respectively, as shown in Figure 13.
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We analyzed the waveform received by sensor #3. In Figure 14, (1) to (5) are the
spectrum analysis results of the waveform received by sensor #3 when the transmitted
waveform was 200 kHz, 400 kHz, 600 kHz, 800 kHz, and 1 MHz.
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The onset time, amplitude, and correlation coefficient of the received waveform were
obtained for analysis. The correlation coefficient was based on the waveform received
at 200 kHz, and the other received waveforms and their correlation coefficients were
calculated, respectively. The results are shown in Table 3.

Table 3. The parameters of receiving waveform.

Frequency of the Emitting Waveform

200 kHz 400 kHz 600 kHz 800 kHz 1000 kHz

Onset time (µs) 23.7 23.3 23.3 23.3 23.7
Amplitude (mV) 140.2 139.77 139.16 138.86 138.24

Correlation coefficient 1 0.98 0.97 0.97 0.96

The difference between the obtained parameters is small. The correlation coefficient of
the oscillation start time and the waveform does not exhibit a clear change law. Although
the amplitude changes are small, they gradually decrease with the frequency increase. That
is, the higher the waveform frequency, the faster the attenuation.

4.3. Influence of Different Waveforms on Parameters of Received Waveforms

The half-cycle sine wave, rectangular wave, and triangular wave with a frequency
of 1 MHz were used to study the influence of different transmitting waveforms on the
parameters of the receiving waveform. The transmitted waveforms are shown in Figure 15;
their amplitude was 1 V, and the duration was 0.5 µs.
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Figure 15. The different emitting waveforms.

We analyzed the waveform received by the No. 3 sensor. The spectrum analysis results
of the receiving waveform are shown in Figure 16. The onset time, peak amplitude, and
time of peak amplitude are shown in Table 4. The results show that the different types of
waveforms do not affect the onset time and the time when the peak amplitude appears.
But it does affect the magnitude. For waveforms of the same frequency, the peak amplitude
of the rectangular wave is the largest, and the peak amplitude of the sine wave is the
smallest. In practical applications, the transmission waveform is rectangular, which is more
conducive to the propagation of the excitation waveform.
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Table 4. Waveform parameters received with different transmission waveforms.

Different Transmission Waveforms (1 MHz)

Triangular Wave Half Sine Wave Rectangular Wave

Onset time (µs) 23.4 23.33 23.33
Amplitude (mV) 142.52 138.24 145.26

Rise time (µs) 168.33 167.33 168.33

4.4. Influence of Wavelength and Relative Position of the Defect on Received Waveform Parameters

The defect detection accuracy in ultrasonic testing is usually half the wavelength.
According to Snell’s law, the first arrival wave in the acoustic testing of rock materials
travels along the shortest path. If the shortest path does not pass through the defect location,
the first arrival data obtained at this time cannot reflect the existence of the defect. Therefore,
it is necessary to discuss the influence of the transmitted waveform and the relative position
between the straight-line path and the defect on the parameters of the received waveform.

The influence of the emission pulse wavelength changes on the received waveform
parameters when monitoring a defect of a specific size was studied. Half-cycle sine waves
with frequencies of 200 kHz, 400 kHz, 600 kHz, 800 kHz, and 1 MHz were transmitted with
defects on one side of the sample. The waveforms corresponding to different frequency
waveforms are shown in Table 5. Then, the waveform was received on the other side of the
sample. At the same time, another acoustic-wave-receiving sensor was arranged where
the straight-line path of the wave did not pass through the defect to study the influence of
whether or not the straight-line path passes through the defect on the received waveform
parameters. The straight-line path of the waveform received by the No. 1 sensor passed



Mathematics 2024, 12, 161 17 of 21

through the defect, as shown in Figure 12. The straight-line path of the waveform received
by the No. 2 sensor did not pass through the defect. The distances from the sound source
to sensors No. 1 and No. 2 were 110 mm and 109.66 mm, respectively. The emission
waveform is shown in Figure 14. The amplitude was 1 V, and the duration was 0.5 µs.
From the surface wave velocity of a complete granite sample (2700 m/s), the wavelengths
of different frequency emission waveforms can be obtained as follows.

Table 5. The wavelengths of different frequency waveforms propagating on the surface of the sample.

Frequency (Hz) 200 k 400 k 600 k 800 k 1000 k

Wavelength (mm) 13.5 6.75 4.5 3.34 2.7

The waveforms received by No. 1 and No. 2 sensors with different frequencies are
shown in Figure 17.
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The spectrum analysis result of the received waveform is shown in Figure 18. In
Figure 18, (1) is the spectrum diagram of the waveform of the straight path passing through
the defect, and (2) is the spectrum diagram of the waveform of the straight path not passing
through the defect. The start-up time and peak amplitude of the received waveforms are
listed in Table 6.

Table 6 reveals that although the distances from sensor 1 and sensor 2 to the sound
source were the same, the start-up time of sensor 2 was earlier than that of sensor 1. The
amplitude of the waveform received by sensor 2 was much larger than that of sensor 1.
The reason for the above phenomenon is a defect 2 mm thick on the straight path from
the sound source to sensor 2. The defect led to increased propagation paths and energy
attenuation of sound waves.
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Table 6. The parameters of the waveforms with different source frequencies received by sensor 1 and
sensor 2.

Frequency (Hz) 200 k 400 k 600 k 800 k 1000 k

Start-up time
(µs)

Sensor 1 38.33 38 38.66 40 40
Sensor 2 37.33 38.33 38.33 38.66 38

Peak amplitude
(mv)

Sensor 1 109.8 109.2 110.1 110.1 109.5
Sensor 2 171.2 170.8 170.2 169.3 169.9

Studies have shown that propagation characteristics of acoustic waves are related to
the rocks’ mechanical properties in acoustic testing. When the wavelength of the sound
wave is much larger than the inhomogeneous scale of the rock sample, the sample can be
regarded as a homogeneous medium. Otherwise, it should be considered a heterogeneous
medium. From the waveform parameters received by sensor 1 in Tables 5 and 6, it can be
seen that when the frequency of the transmitted waveform was greater than 600 kHz, the
half wavelength was smaller than the width of the crack, and the travel time of the first
wave increased significantly. Therefore, in non-destructive testing of rocks, the sensitivity
and accuracy are the best when the half wavelength of the transmitted waveform is equal
to half the thickness of the defect to be measured.
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5. Conclusions

This paper proposes a new method for solving the wave velocity field by optimizing
the fastest path search algorithm. The relationship between the wave velocity field and
the damage distribution was established to characterize the damage distribution. The
improved method was verified with a granite slab sample during uniaxial compression ex-
periments. The damage characterization results obtained using the proposed method were
compared with the results obtained using digital speckle patterns methods, demonstrating
the accuracy of the proposed method. Finally, the influence of the transmitted wave’s
waveform on the test result of the acoustic wave was discussed. The main conclusions are
presented as follows:

(1) The improved fastest travel path solution was proposed to obtain an accurate propa-
gation path in layered media and media with defects;

(2) A uniaxial compression experiment with granite flat samples was conducted to verify
the accuracy of the improved rock damage distribution characterization method.
The results of damage distribution characterization with the proposed method were
consistent with the strain rate images obtained by the digital image correlation;

(3) The length and shape of the emitted wave affect the accuracy of results in the rock
acoustic wave testing. The half wavelength of the emitted wave should be close to the
thickness of the defect being measured. Although shortening the wavelength of the
transmitted wave can improve the measurement accuracy, it also increases the wave’s
attenuation. Using a rectangular or sine wave as the transmitted wave is slightly
better than using a triangular wave;

(4) When there are large defects in the medium, diffraction will occur during wave
propagation, making it difficult to obtain accurate wave velocity fields at the defects
using methods based on first-arrival waves. The method proposed in this manuscript
is an improved method based on the first arrival wave travel time and will be subject
to this limitation. A possible solution is to improve based on the full waveform and
introduce coda waves to expand the time-shifted data to overcome this shortcoming.
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