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Abstract: Accurate retinal vessel segmentation is a crucial step in the clinical diagnosis and treatment
of fundus diseases. Although many efforts have been presented to address the task, the segmentation
performance in challenging regions (e.g., collateral vessels) is still not satisfactory, due to their thin
morphology or the low contrast between foreground and background. In this work, we observe that
an intrinsic appearance exists in the retinal image: among the dendritic vessels there are generous
similar structures, e.g., the main and collateral vessels are all curvilinear, but they have noticeable
scale differences. Based on this observation, we propose a novel cross-scale attention transformer
(CAT) to encourage the segmentation effects in challenging regions. Specifically, CAT consumes
features with different scales to produce their shared attention matrix, and then fully integrates the
beneficial information between them. Such new attention architecture could explore the multi-scale
idea more efficiently, thus realizing mutual learning of similar structures. In addition, a progressive
edge refinement module (ERM) is designed to refine the edges of foreground and background in the
segmentation results. Through the idea of edge decoupling, ERM could suppress the background
feature near the blood vessels while enhancing the foreground feature, so as to segment vessels
accurately. We conduct extensive experiments and discussions on DRIVE and CHASE_DB1 datasets
to verify the proposed framework. Experimental results show that our method has great advantages
in the Se metric, which are 0.88-7.26% and 0.81-7.11% higher than the state-of-the-art methods on
DRIVE and CHASE_DB], respectively. In addition, the proposed method also outperforms other
methods with 0.17-2.06% in terms of the Dice metric on DRIVE.

Keywords: retinal vessel segmentation; cross-scale attention transformer; progressive edge refinement
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1. Introduction

A retinal image is a direct assistance medium for non-invasive diagnosis, and retinal
vessel segmentation is an important basis in the clinical diagnosis of retinal degenerative
disease. The morphological variations in retinal vessels are closely related to various
diseases, including diabetes, hypertension, and so on [1-3]. Manual vessel segmentation is
time-consuming and laborious, and the results are also easily affected by expert experience.
Hence, it is required but challenging for developing automatic vessel segmentation in
clinical medical diagnosis to reduce human labor.

In the past decades, automatic retinal vessel segmentation has become a hot research
task, and numerous methods have been proposed for addressing this problem with promis-
ing performances. These methods can be roughly divided into traditional methods and
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deep-learning-based methods. Traditional methods have been investigated for a long time,
including filtering-based methods [4,5], model-based methods [6,7], tracking-based meth-
ods [8,9], and machine-learning-based methods [10,11]. Mendonca and Campilho [4] first
extract vascular centerlines and apply vessel width related filters for vessel filling. Similarly,
Zhang et al. [5] use hand-crafted filters for vessel enhancement and then perform threshold
processing to segment vessels. Al-Diri et al. [6] also employ a generalized morphological
order filter on vessel centerlines and utilize an active contour model to capture vessel
edges. And Yang et al. [7] propose an improved region-based level set model to segment
vessels, which consumes gray-scale retinal image and vascular-enhanced image. With
the development of machine learning, support vector machines [10] and the AdaBoost
classifier [11] have been applied in some early supervised methods to achieve better per-
formance. These methods generally utilize shallow fitting from handcrafted features for
classification/segmentation.

Recently, Convolutional Neural Networks (CNNs) have achieved impressive perfor-
mance on retinal vessel segmentation. They design diverse and ingenious deep networks to
extract high-dimensional features, which further regress the probability that pixels belong
to vessels. These methods either emphasize the discrimination and generalization ability of
the deep model or focus on the morphological characteristics of retinal vessels.

Alom et al. [12] design a recurrent and residual convolutional unit to serve as the
basic block to improve the discrimination of UNet [13], which is one of the most widely
used deep learning frameworks in medical image analysis. To heighten important vascular
features and suppress meaningless background features, Guo et al. [14] replace the deepest
convolution operation of UNet with a spatial attention module for adaptive feature refine-
ment. Additionally, Li et al. [15] leverage a similar idea to strengthen the input features.
Considering the effective performance of spatial and channel attention, Wang et al. [16] and
Mou et al. [17] integrate the dual attention module into their network to extract attention-
aware features. For the morphological analysis, Mou et al. [18] consider the connectivity of
vessels and propose a post-processing algorithm to obtain more complete vascular tree. To
achieve accurate segmentation in the presence of noise, Nazir et al. [19] take advantage of
the deep learning architecture to promote the cervical cytoplasm and nucleus segmentation.
And a denoising variational auto-encoder network is proposed by Aradtjo et al. [20] to refine
the segmentation results. Furthermore, Shin et al. [21] propose a vessel graph network,
which combines graph neural network and CNN for joint learning to extract both global
and local features.

In addition to the above methods, transformer-based neural networks have recently
attracted great interest in diverse medical imaging tasks. Transformers first achieved huge
success in natural language processing by capturing the long-range dependence of an
input sequence via a self-attention mechanism. Dosovitskiy et al. [22] make it effectively
adapt to vision tasks, which further expand the development of medical image analysis.
Chen et al. [23] propose Trans-UNet to integrate a transformer and U-shaped network for
medical image segmentation. To reduce the computational complexity and improve the
applicability of processing high-resolution images, Liu et al. [24] utilize the shifted window
technique to improve the generalization of transformer. Furthermore, Cao et al. [25] com-
bine shifted window with UNet and construct a pure transformer-based network (i.e., Swin-
UNet). Huang et al. [26] design a global transformer block to preserve detailed information
and a relation transformer block to explore dependencies among lesions and other fundus
tissues. To combine the advantages of the general UNet architecture and transformer,
the transformer-UNet framework is popular in Li et al. [27], Shen et al. [28], Lin et al. [29].
Li et al. [27] significantly reduce the computational cost in vessel segmentation by propos-
ing a grouping structure of convolution and transformer. Shen et al. [28] introduce the
squeeze-excitation transformer into UNet for retinal vessel segmentation. Furthermore,
Lin et al. [29] adopt a dual-branch Swin transformer with UNet architecture to capture the
feature representations of different semantic scales. The great potential of transformer and
the advantages of the transformer-based UNet framework have been presented in these
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methods. By taking these into account, we propose a cross-scale attention transformer into
the Swin-UNet framework. Our network retains the superior feature learning ability of
transformer and promotes the feature fusion of different scales in retinal vessels.

Given an input image, the transformer network first divides it into patches by a
predefined scale, e.g., 4 x 4 pixel grid. Then all patches are flattened into a sequence
and embedded into high-dimensional features with shared weights. Therefore, the self-
attention block can consume the sequence features for correlation learning. In retinal
vessel segmentation, the goal is to accurately segment the foreground, including main and
collateral vessels. Due to their thin morphology or the low contrast between foreground and
background, most approaches are limited in their ability to segment vessels in challenging
regions. We observe a momentous situation that the dendritic vessels have a great number
of similar structures but with different scales. For example, the main and collateral vessels
are both curvilinear, but their widths are significantly different. Therefore, transformer
with one fixed patch scale has natural limitations for retinal vessel segmentation.

In order to better exploit the attention mechanism to aggregate vessel features with
similar structures but different scales, a simple idea is to adopt a multi-scale scheme. Lin
et al. [29] propose a dual-scale transformer UNet for medical image segmentation. They
split the input image into different patches with two sizes, and apply two transformer
encoders to the different scales, respectively. Nevertheless, such a dual-scale scheme with
different encoders is too complex to efficiently fuse features of different scales, resulting in
the inability to fully benefit from similar structures.

Based on the above observations, we propose a Cross-scale Attention Transformer,
noted CAT, to serve as the basis block in the UNet architecture. CAT consumes features
with different patch scales to produce their shared attention matrix and then integrates the
beneficial information between them. Such a design makes full use of the characteristics of
the dendritic structure in retinal images, encouraging the features with different scales to
benefit from each other. Consequently, the proposed CAT can locate and separate more
collateral vessels while maintaining the segmentation effect of main vessels. In addition,
CAT is more lightweight than the dual-scale scheme.

Moreover, there are typically misclassifications in the edge of foreground and back-
ground as the scale differences between main and collateral vessels. To alleviate this
problem, we further propose a progressive edge refinement module, called ERM. We adopt
the deep-supervision scheme in the proposed network and apply ERM in the multiple
supervision layers. Inspired by gradient-based edge detection, we can generate an edge
map from the prediction map in each ERM. And we utilize a simple but effective operation
to decouple the edge map into a foreground edge map and a background edge map. The
decoupled edge maps are then used to suppress background features and enhance ves-
sel features in subsequent layers. Therefore, the ultimate prediction map can be refined
progressively to improve the segmentation effect.

In summary, the main contributions of this work are as follows:

1.  Cross-scale Attention Transformer (CAT) is proposed as the basic unit in the transformer
UNet. CAT fully exploits the dense similar structures with different scales in a retinal im-
age and effectively fuses the features to improve the vessel segmentation performance.

2. A progressive edge refinement module (ERM) is designed to refine the edges of fore-
ground and background in the segmentation results. ERM can suppress non-vessel fea-
tures and enhance vessel features, and then progressively refine the prediction mask.

3.  Comprehensive experiments and discussions are carried out to verify the effectiveness
of the proposed method. The vessel segmentation performance outperforms the state-
of-the-art methods on public retinal datasets.

The rest of this paper is as follows. We detail our methods in Section 2 and evaluate
the experimental results in Section 3. In Section 4, we further discuss our innovations.
Finally, the conclusion is arranged in Section 5.
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2. Materials and Methods

In this section, we first overview our framework and then expatiate the proposed
cross-scale attention transformer (CAT) and progressive edge refinement module (ERM).
Finally, the detailed configurations of the network are given.

2.1. Framework Overview

The diagram of our method is shown in Figure 1. We denote the input image size as
H x W. As the patch embedding [22] with size 4 x 4 in transformer UNet downsamples
the image size to 4 X Iff, directly using a 4x upsampling operator in the decoder will
lose a lot of shallow features [29]. So we first perform two layers of CBR blocks (i.e.,
Convolution, Batch Normalization, and ReLU activation) and one downsampling layer
to obtain the low-level features F; € RH*Wx32 and F, ¢ R x5 x64 (32 and 64 are the
feature dimensions). In this way, we can utilize CBR blocks also in the decoder to gradually

generate the prediction maps.
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Figure 1. Overview of the proposed method. (a) The detailed network structure, mainly used for
the visualization of cross-scale feature construction. (b) The architecture of transformer UNet, in
which Cross-scale Attention Transformer (CAT) serves as the basic unit. (c) Illustration of the Edge
Refinement Module (ERM), which integrates with the deep-supervision scheme.

For the multi-scale features construction, we find using the outputs of the former CBR
layers can smooth the transition from convolutional layers to transformer layers. Therefore,
we adopt patch embedding with size 4 X 4 on both the features F; and F, to produce
different scale features F® and F! (the index is omitted here for a better representation). And
we visualize them in the detailed network structure of Figure 1a for intuitive understanding.
Such two scale features are fed into the subsequent CAT blocks for cross-scale feature
learning and interaction.

The proposed transformer UNet framework in Figure 1b is mainly composed of CAT
blocks. In each block, there are multiple CAT layers cascaded together. Maxpooling and
bilinear interpolation serve as the downsampling and upsampling operations, respectively.
The details of CAT are given in a later subsection.
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In the decoder, we can obtain the output features before regressing the prediction
maps. A deep-supervision scheme is adopted here for better semantic learning. Specifically,
the features of the last four layers with sizes of % X %,% X %, % X %, and H x W are
selected for multiple supervisions. As shown in Figure 1a, we introduce ERM into the deep-
supervision layers to refine the edges in the prediction maps. ERM consumes the prediction
map of the higher layer to suppress background features and enhance vessel features to
purify each output representation. So the ultimate output can be refined progressively to
improve the segmentation effect. The details of ERM are given in a later subsection.

2.2. Cross-Scale Attention Transformer

In this subsection, we will elaborate on the proposed CAT for retinal vessel segmenta-
tion. For a clear comparison, we first briefly introduce the native self-attention transformer,
which is referred to as Single-scale Attention Transformer (SAT), and Dual-scale Attention
transformer (DAT).

SAT is widely utilized in the early transformer UNet frameworks [23,24], which
consist of several SAT blocks. In each block, the feature input to iy, layer can be denoted as
F; € REXC (C is the feature dimension). SAT is mainly composed of Norm, W-MSA, and
MLP with GELU activation. As shown in Figure 2a, SAT can be formalized as

F;, =W — MSA(Norm(F;)) + E,, O
Fi = MLP(Norm(Fl)) + F,.
F, F o F A F‘g,, L* %) Fh, (% 0)
L3
F N S T
v -V s Vi
Norm Norm Norm Norm Norm — ‘ { QL R _JQIT J I -
) 2 v v v
W-MSA W-MSA W-MSA W-MCSA +RPB
N N A N Softmax(0) Softmax(1)
X > / J
] % q (X»L Ao A Ag) X)
Norm Norm Norm Norm Norm L x LY
v v v v v 7 7
MLP MLP MLP MLP MLP ia/njﬂ et
D D ﬁ\ Va y,
. ’% ﬁ f) C I Y
v LA 7
Fiy1 Cross Attention Fusion Ff+1 F£+1 I
L Foue (1F X 0) Flou (L' X €)
i+
(a) SAT (b) DAT (c) CAT (d) Window-based multi-head cross-scale attention

(W-MCSA)

Figure 2. Comparisons of the proposed CAT with other transformer architectures. SAT, DAT, and
CAT mean Single-scale Attention Transformer, Dual-scale Attention Transformer, and Cross-scale
Attention Transformer, respectively. SAT consists of Layer Normalization (Norm), Window-based
Multi-head Self-attention (W-MSA), and MLP with GELU activation. DAT consists of two SAT layers
and a Cross-Attention Fusion module. CAT is similar to DAT but introduces a newly designed
Window-based Multi-head Cross-scale Attention (W-MCSA) to replace W-MSA and Cross-Attention
Fusion module.

Based on the multi-scale idea, Lin et al. [29] propose DAT to extract the coarse and
fine-grained feature representations of different semantic scales. They first perform patch
embedding with two sizes to yield different scale features, which can be denoted as
Fs € R *C (small-scale) and F! € RL'*C (large-scale). They further apply two naive trans-
former encoders on the features, i.e., F* and F' are fed into different SAT layers, respectively.
And a cross-attention fusion (CAF) module is followed to aggregate the features. As shown
in Figure 2b, DAT can be written as

F 1 = CAF(SAT(F),SAT(FL)). )

According to previous observation that there are dense similar structures with different
scales in retinal images, multi-scale learning is a natural idea to exploit this characteristic.
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DAT is a simple and feasible scheme for cross-scale learning. However, the scheme that
only performing cross-attention after independent single-scale attention is too complex
to efficiently integrate features of different scales, resulting in the inability to fully benefit
from similar structures. Therefore, we propose CAT in the transformer UNet framework for
retinal vessel segmentation. CAT also consumes features F* and F' but achieves attentional
feature aggregation in each transformer layer. This is possible due to the newly designed
W-MCSA, which is utilized to replace the W-MSA in SAT for cross-scale feature interaction.
As shown in Figure 2¢, CAT can be written as
B, Bl = W — MCSA(Norm(F), Norm(F!)),

%1 = MLP(Norm(E?)) + F, 3)
Fl., = MLP(Norm(E!)) + El.

Apparently, CAT can conduct cross-scale attention interactions and produce fused
dual-scale features F; ; and F! 1 in only one transformer layer. So we can cascade multiple
CAT layers to gradually extract high-dimensional representations to take full advantage of
similar structure information at different scales.

The details of W-MCSA are also shown in Figure 2d. For the input dual-scale fea-
tures F;, € RE'*Cand F/, € RE'C, the traditional way is applying several weight matrices
W € R€*D to transform F;, and Pl-ln to query, key and value features, respectively. In our
W-MCSA, it only calculates the query and value vectors of the dual-scale features. The
form can be written as

Qu, Ve = F, W, E5, Wi,

(4)
QLVI= Fianle FianXI/'

Then we skillfully utilize a single attention matrix A € L* x L! to formulate the cross-
scale feature similarity. The form can be written as

QT
A="Up

where RPB means relative position bias proposed in [24]. Then we perform Softmax
normalization along different dimensions of A to generate attention weights of F}, to Fl-ln

+ RPB, ()

or Fl-ln to F; . Therefore, the calculation of key features can be economized but efficient
cross-attention is also realized. The attentional features can be formalized as

V! = Softmax(A,1)V; + V,,

! T ©6)

V] = Softmax(A,0) Vs + 1V,
where the numbers in Softmax mean the dimensions for normalization. And we also
include their respective value features to keep feature consistency. Finally, projection
matrices are applied to produce the interacted features F,, and F! ,.

It is worth noting that the above cross-attention is applied in a window to balance the
receptive field and efficiency, and the attention calculation adopts the multi-head scheme.
The architectures of W-MCSA and CAT are ingenious and such design cleverly combines the
dual-scale features and attention mechanism. So compared to SAT and DAT, the proposed
CAT is more robust and efficient in fusing cross-scale similar structure information. We
will discuss the impacts in Section 3.5.

2.3. Edge Refinement Module

In this section, we will introduce the proposed ERM for edge refinement. As the
fine-grained foreground of the vessel mask, there is typically misclassifications in the edges
of the segmentation results. Based on the idea of edge decoupling, we further propose
ERM integrated with the deep-supervision scheme.
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As shown in Figure 1c, we select the last four layers in the decoder for multiple su-
pervisions. The features are F;_3 € R%X%XSC, F_, € R%X%X‘LC, F_, € RZ*%x2C and
F € REXWXC respectively, and we upsample them to the size of H x W. In each layer, sev-
eral blocks of strip convolutions, e.g., horizontal, vertical, left diagonal, and right diagonal,
are applied to extract shallow morphology features for better vessel prediction. And dense
connections are performed to aggregate these features to enrich the representations. The
connected and transformed features can be denoted as F/_,, F/ ,, F/ |, F € RHXWXC Edge
refinement is expected before regressing feature F’ to prediction map M € RH?*W (index is
omitted here).

Therefore, for the feature F/ of the Iy, layer, ERM first generates a soft edge map
E;_1 € RH*W based on the prediction map M;_; of the adjacent layer. This operation is
implemented through gradient calculation in a 3 x 3 kernel inspired by edge detection. By
analyzing the edge map E;_;, we find that the salient pixels in E;_; include not only vessel
pixels but also background pixels. Thus, we further design a simple but effective approach
to excavating the edge map. Specifically, we decouple the edge map E;_; to a foreground
edge map E{ fl and a background edge map Ef’f ; through element-wise multiplication
based on M;_4

E{Lgl =M;1-Eq,

)
b

ES, =(1—M_1)-E_.
Such that E{ § 1 expresses the vessel pixels near the background, and Efﬁ 1 expresses the
non-vessel pixels near the foreground. An illustration is shown in Figure 3 to clarify the
decoupled edge maps. By doing this, ERM can perform feature repressing and enhancement
accordingly. The form can be expressed as

£/ = BR(Cat(F/,F_,)(1 — %)),

F' = BR(E/(1+E/%))) ®
- 1 1-1//7
where F/" is the refined feature for subsequent vessel prediction, BR means Batch Normal-
ization and ReLU activation. We also concatenate the feature F/_; of the adjacent layer.
After these attentive operations, ERM suppresses the unexpected background edge features
by element-wise subtraction and enhances the foreground edge features by element-wise
addition. The module is cascaded to the adjacent layers in the deep-supervision. So the
ultimate prediction map can be refined progressively to improve the segmentation result.

2.4. Network Details

The proposed CAT and ERM are integrated into the transformer UNet framework. We
implement the network with two CBR blocks and four CAT blocks for feature extraction in
different resolutions. Each CAT block is composed of four CAT layers. The window size of
W-MCSA in CAT is set to 32 x 32 to balance the receptive field and efficiency. As dual-scale
features are produced in the last CAT layer of the decoder, we upsample them to the same
resolution and concatenate them as the input of the latter CNN layers. The last four layers
are conducted for deep supervision with ERM, and the final output prediction map serves
as the vessel segmentation result in the inference stage.
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Ground Truth Ef9 EP9

Figure 3. An illustration to represent edge decoupling on the prediction map M. E, Ef8, E?$ are the
edge map, foreground edge map, and background edge map, respectively. Given an input image
patch, the proposed network will generate the prediction maps for multiple supervision. Based on
the prediction map M of the adjacent layer, ERM first generates a soft edge map E. After that, the
edge map E is decoupled into the foreground edge map Ef¢ and the background edge map E'S.
Ef8 expresses the vessel pixels near the background, and E’8 expresses the non-vessel pixels near
the foreground.

3. Results

In this section, we perform comprehensive experiments on public datasets to verify
the effectiveness of our method. Then quantitative and qualitative results are presented to
evaluate the segmentation performance of our framework. Finally, we further explore the
effect of our innovations through an ablation study.

3.1. Datasets

This work is evaluated on two widely-used datasets, including DRIVE [30] and
CHASE_DB1 [31]. DRIVE dataset has 40 color retinal images, including seven abnormal
pathology cases. And it is fixedly split into two sets for training and testing, respectively.
The training set contains only one manual segmentation of an ophthalmologist, while
two manual annotations have been applied by two different observers in the testing set.
Following many existing methods [32-34], the manual annotation of the first observer is
used as the ground truth for training and evaluation. The spatial resolution of each image
in the dataset is 584 x 565. And we uniformly crop the training images into patches with a
size of 256 x 256. In addition, the dataset also provides the Field Of View (FOV) masks.

The CHASE_DBI dataset contains 28 color fundus images from both the left and right
eyes of 14 children. To be consistent with previous methods, the first 20 images are used
for training and the remaining are for testing. Each image has different manual annotations
from two experts. For a fair comparison with other methods, manual annotations of the
first expert are taken as ground truth in the experiments. The spatial resolution of each
image is 999 x 960. Due to the high resolution of the original images in the dataset, we
crop them into patches with a size of 384 x 384 as the network input. The FOV masks of
CHASE_DBI dataset are not provided, we generate them by a simple threshold filtering
according to Boudegga et al. [35].

3.2. Implementation Details

Regarding the data preprocessing, we first convert color fundus images to gray images.
Then we normalize the gray images to a standard normal distribution and re-scale them to
image space. In addition, Contrast Limited Adaptive Histogram Equalization (CLAHE) [36]
and gamma correction are also employed to enhance image contrast. Finally, we perform
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data augmentation, e.g., image flip, random rotation, and random zoom, to improve the
robustness and prevent overfitting during training.

We adopt the PyTorch framework to conduct all the experiments on a PC with Intel
Xeon E5 CPU, 64GB RAM, and an NVIDIA RTX 3090 GPU. During the training, the initial
learning rate is set to 0.0005 for both DRIVE and CHASE_DBI1. To dynamically adjust the
training process, we utilize the multi-step decay strategy to update the learning rate. The
batch size is set to 2, and the maximal epoch is 150. Moreover, we use the Adam algorithm
as the training optimizer.

The loss function of our network is the class-weighted binary cross-entropy loss LpcE,
which is defined as

1 N
Loce =~ Z(}) (yjlogy; + (1 —y;)log(1 —y;)) 9)
]:

where N denotes the number of pixels of each image. y denotes the ground truth label,
and y’ represent the prediction value. Class weights of 1.5 and 1 are found appropriate for
vessel and non-vessel in our experiments. Since we employ a deep supervision scheme in
the last four layers, £y, can be written as:

Liotar = L(G,Mj_3) + L(G, M;_p) + L(G, M;_1) + L(G, M;) (10)

where £ denotes the BCE loss LpcE, G is the ground truth mask, and M; is the prediction
map of ky, layer.

3.3. Evaluation Metrics

To quantitatively compare with the state-of-the-art methods, we use the standard
evaluation metrics, including Accuracy (Acc), Dice, the area under curve (AUC), Sensitivity
(Se), and Specificity (Sp). Acc measures the overall performance of the segmentation results.
Dice (also called F1-score) is to evaluate the network performance in an imbalance binary
segmentation task. For binary segmentation of retinal vessels, positive and negative are clas-
sified as vessel pixels and background pixels, respectively. Therefore, Se and Sp represent
the segmentation accuracy of the vessel and background pixels, respectively. Furthermore,
the receiver operating characteristic curve (ROC) reflects the trade-off between sensitivity
and specificity, and the area under the curve (AUC) is used to comprehensively assess the
capability of network classification.

3.4. Results and Comparisons

Compared Methods: To demonstrate the superiority of the proposed method, we
collect many state-of-the-art approaches as competitors, including CNN-based methods
(e.g., SA-UNet [14], CTF-Net [33]) and transformer-based methods (e.g., GT U-Net [27],
GT-DLA-dsHFF [37]). Moreover, we also compare our network against two methods based
on the multi-scale features (i.e., Dual E-Unet [38] and SCS-Net [39]), and two edge-aware
methods (i.e., BEFD-UNet [40], DE-DCGCN-EE [41]). For SA-UNet [14], GT U-Net [27],
Iter-Net [32], CTF-Net [33], CAR-UNet [34], and Genetic U-Net [42], we generate their
segmentation results based on the released codes by the authors. And the results of other
compared methods are directly from the corresponding papers.

Quantitative Comparisons: Tables 1 and 2 report the quantitative results of our
network and compared methods. For the DRIVE dataset, our quantitative results of Acc,
Dice, AUC, Se, and Sp are 97.05%, 83.33%, 98.87%, 84.68%, and 98.26%, respectively.
Compared with all other methods, the proposed model achieves the best results in Dice,
AUC and Se, while producing a comparable score in other metrics. Specifically, SGL [43]
achieves the highest Se among the competitors, but our method is still 0.88% higher than it.
And our result is also 0.17% higher than it in Dice, while maintaining almost the same Acc,
AUC, and Sp. In terms of the metric Sp, although CAR-UNet [34] achieves the highest score
among all the compared methods, its other metrics are all lower than our method, especially
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for Dice and Se, which are 0.8% and 3.33% lower, respectively. Overall, our method has
great advantages in Dice and Se, which are 0.17-2.06% and 0.88-7.26% higher than other
methods, respectively. As described in the definitions of Dice and Se, these improvements
indicate that our method is more capable of segmenting vessels in challenging regions.
More importantly, our proposed model fulfills such superiority while achieving the best
balance among the evaluation metrics compared to the state-of-the-art methods.

Table 1. Quantitative comparisons on the DRIVE dataset. The bold items are our results and the
underlined items are the best results.

Method Year Acc (%) Dice (%) AUC (%) Se(%) Sp (%)
Dual E-Unet [38] 2019 95.67 82.70 97.72 79.40 98.16
Iter-Net [32] 2020 95.74 82.18 98.13 7791 98.31
CTF-Net [33] 2020 95.67 82.41 97.88 78.49 98.13
BEFD-UNet [40] 2020 97.01 82.67 98.67 82.15 98.45
HANet [44] 2020 95.81 82.93 98.23 79.91 98.13
SA-UNet [14] 2021 96.98 82.63 98.64 82.12 98.40
GT U-Net [27] 2021 95.46 81.27 96.96 7742 98.09
SCS-Net [39] 2021 96.97 81.89 98.37 82.89 98.38
CAR-UNet [34] 2021 96.99 82.53 98.52 81.35 98.49
SGL [43] 2021 97.05 83.16 98.86 83.80 98.34
GT-DLA-dsHFF [37] 2022 97.03 82.57 98.63 83.55 98.27
DE-DCGCN-EE [41] 2022 97.05 82.88 98.66 83.59 98.26
Genetic U-Net [42] 2022 97.07 83.14 98.85 83.00 98.43
Ours 2023 97.05 83.33 98.87 84.68 98.26

Table 2. Quantitative comparisons on the CHASE_DB1 dataset. The bold items are our results and
the underlined items are the best results.

Method Year Acc (%) Dice(%) AUC (%) Se (%) Sp (%)
Dual E-Unet [38] 2019 96.61 80.37 98.12 80.74 98.21
Iter-Net [32] 2020 96.55 80.73 98.51 79.70 98.23
CTF-Net [33] 2020 96.48 82.20 98.47 79.48 98.42
HANet [44] 2020 96.73 81.91 98.81 81.86 98.44
SA-UNet [14] 2021 97.55 81.53 99.05 85.73 98.35
CAR-UNet [34] 2021 97.51 80.98 98.98 84.39 98.39
SCS-Net [39] 2021 97.44 - 98.67 83.65 98.39
GT-DLA-dsHFF [37] 2022 97.60 - 98.92 84.40 98.58
DE-DCGCN-EE [41] 2022 97.62 82.61 98.98 84.00 98.56
Ours 2023 97.66 82.36 98.77 86.59  98.42

Regarding the CHASE_DB1 dataset in Table 2, we can find that our method achieves
the best Acc score of 97.66% and the best Se score of 86.59% among all methods. The
most significant improvement is Se, which measures the accuracy of vessel segmentation,
outperforming other methods by at least 0.86%. Thus, it means that our model can correctly
localize and segment more vessel pixels. Since the vessel region occupied less than 10% of
the whole image, Dice which denotes the degree of overlap between the predictions and
the ground truth is more susceptible to the background. Although DE-DCGCN-EE [41]
obtains the optimal Dice, our method takes the second rank and our Dice score (82.36%)
is very close to the best one (82.61%). In contrast, our method has a Se improvement of
2.59% over DE-DCGCN-EE, demonstrating that our model has more ideal performance
in the classification of vessel pixels. SA-UNet [14] adopts a spatial attention module for
adaptive feature refinement, thereby achieving the highest AUC. Nevertheless, compared
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to SA-UNet, our model achieves improvements of 0.86%, 0.83%, 0.11%, 0.07% on Se, Dice,
Acc, and Sp.

Visual Comparisons: Apart from the quantitative results, we also present the visual
comparisons against other methods in Figures 4 and 5. Specifically, we visualize the retinal
vessel segmentation results produced by our network and state-of-the-art methods in terms
of two test cases. As shown in Figure 4, the collateral vessels in the results of Iter-Net [32],
GT U-Net and Genetic U-Net are seriously missing or misclassified. CTF-Net [33] utilizes
deep coarse-to-fine supervision network to refine segmentation and segments more collat-
eral vessels than others. However, there are still broken vessels in CTF-Net. Therefore, the
existing methods have difficulty segmenting the collateral vessels in challenging regions.
The results are either completely without collateral vessels or with segmented broken
vessels. Nevertheless, our predicted segmentation map has the same complete collateral
vessels as the Ground Truth. As visualized in Figure 5, Iter-Net, CTF-Net, and CAR-UNet
have poor segmentation performance at collateral vessels or the intersection of vessels.
Although SA-UNet obtains better vessel probability in the prediction map than Iter-Net,
CTF-Net, and CAR-UNet, it still has the problem of misclassification. However, our pro-
posed model can effectively alleviate this limitation. It means that our model can exactly
locate and segment more collateral vessels while maintaining the segmentation effect of
the main vessels.

NN

N g
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NV

(a) Image (b) Iter-Net (c) CTF-Net (d) CAR-UNet (e) SA-UNet (f) Ours (g) Ground Truth

Figure 5. Segmentation results of the CHASE_DB1 dataset.

Parameters and FLOPs: For a fair comparison, we also count the network parameters
and the FLOPs when inferring a test retinal image. The results are listed in Table 3. The
method utilizing CNN is lighter, with fewer parameters and FLOPs. Transformer networks
typically contain more parameters than CNNs. Especially since our method introduces
cross-scale learning, we have achieved the maximum number of parameters. However,
thanks to the window-based attention structure [25], our network has FLOPs that are lower
than the other two transformer-based methods.
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Table 3. The network parameters and the FLOPs of the compared methods and ours. The FLOPs are
calculated on a 256 x 256 image patch.

Method Parameters FLOPs
CAR-UNet [34] 1.05M 210 M
Iter-Net [32] 8.24 M 16.48 M
SA-UNet [14] 538.71 K 1.07 G
CTF-Net [33] 1.38 M 343G
Genetic U-Net [42] 27242 K 8.23G
GT U-Net [27] 25.80 M 5532 G
DE-DCGCN-EE [41] 1411 M 73.62 G
GT-DLA-dsHFF [37] 26.09 M 118.62 G
Ours 291.56 M 7115 G

3.5. Ablation Study

To further verify the effectiveness of major components of our network, we perform
ablation experiments on the DRIVE dataset. To do so, we first take a U-shaped framework
(denoted as transformer UNet) based on the transformer block as the basic architecture in
this experiment. Then, SAT, DAT, and CAT are respectively used as the transformer block
to compare their segmentation capabilities. Then we add ERM to these three variants to
evaluate the effect of ERM. The experimental results have been summarized in Table 4.
And the visual comparisons of the segmentation results are presented in Figure 6.

Table 4. Ablation results on DRIVE dataset. The underlined items are the best results.

Transformer Block Metrics
Framework

SAT DAT CAT Acc (%) Dice (%) AUC (%) Se (%) Sp (%)

v 96.90 82.18 98.60 82.09 98.32

v 96.93 82.44 98.66 82.86 98.30

Transformer UNet v 97.01 82.99 98.79 83.73 98.30

Ve 97.00 82.74 98.74 82.50 98.31

v v 97.01 82.91 98.77 83.39 98.34

v v 97.05 83.33 98.87 84.68 98.26

As shown in Table 4, compared to SAT and DAT, CAT achieves 97.01% on Acc, 82.99%
on Dice, 98.79% on AUC, and 83.73% on Se, which outperforms SAT by an improvement
of 0.11%, 0.81%, 0.19%, and 1.64%, respectively. The most remarkable improvement
is Se, indicating that the CAT can significantly improve the sensitivity of the network
on multi-scale features. Although the Sp of 98.30% in CAT is lower, the disadvantage is
negligible. And in Figure 6¢c, we can further compare and analyze the difference between the
segmentation results of CAT and SAT through the red part. We find that the segmentation
effect of main vessels in CAT is more complete than in SAT, while more collateral vessels are
segmented. Furthermore, CAT is 0.08%, 0.55%, 0.13%, and 0.87% higher than DAT in terms
of Acc, Dice, AUC, and Se, respectively. The overall improvement means that compared
with DAT, the cross-scale scheme designed in CAT can efficiently fuse the features with
similar structures to improve vessel segmentation performance in challenging regions. As
visualized in Figure 6e, the patches at the top and the bottom prove that CAT is able to
better identify collateral vessels or microvessels in challenging regions. In conclusion, CAT
can segment more collateral vessels or microvessels than SAT and DAT in challenging
regions while maintaining the segmentation effect of the main vessels.
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(a) Image (b) SAT (c) SAT-CAT (d) DAT (e) DAT-CAT (f) CAT (g) Ground Truth

Figure 6. Segmentation results of different transformer blocks. SAT-CAT and DAT-CAT mark the
differences between their results and ours. The differences are highlighted in red.

To explore the effect of ERM, we conduct the experiments with three different configu-
rations, which are the SAT with ERM, the DAT with ERM, and the CAT with ERM. It can
be observed in Table 4 that SAT with ERM achieves improvements of 0.1%, 0.56%, 0.14%,
0.41% on Acc, Dice, AUC, and Se compared to SAT while showing a comparable score on
Sp. After adding ERM based on the previous experiment of DAT variation, all of the five
performance indicators have been increased. The overall improvement in performance met-
rics proves that the progressive refinement of the prediction map is beneficial to alleviate
the edge-blurring problem. In particular, CAT with ERM produces SOTA results on almost
all metrics. Specifically, it outperforms CAT by an improvement of 0.04%, 0.34%, 0.08%, and
0.95% in terms of Acc, Dice, and Se. Although it is not as good as CAT in Sp, it still produces
close and comparable scores. More importantly, the performance of three experiments of
SAT, DAT, and CAT are improved after adding ERM respectively. It demonstrates that the
proposed ERM can provide supplementary information for high-level features, thereby
further promoting retinal vessel segmentation.

4. Discussion
4.1. The Effect of Input Patch Size

It is a common operation to crop the input image into square patches in a transformer
network. A large patch size leads to faster inference time but more memory consumption.
We adjust the input patch to multiple sizes to explore the performance of our method under
different hardware and demand scenarios. Specifically, we consider five different patch
sizes, and they are 384 x 384, 256 x 256, 192 x 192, 128 x 128, and 96 x 96. The results on
DRIVE dataset are shown in Figure 7.

We can see that the results of Acc and Sp are almost unchanged for different input
patch sizes on the DRIVE dataset. As the patch size becomes larger, Dice and Se gradually
increase. The reason behind this is that small patches ignore rich cross-scale similar
structures. For the Se metric, the highest score is obtained when the patch size is 256 x 256.
Therefore, we empirically select 256 x 256 as the input patch size for the DRIVE dataset.

4.2. The Effect of CAT Layers

In order to verify the ability of cross-scale learning of the proposed CAT, we conduct
experiment with different numbers of CAT layers in each transformer block. Specifically,
our network has four transformer blocks in the encoder, and we consider four settings on
the number of CAT layers in the transformer blocks. The four settings are [4, 4, 8, 8], [4, 4, 4,
4],[2,2,4,4],and [2,2,2,2].

Table 5 reports the quantitative results of our network with different numbers of CAT
layers in the transformer blocks. Apparently, the number of network parameters and
the training time is increased when we use a large number of CAT layers. From these
quantitative results, we can find that the setting with [4, 4, 4, 4] has the largest Acc, Dice,
and Se scores, and its Sp score (98.26%) is also close to the best one (98.27%). Hence, we
empirically set the numbers of CAT layers in the transformer blocks as [4, 4, 4, 4].
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Figure 7. The results of five patch sizes for training and testing. The horizontal axis means the side

length of a square image patch. When the patch size is set to 256 x 256, the best overall results
are obtained.

Table 5. Comparisons with different numbers of CAT layers. The parameters and training time are
also provided. The underlined items are the best results.

CAT Layers Param. Acc (%) Dice (%) Se (%) Sp (%) Training Time
[4, 4, 8, 8] 522.54 M 97.04 83.28 84.45 98.27 10.13 h
4, 4, 4, 4] 291.56 M 97.05 83.33 84.68 98.26 7.78h
2,2, 4,4 284.32 M 97.03 83.23 84.51 98.26 6.93h
2,2, 2, 2] 168.83 M 97.03 83.20 84.41 98.26 6.03h

4.3. The Effect of Deep-Supervision Layers

Deep-supervision schemes [45] have been widely used to boost the training of in-
termediate layers and mitigate gradient disappearance. Motivated by this, we adopt the
deep-supervision scheme and further integrate ERM into the multiple supervision layers
to progressively refine the prediction map. To evaluate the performance of ERM more
thoroughly, we adjust the number of deep-supervision layers for training to analyze the
effects. Note that the number of ERMs will also change when selecting a different number
of deep-supervision layers.

As shown in Figure 8, there are no obvious performance differences in terms of the
Acc, Dice, and Sp scores when the numbers of deep supervision layers are three, four, five,
and six. Only for the Se metric, we find that the best effect is obtained when the number of
supervision layers is four. Hence, we empirically design four deep-supervision layers with

ERMs in our method.
m3@4 nS5mé6
100
98
& 06
o
E
S 94
(5] N
R
g 86
=
S 84
&
. II I I
80
Acc Dice Se Sp

Evaluation metric

Figure 8. Comparisons with different deep-supervision layers. The best performance is observed
when the number of deep-supervision layers is four.
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5. Conclusions

The method proposed in this paper has two major innovative components: Cross-
scale Attention Transformer (CAT) and progressive Edge Refinement Module (ERM). CAT
explores a novel cross-scale attention mechanism in transformer UNet to integrate multi-
scale features with similar structures in a retinal image. ERM is designed to decouple
the edge map to enhance vessel features and suppress background features in multiple
supervision layers. These two novel structures encourage the network to enhance the
cross-scale learning ability and refine the vessel edges progressively. Experimental results
on two public datasets have shown the effectiveness of the proposed method and the
superior segmentation performance on collateral vessels.
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