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Abstract: In the past 30 years, as sponsors of defined benefit (DB) pension plans were facing more
severe underfunding challenges, pension de-risking strategies have become prevalent for firms with
DB plans to reduce pension-related risks. However, it remains unclear how pension de-risking
activities affect firms’ performance, partially due to the lack of de-risking data. In this study, we
develop a multi-phase methodology to build a de-risking database for the purpose of investigating
impacts of firms’ pension risk transfer activities. We extract company filings between 1993 and
2018 from the SEC EDGAR database to identify different “de-risking” strategies that US-based
companies have used. A combination of text mining, machine learning, and natural language
processing methods is applied to the textual data for automated identification and classification of
de-risking strategies. The contribution of this study is three-fold: (1) the design of a multi-phase
methodology that identifies and extracts hidden information from a large amount of textual data;
(2) the development of a comprehensive database for pension de-risking activities of US-based
companies; and (3) valuable insights to companies with DB plans, pensioners, and practitioners in
pension de-risking markets through empirical analysis.

Keywords: text mining; machine learning; natural language processing; classification; supervised
learning; pension de-risking; SEC EDGAR

1. Introduction

A defined-benefit pension plan or so-called DB plan is a program that provides
employees with pre-established benefits based on factors such as employees’ titles, service
years, compensation level, age, etc., throughout their retirement years. Due to the shortfalls
in social security, the demand for private retirement funds increased rapidly. DB plan
sponsors manage pension assets and are responsible for paying employees’ pension benefits
upon their retirement. A DB plan is subject to various risks including investment risk,
managerial risk, longevity risk, underfunding risk, and even liquidity risk. If a plan’s
pension assets fall short of pension liabilities due to volatile markets, unexpected plan
expenditure, or unpredicted longevity improvement, the plan will be identified as an
underfunded (or unfunded) pension plan. As a result, sponsoring firms have to either
spend their operating cash flows or sell assets to make pension payments when plan
beneficiaries request. This negatively affects sponsoring firms and hence creates significant
corporate risk.

Many companies, especially those suffering from financial constraints, have been
substantially distracted or adversely affected by the pension-related risks. In the last
30 years, defined benefit (DB) pension plan sponsors have faced severe underfunding
challenges posed by low interest rates, low returns on investment, and regulatory pressure
(e.g., U.S. Department of Labor n.d.). To manage their pension-related risks, companies
have been using several de-risking strategies, including pension plan shift, pension plan
freeze, pension plan termination, pension buyout, pension buyin, and longevity hedge
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(Tian and Chen 2020). Despite the high-level demand in pension de-risking and the
increasing research interest in this area, there is a lack of comprehensive empirical studies
of the various de-risking strategies, mainly due to data unavailability or the difficulty of
data acquisition.

Since 1993, public companies have been required by the U.S. Securities and Exchange
Commission (SEC) to submit their financial statements to the Electronic Data Gathering
Analysis and Retrieval (EDGAR) system. Although these financial statements contain infor-
mation about companies’ DB pension de-risking activities, it is extremely time-consuming to
go through the large number of reports and manually search and classify such information.

In this study, we develop a research methodology that analyzes company filings
in the SEC EDGAR database from 1993 to 2018 and extracts key knowledge regarding
companies’ pension de-risking activities using text mining, machine learning, and natural
language processing (NLP) techniques. The methodology demonstrates a multi-phase
process starting with a Web crawler that visits the EDGAR master index website and collects
the Web links of all the reports between 1993 and 2018. Then, two levels of document
filtering are performed to search the online reports using a list of general pension-related
keywords and then an extensive set of keywords and rules related to specific de-risking
strategies. Text segments that contain the pre-defined keywords are downloaded to a local
disk and then processed, analyzed, and classified using a combination of automated and
manual processes.

The rest of the paper is organized as follows. In Section 2, we provide an overview
of prior work in the literature that is related to this study. The research methodology
is presented in Section 3. We investigate the impacts of pension de-risking on firms’
performance through empirical analysis in Section 4. Section 5 concludes the paper with
summaries and contributions.

2. Literature Review
2.1. Research Related to Pension Plan De-Risking Strategies

There is a new but growing body of studies in pension de-risking strategies. The-
oretical works may discuss pension risk transfer under hypothetical assumptions, but
empirical analyses must rely on data collected from the markets. Therefore, most of the
empirical studies focus only on freezes of DB pension plans with limited amount of data
and a short time frame. For example, Atanasova and Hrazdil (2010), Comprix and Muller
(2011), Choy et al. (2014), and Vafeas and Vlittis (2018) focus their de-risking analysis
on pension freezes using data from the periods of 2002–2006, 1991–2008, 2002–2007, and
2000–2015, respectively.

Furthermore, there are very few empirical studies on pension buyouts and buyins
in the U.S., despite the fact that the United States is the largest pension fund markets in
the world in terms of total pension assets. To the best of our knowledge, the only study
that empirically examines these de-risking strategies in the U.S. is from Cantor et al. (2017).
They use an event study to investigate 22 buyout and buyin cases between 2012 and 2016.
Our research interest is motivated by the demand for large-scale data covering a spectrum
of U.S. firms’ de-risking activities so more researchers can conduct empirical studies in
this area.

2.2. Text Mining of Financial Documents

Text mining is a type of data mining process with the emphasis on extracting hidden
patterns from semi-structured or unstructured data such as documents and Webpages
(Türegün 2019). In recent years, text mining has witnessed increased applications in
financial domains such as stock market prediction (Nassirtoussi et al. 2014), risk factor
identification (Jallan and Ashuri 2020), and financial statement analysis (Türegün 2019) to
perform tasks such as document clustering, document classification, text summarization,
sentiment analysis, topic detection, and financial decision making.
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Researchers have examined various types of textual information including financial
news (Schumaker and Chen 2009; Tetlock et al. 2008), online message boards (Das and
Chen 2007; Werner and Frank 2004), and textual content from social media (Bollen and
Huina 2011; Vu et al. 2012) for stock market prediction. Machine learning techniques
including support vector machine (Schumaker and Chen 2009; Zhai et al. 2007), regression
(Hagenau et al. 2013; Tetlock et al. 2008), and decision tree (Huang et al. 2010; Vu et al. 2012)
have been used for classification and prediction.

Several studies focus on analyzing companies’ financial reports. For example,
Kloptchenko et al. (2004) perform a small-scale analysis of both quantitative and textual
data in the quarterly reports of several leading companies in the telecommunication in-
dustry. It is concluded that, while the tables with financial numbers indicate how well a
company has performed, the linguistic structure and written style of the textual data may
reveal the company’s future financial performance. Zheng and Zhou (2012) propose a con-
trolled and knowledge-guided approach that analyzes 8-K, 10-K, and DEF 14A documents
from the EDGAR database and produces an evaluation score of a company’s corporate
governance process and related policies. They create a collection of knowledge bases and
semantic networks to support automated analysis of the documents, based on 200 questions
from a corporate governance handbook. Using text mining techniques, Leo (2020) analyzes
the annual reports of 26 Global Systemically Important Banks (GSIB) to investigate the
extent to which banks make disclosures of their operational resilience risks. Frequency and
correlation analysis of different categories of terms reveal that companies make limited
disclosures with regard to operational resilience in their annual reports. Jallan and Ashuri
(2020) employ text mining and NLP techniques to investigate firms’ disclosures of risk
transfer. In particular, they extract disclosure text from 137 firms’ 10-K filings compiled by
the SEC from 2006 to 2009 and then identify risk types of different disclosures using text
classification techniques.

2.3. Machine Learning in Text Classification

Text classification (also known as text categorization) is the activity of labeling natural
language texts with thematic categories from a predefined set (Sebastiani 2002). Since the
1990s, machine learning has become popular and eventually the dominant approach for text
classification problems. The most popular machine learning methods for text classification
are support vector machines, k-nearest neighbors, Naïve Baysian, and decision trees.

A support vector machine (SVM) is a supervised learning algorithm that is well-suited
for text classification because it is robust to overfitting and can scale up to considerable
dimensionalities. Unlike other learning methods, little parameter tuning on a validation
set is needed when SVM is used (Joachims 1998). Different kernel functions can be plugged
into SVM for different types of problems.

K-nearest neighbor (kNN) is another popular learning algorithm for text classification
problems. Based on the assumption that similar things exist in close proximity, kNN finds
k nearest neighbors of an unlabeled sample and calculates distances between the new data
point and each of its neighbors. The data sample is then assigned to the nearest neighboring
group (Kumar and Ravi 2016). The selection of the k-value and distance measure can have
great impact on the results of the kNN model.

Naïve Baysian (NB) is a probabilistic classifier that models the distribution of docu-
ments in each class based on the assumption that the features in a class are independent
(Allahyari et al. 2017). As probabilistic models are quantitative in nature, they are not easily
interpreted by humans.

A decision tree (DT) text classifier constructs a tree that consists of nodes representing
terms, branches labeled by tests on the term weight, and leaves representing categories
(Sebastiani 2002). Using a “divide and conquer” strategy, the DT algorithm splits the
training data into subgroups based on the tests defined at each branch until a leaf node is
reached (Allahyari et al. 2017).
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To the best of our knowledge, textual information embedded in SEC filings has not
been investigated for pension de-risking research, and machine learning techniques have
not been widely applied to such type of documents. In this study, we use various text
mining and machine learning methods to analyze SEC financial documents of publicly
traded companies from 1993 to 2018 and extract key information related to pension de-
risking activities. The focal point of this study is to discover, identify, and categorize
de-risking strategies that have been employed by different US-based companies regardless
of their industries.

3. Research Methodology

Figure 1 shows the workflow conducted for the present research. Each phase in the
workflow is discussed in the following sections.
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3.1. Data Collection

To ensure that all publicly traded companies are completely transparent in their busi-
ness and financial dealings, the U.S. Securities and Exchange Commission (SEC) requires
these companies to file various reports on a regular basis. These reports are available for
public access through the Electronic Data Gathering, Analysis, and Retrieval (EDGAR)
database (U.S. Securities and Exchange Commission n.d.). In this research, we create a Java
Web crawler that visits the master index files of the EDGAR database and downloads web
links of all the documents between 1993 and 2018, a total 18.35 million records.

3.2. Level 1 and Level 2 Filters

Our text filtering system is developed using Java, Stanford CoreNLP package, and
jsoup to perform two consecutive levels of document filtering. Java is a popular objective-
oriented programming language for developing Web systems and software applications.
Standford CoreNLP (Stanford NLP Group) is a Java library that can be used for manipu-
lating natural language such as splitting text into sentences, stemming and lemmatizing
words, and generating multi-word phrases (n-grams). As the documents are in HTML
format, we also use jsoup library (jsoup: Java HTML Parser n.d.) as the HTML parser.

The process was performed between mid-February and mid-May of 2019 on a high-
performance computing cluster hosted at the authors’ university. The center has more than
100 Unix-based compute nodes with 500 TB data storage. During the three-month process,
a total of 18.35 million filings were retrieved from the EDGAR database. As shown in
Table 1, 1,892,026 and 881,942 filings have been identified as relevant after level 1 filter and
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level 2 filter, respectively. The total computational time used was 15,002 h and on average,
2.94 s per filing. Since there is one-second wait time between requests sent to the EDGAR
Website to avoid the system being denied access, the actual process time per filing is 1.94 s.

Table 1. Computational time and results of level 1 and level 2 processing.

Total No. of
Filings Scanned

Total No. of
Level 1 Results

Total No. of
Level 2 Results

Total Process
Time of Level 1

and Level 2
Filters

Average Process
Time per Filing

18,351,566 1,892,026 881,942 15,002 h 1.94 s

The flowchart in Figure 2 shows detailed steps of level 1 and level 2 processing. The
level 1 filter follows the hyperlinks on the SEC website to search online filings using
three basic keywords: “defined benefit”, “pension”, and “retirement”. Documents that
contain any of the three keywords are subject to further investigation in the next step. The
objective of this step is to conduct a full scan of the 18.35 million filings and eliminate
irrelevant documents.
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Following the preliminary scan, the level 2 filter examines the remaining documents
in detail and performs rule-based keyword search. An extensive set of keywords and rules
are created for identifying and extracting text segments that describe specific de-risking
strategies. The objective of the level 2 filter is to assign relevant documents to one or more of
the following de-risking strategy categories: shift, freeze, termination, buyout, buyin, and
longevity hedge. For each strategy, we define a list of keywords including their synonyms
and various linguistic forms, as shown in Table 2. For example, “shift” and “switch” for the
shift strategy. We also extend the basic keyword list by including the acronyms of the terms
(see Table 3). Then, each keyword from the de-risking-specific list (Table 2) is paired with
each of the keywords in the extended basic list (Table 3) to form search rules that require
each pair of keywords appearing in the same sentence. For example, for the shift case, one
rule states that the keywords “shift” and “defined benefit” must be in the same sentence.
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Table 2. De-risking-specific keywords.

Strategy Search Keywords

Shift shift, switch
Freeze freeze

Termination cease, terminate, termination, wind up
Buyout buyout, buy-out, buy out
Buyin buyin, buy-in, buy in

Longevity hedge longevity

Table 3. Extended basic keywords.

Extended Basic Keywords

DB
DC

Defined benefit
Defined contribution

Pension
Retirement

Using rule-based keyword search, we identified a total of 935,775 documents that
contain at least one keyword from each of the two keyword lists in the same sentence. The
distribution of these documents across the six de-risking strategies is reported in Table 4.
All the sentences that comply with the rules are extracted from each document and saved
in a delimited text file along with the metadata of the document such as the year and URL
of the report. The potential de-risking strategies indicated by the matching rules are also
stored in the file.

Table 4. Distribution of de-risking cases identified by level 1 and level 2 filters.

Shift Freeze Terminate Buyout Buyin LH Total

Number of cases 20,980 56,302 832,355 19,539 291 6311 935,778

3.3. Machine Learning

One of the biggest challenges of keyword-based text analysis is term variation and
ambiguity. Term variation refers to the situation in which a concept is expressed in several
different ways and term ambiguity occurs when the same term is used to refer to multiple
concepts (Zheng and Zhou 2012). As a result, two texts that contain the same set of
keywords may have very different semantic meanings. To alleviate this problem, we
employ machine learning techniques to identify true de-risking cases out of the documents
identified by the level 2 filter. This process comprises two steps: data pre-processed and
model development. Figure 3 shows the flowchart of the machine learning process.
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3.3.1. Data Pre-Processing

Before textual data can be processed by machine learning algorithms, they need to be
transformed from their original unstructured form into a structured data format known as
bag-of-words representation (Hotho et al. 2005). Similar to bag-of-words, bag-of-ngrams is
also a common approach used in text mining to extract continuous word sequences such
as a 2-g (a phrase consisting of two sequential words), 3-g (a phrase consisting of three
sequential words), etc. In this study, we extract both bag-of-words and bag-of-ngrams and
then create a vector model for each term in the bags with indication of how important
the term is to each text segment (consisting of one or more sentences) in the collection.
Three steps are performed to obtain the data model: natural language processing, feature
extraction and selection, and feature presentation.

Natural language processing (NLP) refers to a set of techniques that are commonly
used to interpret human languages in texts and voices. In this study, we first apply
tokenization to remove all punctuation marks, replace tabs and other non-text characters
with single white spaces, and split the text into a stream of words. Afterwards, we remove
stop-words, which are words that frequently appear in the text without having much
content information such as “and”, “or”, “the”, etc. (Allahyari et al. 2017). In a natural
language, documents often use different forms of a word, such as “terminate”, “terminates”,
and “terminating”. For this reason, it is necessary to build the basic forms of words using a
method called stemming. A stem is a natural group of words with equal (or very similar)
meaning and, after the stemming process, every word is represented by its stem (Hotho
et al. 2005). For example, the NLP output of the sentence “the Board took action to terminate
the DB plan” consists of the following stems: “board”, “took”, “action”, “termin”, “db”,
and “plan”.

Next, we generate n-grams (sequence of n words) from the stems resulted from the
previous step. For example, the 2-g and 3-g of the stem list “board”, “took”, “action”,
“termin”, “db”, “plan” are as follows:

• 2-g: “board took”, “took action”, “action termin”, “termin db”, “db plan”;
• 3-g: “board took action”, “took action termin”, “action termin db”, “termin db plan”.

All the 2-g and 3-g are combined with the stem list to form features that can be used
for machine learning algorithms. As textual data can easily contain many features and
the increase in the number of features can decrease the efficiency of most of the learning
algorithms (Nassirtoussi et al. 2014), it is necessary to perform feature selection, which is
a standard step in the data pre-processing phase of machine learning, especially for data
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with high dimensionality (Hotho et al. 2005). In this study, we use a simple yet effective
method for dimensionality reduction by setting up minimum and maximum frequency
limits. Similar to stop-words, regular words occurring very often in the text do not have
much value to distinguish documents, while it is unlikely that words occurring very rarely
in the text are significantly reverent either (Allahyari et al. 2017). Therefore, both can be
removed from the feature list. This method ensures that the most informative words or
phrases are selected for the classification task. Appendix B reports the document frequency
and total frequency of 2-g and 3-g generated from 800 samples of termination cases. These
n-grams appear in 10–90% of all documents.

After features are extracted and selected, they are transformed into a vector space
model where each feature (word or phrase) is represented by a numerical value indicating
the weight (or importance) of the feature in the document (Allahyari et al. 2017). In this
study, we use term frequency-inverse document frequency (TF-IDF), which is a popular
term weighting scheme. The TF-IDF value increases proportionally to the number of times
a word appears in the document but is offset by the frequency of the word in the document
collection (Nassirtoussi et al. 2014). An advantage of the TF-IDF method is that it adds
weight to words that frequently appear in a document while taking into consideration the
general popularity of some common words in the whole document collection.

3.3.2. Model Training and Testing

After the TF-IDF vector representation of the text is created from the previous step, it
is then used to train a machine learning model for text classification. This process consists
of the following three steps: algorithm selection, model training, and model testing.

Algorithm Selection

Among the various text classifiers that have been used in the finance domain, the
support vector machine (SVM) is the most popular technique because of its high prediction
capability (Kumar and Ravi 2016). The extant literature shows that SVM and k-nearest
neighbor (kNN) usually deliver top-notch performance, while Naïve Bayes (NB) and deci-
sion trees (DT) are less reliable (Hotho et al. 2005). In this step, we compare the performance
of SVM, kNN, NB, and DT on a sample dataset using RapidMiner, a commercial data sci-
ence and machine learning platform (RapidMiner n.d.). The SVM training is carried out
with the LIBSVM package (Chang and Lin 2011). A sample of 800 termination cases from
1994 and 1995 is used for the comparison. The sample set has two classes (true and false, or
positive and negative) with even distribution. Table 5 shows the training results of LIBSVM
classifier in the form of a confusion matrix with values of true positive (TP), true negative
(TN), false positive (FP), and false negative (FN).

Table 5. Confusion matrix of LIBSVM with a linear kernel (C = 0.0).

True Positive True Negative

Predicted Positive 303 (TP) 16 (FP)
Predicted Negative 45 (FN) 436 (TN)

Based on the confusion matrix drawn from the extant literature (Tang et al. 2009),
we calculate the following common performance measures of classification predictions:
accuracy, precision, recall, specificity, and F-measure:

accuracy =
TP + TN

TP + FP + FN + TN
(1)

precision =
TP

TP + FP
(2)

recall =
TP

TP + FN
(3)
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specificity =
TN

TN + FP
(4)

FMeasure =
2× precision× recall

precision + recall
(5)

Accuracy is the ratio of correctly classified samples to the test data, which represents
the overall predictive power of the classifier. Precision measures the ratio of true positive
sample out of the predicted positive values. Recall (also called sensitivity) is the ratio of true
positive samples correctly classified as the positive class, and specificity measures the ratio
of true negative samples correctly classified as the negative class. The F-measure is used to
integrate precision and recall into a single metric for the convenience of evaluation. Among
the four classifiers, as shown in Table 6, SVM performs the best in all the five measures.

Table 6. Performance measures of LIBSVM, kNN, and NB models.

Accuracy Precision Recall Specificity F-Measure

Linear SVM (C = 0.0) 92.4% 95.0% 87.1% 96.5% 0.91
kNN (similarity measure = cosine,

k = 6) 88.4% 87.2% 85.9% 90.3% 0.87

NB 83.4% 83.9% 76.4% 88.7% 0.80
DT 81.0% 88.3% 64.9% 93.4% 0.75

In linear SVM, there is a penalty parameter C that may affect the prediction accuracy
of the model. The penalty parameter determines the trade-off between minimizing the
training error and maximizing a classification margin (Tharwat et al. 2017). To test whether
a different C value can improve the performance of our learning model, we use grid search
to find the best parameter C between 0 and 0.5. The results of the search (Table 7) indicate
that the default value 0 achieves the best accuracy. This is consistent with claims from prior
research that the default choice of SVM parameter settings has been shown to provide the
best effectiveness (Sebastiani 2002).

Table 7. Optimizing penalty parameter C for linear SVM.

Penalty Parameter (C) Accuracy

0 92.4%
0.05 56.8%
0.10 63.4%
0.15 76.6%
0.20 85.9%
0.25 89.5%
0.30 90.5%
0.35 91.1%
0.40 91.6%
0.45 90.8%
0.50 92.0%

For kNN, we optimize two parameters: k-value and similarity measure (aka distance
measure). Using the same sample set, we vary the k-value from 1 to 20 and six similarity
measures. As indicated in Table 8, cosine similarity generally performs the best among all
the distance measures and the model reaches the highest accuracy (90.00%) when k = 6.

Comparing the results and complexity of training the models, SVM outperforms kNN,
NB, and DT in terms of both effectiveness and efficiency. Therefore, we choose to focus on
SVM for model development and testing.
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Table 8. Accuracy comparison of different k-values and similarity measures in kNN.

k-Value Canberra
Distance

Chebyshev
Distance

Correlation
Similarity

Cosine
Similarity

Dice
Similarity

Euclidean
Distance

1 43.5% 79.6% 88.4% 87.8% 89.6% 87.6%
2 56.5% 80.3% 82.8% 86.6% 85.9% 88.0%
3 56.5% 72.5% 87.1% 87.1% 88.3% 89.4%
4 56.5% 71.0% 83.1% 88.6% 86.8% 87.6%
5 56.5% 67.3% 87.3% 89.0% 88.6% 87.8%
6 56.5% 68.4% 86.4% 90.0% 85.5% 88.4%
7 56.5% 65.9% 87.4% 87.5% 88.5% 87.6%
8 56.5% 66.5% 86.3% 89.3% 87.3% 88.4%
9 56.5% 64.6% 87.4% 87.8% 87.6% 87.0%

10 56.5% 65.5% 85.9% 88.0% 87.1% 88.0%
11 56.5% 63.1% 88.1% 88.1% 87.9% 87.3%
12 56.5% 62.9% 86.5% 88.0% 86.9% 88.4%
13 56.5% 62.6% 87.9% 88.9% 87.4% 85.8%
14 56.5% 63.6% 86.9% 88.3% 87.4% 87.9%
15 56.5% 62.5% 89.1% 88.5% 88.5% 88.3%
16 56.5% 62.6% 86.8% 87.8% 87.0% 88.8%
17 56.5% 60.5% 87.1% 87.1% 88.1% 87.5%
18 56.5% 62.0% 86.8% 87.5% 87.4% 88.6%
19 56.5% 60.9% 87.6% 87.5% 87.8% 87.9%
20 56.5% 61.1% 86.1% 87.1% 87.1% 88.1%

Model Training

To develop the classifier, we train a collection of 1503 termination cases from 1994,
1995, 2016, and 2018. Two issues need to be addressed during the model training stage.
The first is to determine appropriate pruning parameters and the second is to deal with
imbalanced data.

In the pre-processing phase, we arbitrarily set up the minimum and maximum limits
to remove words that occur very often or very rarely in the text. At this stage, we are
interested in finding out whether different pruning parameters will affect the performance
of the classifier. We test the following two common pruning settings: (1) below 10% and
above 90% and (2) below 5% and above 95%. The results, as shown in Table 9, indicate that
less pruning helps improve the performance of the classifier.

Table 9. Comparison of pruning settings and class weighting.

Accuracy Precision Recall Specificity F-Measure

Pruning < 10% and > 90%,
without class weighting 86.4% 72.6% 78.6% 89.2% 0.75

Pruning < 5% and > 95%,
without class weighting 89.3% 79.0% 81.6% 92.1% 0.80

Pruning < 5% and > 95%, with
class weighting 93.3% 92.8% 79.6% 97.9% 0.86

The second issue that needs to be addressed is related to the nature of the data set,
which is unevenly distributed between the two classes with 402 positive and 1101 negative
cases. Compared to other classifiers, SVM is more accurate on moderately uneven data.
However, with highly imbalanced data SVM is prone to generating a classifier that has
a strong estimation bias toward the majority class, resulting in a drop of performance
(Tang et al. 2009). There are a number of approaches to deal with imbalanced data, in-
cluding oversampling, undersampling, and weighting method. In this study, we apply
class weighting to the dataset by setting weights at 2.5 and 1.0 for positive and negative
classes, respectively. As shown in Table 9, adding class weights has significantly improved
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accuracy, precision, specificity, and F-measure. It is also interesting to note that the recall
value is slightly lower with class weights than the one without class weights.

Model Testing

Based on the above results, we built a final SVM classifier with class weights and
pruning below 5% and above 95%. The model is tested on a much larger dataset with
1139 positive and 5027 negative termination cases from 1996 to 2000. As the dataset is
imbalanced, we set the class weights to be 4.4:1.0. The results of the testing are shown
in Table 10. The SVM classifier achieved high accuracy, recall, and specificity, but low
precision. This indicates that the classifier is effective at identifying as many positive cases
as possible (high recall) but tend to misclassify negative cases (low precision).

Table 10. Model testing results.

Accuracy Precision Recall Specificity F-Measure

Linear SVM
model testing 93.3% 75.0% 95.8% 92.8 0.84

3.4. Level 3 Filter and Manual Process

To further improve the accuracy of identifying true de-risking cases, we perform an
additional level of filtering on the text segments extracted from the previous process. Two
phrase lists are constructed. The first list, used to narrow the search space of true positive
(TP) cases, contains 174 phrases and phrase combinations that often occur in true positive
cases. The second list, used to eliminate false positive (FP) cases, contains 119 phrases and
phrase combinations that often exist in false positive cases. Using both lists, we apply the
level 3 filter to the termination cases (approximately 89% of all the cases) and reduce the
search space of termination from 832,355 cases to 40,867 cases, 4.9% of the original size.

To build a highly accurate de-risking database, we manually identify true positive
cases from the 40,867 termination cases and cross-validate the results with those generated
from the machine learning process.

In addition, we manually review the cases of the other five de-risking strategies except
plan termination to remove false positive cases. Table 11 summarizes the numbers of true
de-risking cases identified from manual judgement jointly with machine learning methods.
The true freeze cases account for 15.4% of the freeze documents retrieved from level 1
and level 2 filters, while less than 1% of the termination, buyout, and longevity hedge
documents are identified as true de-risking cases. Overall, our de-risking database consists
of total 11,022 de-risking cases of US-based firms for the period 1994–2018.

Table 11. Number of cases by de-risking strategies.

Shift Freeze Terminate Buyout Buyin LH Total

Cases Identified by Level 1 and Level 2 Filters 20,980 56,302 832,355 19,539 291 6311 935,778
True De-risking Cases 467 8649 1735 138 28 5 11,022

% of True Cases 2.2% 15.4% 0.2% 0.7% 9.6% 0.1% 1.2%

4. Empirical Analysis and Implications

What implications do the pension de-risking data bring to the firms with DB plans?
How does pension de-risking affect firms’ performance? In this section, we investigate the
impacts of pension risk transfer activities on DB firms’ pension funding status, profitability,
credit rating, return volatility, and market value, based on the de-risking data collected
through web crawling and text mining. To examine the influence of de-risking at firm
level, we first compile the de-risking data (the “True De-risking Cases” row of Table 11)
with firms’ financial and stock price data from Compustat, Form 5500, and the Center for
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Research in Security Prices (CRSP) databases. We then conduct empirical analysis based on
the firm-level data for the period 1994–2018.

4.1. Impacts of Pension De-Risking on Firms’ Performance

Denote DB as the DB firm set that includes all the US-based firms with DB pension
plans. The de-risking dummy variable D is defined in DB as follows:

Dit equals 1 if firm i has one or more de-risking activities in year t. D equals 0 for all
the observations of the non-derisking firms and the observations of the de-risking firms in
the years when they do not conduct any de-risking activity.

Our basic model is as follows:

Yi,t = β0 + β1X1,it + β2X2,it + . . . + βKXK,it + γi Ii + σtTt + εit = βXit + γi Ii + σtTt + εit, (6)

where i = 1, . . . , N; t = 1, . . . , T, Yit is the dependent variable that measures firms’ perfor-
mance, Xit = [1, X1,it, X2,it, . . . , XK,it]

T is the explanatory variable vector, K is the number
of the predictor variables, β = [β0, β1, . . . , βK] is the coefficient vector, and the error term
εit ∼ N(0, 1). Here, Ii and Tt are the industry and time dummies of firm i and time t,
respectively. Table 12 reports the results of the generalized linear models (GLM) with D
as a key independent variable. The dependent variables Y in columns 2–6 are the pension
underfunding ratio, profitability, stock return volatility, credit rating, and excess equity
return. Please refer to Appendix A for the descriptions of the variables in Table 12. In all
the regressions, we control the time-fixed and industry-fixed effects.

The underfunding ratio equals the amount of a firm’s cumulative pension liabilities
divided by the amount of cumulative pension assets. The higher the underfunding ratio,
the worse a firm’s pension funding status. In Table 12 column 2, the impact of pension
de-risking on firm’s pension underfunding ratio is positively significant. This indicates that,
although a firm’s poor funding status may motivate the firm to de-risk its pension-related
risks, pension de-risking does not directly improve the firm’s pension funding status as
expected. De-risking activities typically require an initial cash outlay. As a firm’s cash
flows are partially devoted to its pension risk transfer, we observe the firm’s profitability
decline (column 3). In column 4, stock return volatility increases after pension de-risking,
statistically significant at 1% level. The result implies that de-risking significantly affects
firms’ financing decisions as firms reduce pension-related risk and reallocate risk to their
core operations. This is the so-called incentive effect (Choy et al. 2014), which claims
that firm managers’ incentives become more aligned with stockholders’ after pension de-
risking since pension-related risks are transferred to either employees (e.g., shift, freeze, or
termination) or a third party (e.g., buyout, buyin, or longevity hedge). Since the incentive
effect leads to more risk-taking in firms’ core operations, bondholders may require higher
yields to compensate for greater risk perceived through the major performance variables
such as profitability and return volatility. As such, the negative effects of pension de-risking
on firms’ performance are further reflected in firms’ credit rating downgrades, significant
at 1% level (column 5).

However, the estimated coefficient of excess equity return is statistically insignificant,
as indicated in column 6 of Table 12. Calculated as a firm’s estimated stock return following
Faulkender and Wang (2006) minus the benchmark returns of Fama and French (1993)
size and book-to-market matched portfolios in the same year, the equity excess return
is a measure of firm value after controlling for the firm’s risk factors. Therefore, after
controlling for the firm’s risk factors, the negative impact of pension de-risking on firm
value becomes marginal.

Overall, the results in Table 12 show that DB firms’ active risk transfer activities do
not immediately benefit firms’ performance. To examine whether the long-term impact of
DB pension de-risking are different, we reevaluate the models based on the one-year lead
and three-year forward moving average of the dependent variables. Specifically, we rerun
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(6) with the dependent variable Yi,t+1 and Yi,t+3 = 1
3

3
∑

τ=1
Yi,t+τ in Panel A and Panel B of

Table 13, respectively. Again, we include both the time-fixed and industry-fixed effects.

Table 12. Influence of de-risking on firms’ performance.

Underfunding
Ratio Profitability Stock Ret Vol. Credit Rating Excess Return

De-risking D 0.024 *** −0.008 *** 0.009 *** −0.522 *** 0.011
(3.640) (−5.437) (8.297) (−7.622) (1.024)

Total Assets −0.017 *** 0.004 *** −0.006 *** 1.114 *** 0.000
(−11.071) (11.508) (−23.394) (56.191) (0.027)

Leverage 0.121 *** −0.099 *** 0.076 *** −5.232 *** −0.339 ***
(5.842) (−20.951) (18.399) (−23.078) (−8.597)

Profitability −0.214 *** −0.091 *** 14.652 *** 0.687 ***
(−6.155) (−14.979) (34.247) (11.994)

Earnings Volatility 0.042 0.067 ** 0.195 *** −3.173 *** −1.131 ***
(0.353) (2.451) (8.587) (−2.044) (−5.247)

Cash Holding 0.090 *** 0.029 *** 0.031 *** −5.966 *** −0.094 **
(3.112) (4.419) (6.374) (−16.264) (−2.076)

No-cash Working Capital 0.038 * 0.017 *** −0.003 −1.617 *** −0.105 ***
(1.849) (3.563) (−0.702) (−6.273) (−3.101)

Tangible Assets −0.128 *** −0.052 *** 0.023 *** 0.823 *** 0.036
(−7.344) (−13.014) (7.583) (4.543) (1.286)

Capital Expenditure 0.434 *** 0.461 *** 0.048 *** 0.277 *** −0.705 ***
(6.972) (33.076) (4.438) (0.390) (−6.855)

Sales Growth −0.001 0.001 ** 0.002 *** −0.315 * 0.015 ***
(−0.307) (2.151) (4.888) (−4.869) (2.902)

Private Debt −0.045 * −0.017 0.009 * 0.481 *** −0.144 ***
(−1.762) (−2.817) (1.837) (1.762) (−3.063)

Constant 0.539 *** 0.112 *** 0.101 *** 3.642 *** 0.047
(14.596) (13.307) (15.907) (9.411) (0.771)

Industry-fixed Effect Yes Yes Yes Yes Yes
Time-fixed Effect Yes Yes Yes Yes Yes
Number of obs. 15,444 16,279 14,023 10,513 13,340

Adjusted R2 0.284 0.308 0.347 0.551 0.062

Note. GLM estimates for the regressions with the de-risking dummy D (t statistics in the parentheses). *, **, and
*** denotes significance at the 10%, 5%, and 1% levels, respectively. Year and industry fixed effects are included
(but their coefficients are not reported).

Table 13 reports the key results from the long-term experiments, including the esti-
mated coefficient of the de-risking dummy D, the number of observations, and the adjusted
R2 for each regression. The long-term impact is roughly consistent with the short-term
one, except that the coefficients of the excess equity return are positively significant in
both the one-year lead and three-year forward moving average regressions. This indicates
that, although pension de-risking may lead to some negative impacts on firms’ short-term
performance, in the long run, firms’ active pension risk transfer will effectively improve
firm value after controlling for risk factors.

4.2. Implications

Our empirical results send important messages to DB pension plan sponsors, DB firm
managers, practitioners, and de-risking product providers. Although pension de-risking
may negatively affect DB firms’ operating performance and credit rating in the short run,
it can generate positive firm value in the long run. When making pension de-risking
decisions, a firm’s manager must be aware of the short-term negative effects of de-risking
activities. However, one should not ignore the long-term benefits from such pension risk
transfer activities either. At the cost of sacrificing some temporary performance benefits, DB
pension de-risking can effectively create firm value in the long run. The empirical analysis
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also validates our efforts in collecting de-risking data. Without the comprehensive de-
risking database, the consequences of pension risk transfer are vague, and managers may
be reluctant to conduct pension de-risking as its “side effects” may conceal its long-term
benefits to DB firms.

Table 13. Key results of one-year lead and three-year forward moving average regressions.

Panel A: One-Year Lead Dependent Variable

Underfunding Ratio Profitability Credit Rating Stock Ret Vol. Excess Equity
Return

De-risking D 0.026 *** −0.005 *** −0.519 *** 0.007 *** 0.023 **
(3.719) (−3.187) (−7.322) (6.261) (2.264)

Number of obs. 13,800 14,458 9554 12,573 11,998
Adjusted R2 0.271 0.272 0.560 0.326 0.024

Panel B: Three-Year Forward Moving Average Dependent Variable

Underfunding Ratio Profitability Credit Rating Stock Ret Vol. Excess Equity
Return

De-risking D 0.027 *** −0.007 *** −0.492 *** 0.007 *** 0.012 *
(4.348) (−4.677) (−7.640) (7.886) (1.702)

Number of obs. 15,586 16,279 10,883 14,199 13,526
Adjusted R2 0.252 0.310 0.575 0.392 0.063

Note. GLM estimates for the regressions with de-risking dummy D (t statistics in the parentheses). *, **, and ***
denote significance at the 10%, 5%, and 1% levels, respectively. Year and industry fixed effects are included (but
their coefficients are not reported).

5. Conclusions

In this study, we develop a methodology to process company reports from the SEC
EDGAR database and identify different strategies that have been used by US-based publicly
traded companies to de-risk their pension plans. Our study makes both theoretical and
practical contributions to the extant literature. First, we successfully address the challenges
of extracting information from large amount of textual content in SEC filings and dealing
with the ambiguity of natural languages. The machine learning techniques applied to the
dataset along with rule-based filtering for termination strategies show promising results in
identifying true termination cases. For future work, additional filtering constraints such as
the maximum length of a sentence and/or the distance between key phases can be imposed
to further improve the accuracy of the system. While the methodology is designed for a
pension de-risking study, it can be easily adapted to other text classification cases in finance
and other business areas.

Second, through the specially designed multiple-stage method, we build a comprehen-
sive de-risking database that consists of different types of de-risking activities of US-based
companies which occurred between 1993 and 2018. Our empirical analysis based on the
constructed pension de-risking database not only validates the usefulness of the data, but
also provides valuable insights to companies with DB plans, pensioners, and practitioners
in pension de-risking markets. In addition, we believe that this database can be used to
build theoretical models and help researchers conduct further studies to understand firms’
de-risking behaviors and provide related suggestions to regulators.

There are several limitations of this study. First, the testing results of 7262 termination
cases show that our SVM classifier is effective at identifying as many positive cases as
possible (high recall) but tend to misclassify negative cases (low precision). In other words,
it tends to generate more false positive cases than false negative cases. Most recently,
there have been developments in NLP with Google’s Transformer-based models as the
leading approaches (Vaswani et al. 2017). The transformer models (such as BERT) are
based on a deep neural network architecture with a self-attention mechanism for language
understanding. Such models have shown performance improvement in classification
tasks of social media text (Naseem et al. 2020; Jiang et al. 2019), most notably analyzing
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sentiment related to COVID-19 pandemic (Ghasiya and Okamura 2021; Singh et al. 2021;
Chintalapudi et al. 2021). Due to the limitations of the computing environment, we did
not include transformer-based models in this study. It would be interesting to adopt such
models in future studies.

Second, as with many other classification problems, the performance of the classifier
can be improved by using the most informative features of a specific task. The existing
literature suggests that the information gain criterion may be a useful method for fea-
ture selection (Joachims 1998) and LSI sometimes perform better than TF-IDF for feature
representation (Zhang et al. 2011).

Third, the dataset is highly imbalanced in nature and we have used the weighting
mechanism to deal with this issue in the current study. As different methods of handling
uneven data could yield different results, future studies should look into other methods
such as undersampling, oversampling, and kernel boundary alignment (Tang et al. 2009;
Wu and Chang 2005).
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Appendix A

Table A1. Variable description.

Variables Variable Definitions

De-risking Dummy (D)
Dit equals 1 if firm i has one or more de-risking activities in year t. equals 0 for all the
observations of the non-derisking firms and the observations of the de-risking firms in the years
when they do not conduct any de-risking activity.

Pension Assets (PA) Calculated as sum of overfunded and underfunded pension assets (PPLAO + PPLAU before 1997,
and PPLAO after 1997).

Pension Liabilities (PL) Calculated as the sum of overfunded and underfunded pension benefit obligation (PBPRO +
PBPRU before 1997, and PBPRO after 1997).

Pension Underfunding Ratio Defined as the ratio of difference between PA and PL to PA.

Total Assets Defined as logarithm of book value of firm total assets with CPI-adjustment.

Leverage Defined as the book value of firm debt divided by the sum of market value of firm equity and the
book value of firm debt.

Profitability Defined as firm earnings before interest, tax, depreciation, and amortization (EBITDA) divided by
the book value of firm assets.

Earnings Volatility Defined as standard deviation of firms’ earnings (first difference of EBITDA ratio) during the
four-year period before each of the firms’ fiscal year-ends.

Cash Holding The ratio of cash plus marketable securities to total assets.

No-cash Working Capital The ratio of working capital net of cash to total assets.

Tangible Assets Defined as the book value of firms’ tangible assets divided by the book value of firms’ total assets.
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Table A1. Cont.

Variables Variable Definitions

Capital Expenditure The ratio of capital expenditure to total assets.

Sales Growth The annual growth rate of a firm’s total sales.

Private Debt The ratio of private debt capital to the market value of assets. The private debt is calculated using
total debt minus the amount of notes, subordinated debt, debentures and commercial papers.

Credit Rating Computed using a conversion process in which AAA-rated bonds are assigned a value of 22 and
D-rated bonds receive a value of one, following Klock et al. (2005).

Stock Return Volatility Defined as the standard deviation of firm equity monthly returns during the 24-month period
before each of firms’ fiscal year-ends.

Equity Excess Return
It follows the method in Faulkender and Wang (2006) to estimate a firm’s annualized stock
returns subtracted by the benchmark returns of Fama and French (1993) size and book-to-market
matched portfolios during the same time period.

Appendix B

Table A2. Frequencies of 2-g and 3-g in 800 Samples (Pruning > 90% and < 10%).

Document Frequency Total Frequency
2-g
benefit_pension 111 148
benefit_plan 246 570
benefit_retir 80 110
compani_s 159 300
compani_termin 83 98
contribut_plan 90 166
death_disabl 89 166
defer_compens 104 168
defin_benefit 191 327
defin_contribut 104 191
defin_section 98 217
employ_termin 89 144
employe_benefit 106 191
employe_pension 82 138
financi_statement 92 106
mean_section 84 147
particip_s 80 291
pension_benefit 97 185
pension_plan 295 766
plan_termin 194 295
profit_share 124 186
retir_benefit 117 224
retir_plan 196 350
retir_termin 106 165
s_employ 83 154
section_erisa 92 247
set_forth 151 299
stock_option 126 277
termin_employ 209 652
termin_plan 96 132
year_end 89 143
3-g
benefit_pension_plan 107 137
defin_benefit_pension 99 125
defin_benefit_plan 85 162
defin_contribut_plan 82 148
employe_benefit_plan 91 128
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