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Abstract: We enhance the precision of predicting daily stock market price volatility using the maxi-
mum overlapping discrete wavelet transform (MODWT) spectral model and two learning approaches:
the heuristic gradient descent (FS.HGD) and hybrid neural fuzzy inference system (HyFIS). The
FS.HGD approach iteratively updates the model’s parameters based on the error function gradient,
while the HyFIS approach combines the advantages of neural networks and fuzzy logic systems to
create a more robust and accurate learning model. The MODWT uses five mathematical functions
to form a discrete wavelet basis. The dataset used includes the daily closing prices of the Tadawul
stock market from August 2011 to December 2019. Inputs were selected based on multiple regres-
sion, tolerance, and variance inflation factor tests, and the oil price (Loil) and repo rate (Repo) were
identified as input variables. The output variable is represented by the logarithm of the Tadawul
stock market price (LSCS). MODWT-LA8 (ARIMA(1,1,0) with drift) outperforms other WT functions
on the 80% dataset, with an ME of (0.00000532), MAE of (0.003214182), and MAPE of (0.06449683).
The addition of WT functions to the FS.HGD and HyFIS models increases their forecasting ability.
Based on the reduced RMSE (0.048), MAE (0.038), and MAPE (0.538), the MODWT-LA8-FS.HGD
outperforms traditional models in predicting the remaining 20% of datasets.

Keywords: HyFIS model; stock market; volatility prediction; MODWT model

1. Introduction

The Saudi Stock Exchange (Tadawul) has witnessed a remarkable expansion in recent
years, despite still being in its early stages. In 2020, Tadawul was recognized as one of
the world’s largest exchanges in terms of market capitalization, ranking among the top 10
globally. According to the World Federation of Exchanges, Tadawul stood in ninth position
among 67 financial markets, placing it third among emerging markets in terms of size
(WFE 2020). This developing market boasts a high level of liquidity and is regulated by
the General Authority of Securities and Commodities. Established in 1988, the Tadawul
All Share Index (TASI) serves as the primary index for Tadawul (Al Rahahleh and Kao
2018). Financial professionals anticipate that Tadawul will continue to experience growth
in the future as foreign investment increases. Foreign investors are attracted to the market
due to its high volatility and potential for capital gains. The high level of uncertainty in
the global economy and the political climate has resulted in increased volatility in recent
years. Although this trend raises concerns among investors, it is important to note that it
presents opportunities for higher returns. While Tadawul may still be considered unstable,
the potential for capital gains may outweigh the risks for those who are willing to take
calculated risks. Foreign investors continue to hold a positive outlook on the Saudi economy
and are optimistic about the future of Tadawul. This sentiment is due to the diversified
financial assets available in the kingdom, including growing investment opportunities in
sectors such as telecom and banking. The stability of the regulatory environment and the
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weak dollar makes Tadawul particularly attractive to foreign investors. Saudi Arabia’s
membership in the World Trade Organization for more than 20 years has contributed to
building a robust business environment. Overall, the kingdom’s strong economic position,
coupled with its regulatory stability, continues to drive foreign investment and promote
growth in Tadawul.

The Gulf Cooperation Council (GCC) countries (UAE, Kuwait, Saudi Arabia, Qatar,
Oman, and Bahrain) are influenced by numerous factors, including geopolitical risk,
crude oil returns, and the COVID-19 pandemic. Several academic papers have inves-
tigated the relationship between these factors and stock returns in the GCC countries.
Alqahtani et al. (2020) focused specifically on the predictability of stock returns, using data
from January 2007 to December 2019. Their study found that geopolitical risk and crude oil
returns are significant factors influencing stock return predictability, with higher levels of
geopolitical risk resulting in decreased returns and increased oil prices leading to higher
returns. Alkhatib et al. (2022) looked at the influence of the COVID-19 pandemic on stock
markets in the Gulf Cooperation Council (GCC) countries, The analysis revealed that the
pandemic had a major influence on volatility dynamics and stock returns in the region, with
different sectors being affected differently. (Ziadat and McMillan 2022) investigated the
relationship between oil prices and stock market returns from January 2004 to December
2019, using the Ready oil price decomposition method and quantile regression approach.
Their study found a significant relationship between oil prices and stock market returns
in both the short and long run, with oil prices having a notable effect on stock returns.
Bouri et al. (2023) examined the impact of oil volatility and geopolitical risk on stock sectors
in the GCC. The study found that oil volatility and geopolitical risk had significant effects
on the energy and financial sectors, with volatility having a more significant impact during
times of high market returns.

Wavelet transform (WT) is a mathematical tool commonly used in signal processing
and time-frequency analysis to decompose non-stationary signals into different frequency
components (Jaber et al. 2017). The WT decomposes stock price data into different scales
and frequencies, allowing for a more detailed analysis of volatility patterns. WT is effective
in capturing complex volatility patterns and forecasting future trends when used to analyse
stock market volatility. It offers a more precise representation of market behaviour, which
enables investors and analysts to make informed investment decisions. Tien and Hung
(2022) explored the spillover effects of oil prices and stock indices in the GCC countries,
using bivariate VARMA-GARCH-ADCC models. The study utilized wavelet multires-
olution analysis to capture a broad range of possible spillover effects in the mean and
variance of level prices at various time horizons from 2008 to 2019. The results suggest
that these spillover effects are time-varying and spread across various time horizons, with
negative shocks driving dynamic condition correlations between oil and stock markets. The
application of WT has gained increasing attention in the financial domain, particularly in
the analysis of stock market data. One area of focus is the study of volatility in stock market
data, which refers to the degree of variation in a stock’s price over time. Volatility analysis
is critical for investors and financial analysts in predicting potential risks and returns on
investments (Alshammari et al. 2023).

The stock market is a complex and dynamic system that is influenced by various eco-
nomic and political factors (Sayed and Eledum 2021). It is highly challenging for investors
and financial analysts to accurately predict stock market volatility, which plays a critical
role in informing investment and risk management decisions (Aseeri 2023). To address
this issue, researchers have developed various techniques and models for predicting stock
market volatility. In recent years, machine learning (ML) techniques have gained significant
attention in this field due to their ability to handle complex and high-dimensional data
(Jaber et al. 2023). In this study, we present a novel approach to predicting stock market
volatility using a hybrid methodology that combines WT, hybrid neural fuzzy inference
system (HyFIS), and heuristic gradient descent (FS.HGD) models. The proposed approach
uses the maximal overlap discrete WT (MODWT) to decompose stock market data into
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multiple scales and frequency bands, which are then fed as input to the HyFIS model. The
HyFIS model synergistically integrates the strengths of neural networks and fuzzy logic to
generate accurate predictions of stock market volatility. The FS.HGD model is then used
to optimise the parameters of the HyFIS model to further improve the accuracy of the
predictions. Our approach is an innovative and powerful tool that can provide investors
and financial analysts with reliable predictions of stock market volatility.

The paper is structured as follows: Section 2 offers a review of the related literature
on predicting stock market volatility. Section 3 provides a detailed explanation of the
methodology and mathematical approach. Section 4 describes the data used in the study,
while Section 5 presents experimental results and compares them with existing models.
Section 6 outlines the limitations of this study and suggests future research directions. The
paper is concluded in Section 7.

2. Literature Review

The accurate prediction of stock market volatility is crucial for investors and financial
analysts to optimise their investment and risk management strategies. The development
of various volatility models and techniques has led to improved predictions of stock
market volatility. One of the earliest models for predicting volatility was the autoregressive
conditional heteroskedasticity (ARCH) model, introduced by Engle (1982), which estimates
the conditional variance of stock returns by considering past variances (Bollerslev 1986).
The ARCH models are effective in capturing the volatility clustering phenomenon, which
refers to the tendency of periods of high volatility to follow periods of high volatility.
Bollerslev (1986) introduced the generalized ARCH (GARCH) model as an extension of
the ARCH model, enabling the incorporation of lagged values of both the conditional
variance and mean. GARCH models have been found to improve the accuracy of volatility
predictions, especially in capturing volatility’s long-term persistence. Dai et al. (2022)
investigated the volatility spillover effects and dynamic linkages between crude oil, gold,
and Chinese stock markets. The TVP-VAR model, based on Diebold and Yilmaz’s technique,
was used in the study to examine daily data from 2013 to 2020. The results demonstrate a
significant level of interdependence between the assets, and volatility spillover increases
during major crises. Dai and Zhu (2023) used the quantile VAR model and TVP-VAR
model through generalized forecast error variance decomposition. The results show higher
risk spillovers under the 0.01 and 0.99 quantiles and that term spread and credit spread
significantly predict total return and volatility spillovers.

ML techniques have grown in popularity in recent years due to their ability to learn
patterns and trends in large datasets. One popular technique is artificial neural networks
(ANNs), which have been widely used in stock price prediction. Zhang et al. (1998)
proposed a hybrid model that combines ANNs and a fuzzy logic system to predict stock
prices in the last 20 years. This model demonstrated a remarkable accuracy rate of 86.17%.
Another model that has gained attention is the random forest (RF) model. The predictive
power of industry returns on the stock market was investigated using the RF model
in a study by Ciner (2019). Using data spanning from 1972 to 2016, a set of industry
portfolios was constructed based on the Global Industry Classification Standard. The RF
model was then employed to forecast stock market movements with industry returns as
input variables. In terms of accuracy and out-of-sample prediction performance, the RF
model demonstrates superior performance compared to other commonly used methods
for predicting stock market returns, including linear regression and neural networks.
Alshammari et al. (2023) introduced a novel approach to predicting stock market volatility
using a wavelet-based exponential GARCH (EGARCH) model. The authors proposed a
hybrid model that combines the EGARCH model with the most effective MODWT function
to improve the accuracy of stock market volatility forecasting.

Patel et al. (2015a) proposed a new data preparation method called “trend deter-
ministic data preparation” (TDDP) to remove the trend component from the data before
feeding it into an ML model. They also used several ML algorithms, including ANNs,



Risks 2023, 11, 121 4 of 16

support vector machines (SVMs), and decision trees, to predict stock and stock price index
movement. The study used daily stock data from the Bombay Stock Exchange (BSE) for a
period of 10 years, from January 2001 to December 2010. It was found that TDDP improved
the accuracy of the ML models, which led to more consistent predictions. It was found that
ANNs outperformed other algorithms in terms of prediction accuracy. The combination
of TDDP and ML techniques was found to be useful for predicting stock and stock price
index movement. However, the accuracy of the predictions could be affected by external
factors such as political events and changes in market trends, which were not considered in
their study. Patel et al. (2015b) proposed ensemble learning that combines multiple ML
algorithms to improve the accuracy of stock market index predictions. They used four
ML algorithms, namely ANNs, decision trees, SVMs, and K-nearest neighbour (KNN), to
predict the movement of the BSE index. The study used daily stock data from the BSE for a
period of 10 years, from January 2001 to December 2010. It was found that the ensemble
learning approach outperformed the individual ML algorithms in terms of prediction
accuracy. The ANNs and SVMs were the most accurate individual algorithms, and com-
bining them with other algorithms further improved the accuracy. Combining multiple
ML techniques can improve the accuracy of stock market index movement prediction.
However, external factors such as political events and changes in market trends were not
considered in this study. Alenezy et al. (2022) proposed a hybrid model using the FIR.DM
and MODWT-LA8 models for predicting Tadawul closing price data. The proposed models
were evaluated and found to outperform standard models such as ARIMA and FIR.DM.

The HyFIS and FS.HGD models, which incorporate neural networks, fuzzy logic, and
heuristic optimisation algorithms, have gained popularity for their remarkable ability to
predict energy consumption. Jozi et al. (2016) demonstrated the effectiveness of the HyFIS
model, which integrates neural networks and fuzzy logic to generate reliable predictions,
in the context of energy consumption forecasting for a university building. The proposed
model incorporates both neural networks and fuzzy logic to provide accurate and reliable
predictions. The results of the HyFIS model were compared to other models, including the
ARIMA model, and showed that the HyFIS model outperformed the other models in terms
of prediction accuracy. The results of the study suggest that the HyFIS model can be used
as a valuable tool for energy management and conservation and highlight the potential
of hybrid approaches for solving complex problems in various fields, including energy
management and forecasting.

The HyFIS model has emerged as a powerful tool for accurate forecasting in diverse
fields. For instance, Silva et al. (2016) applied the HyFIS model to forecast solar intensity,
overcoming the limitations of traditional models. By combining neural networks and fuzzy
logic, the HyFIS model improved prediction accuracy, as demonstrated by its outperfor-
mance of traditional models in terms of mean absolute error (MAE): 39.32 W/m2 compared
to 46.34 W/m2. This study used data from the solar radiation measurement network in
Portugal between 2007 and 2013. In a related study, Bhagat et al. (2022) discussed the
establishment of a dynamic evolving neural fuzzy inference system model for natural
air temperature prediction. This model leverages the HyFIS algorithm and the adaptive
neuro-fuzzy inference system to achieve superior accuracy and adaptability compared
to other models. The authors provide a comprehensive explanation of the model’s archi-
tecture and training process, including the use of the heuristic gradient descent (HGD)
algorithm. These results demonstrate the effectiveness of the HyFIS algorithm in improving
the performance of neural fuzzy inference systems for prediction tasks. Overall, the HyFIS
model offers an attractive solution for accurate and reliable predictions in a variety of fields.

3. Methods and Mathematical Models

This section provides background information of FS.HGD and HYFIS models as the
key concepts in our study. To meet the models’ input and output variable requirements, we
collected daily closing price data from Tadawul in Saudi Arabia and split the data using
MODWT into two components: detail coefficients and approximate coefficients. Detail
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coefficients highlight the main features of the dataset, while approximate coefficients serve
as the output variable. In the second stage of our study, we incorporated oil prices and
repo rates as input variables. We then conducted a series of accuracy tests to identify the
best forecasting model. For a visual representation of our study, refer to Figure 1.
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3.1. Wavelet Transform

Time series analysis is a powerful tool for understanding trends, discovering hidden
patterns, and predicting future events. In 1807, Joseph Fourier demonstrated that any
2π function could be expressed as a sum of sinusoidal components with appropriate
coefficients. The Fourier transform is a well-known signal analysis method that decomposes
a signal into its component sine and cosine functions as shown in (1),

f (t) =
a0

2
+ ∑n∈N ancos nt+∑n∈N bnsin nt, (1)

where an = 1
π

∫ π
−π f (t)cos nt dt and bn = 1

π

∫ π
−π f (t)sin nt dt. The an and bn are the sine and

cosine Fourier coefficients, respectively with n ∈ Z, f ∈ Lr
1[−π, π], (t or r) ∈ R. These sine

and cosine coefficients were modified to reconstruct the signals known as deterministic
(McBratney et al. 2018).

In recent decades, WT has emerged as a powerful alternative to traditional time
series analysis techniques such as Fourier analysis. WT is a mathematical tool that can
effectively detect features in a signal while minimising the effects of noise by adjusting to
fit data in both the time and frequency domains (Yaacob et al. 2021). There are three types
of WT: MODWT, discrete WT (DWT), and continuous WT (CWT), which share similar
characteristics. The primary distinction between DWT and MODWT is the former can
only be used with a limited number of observations, while the latter may be used with
any quantity of data. WT is an extension of the Fourier transform (Alshammari et al.
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2023; Adil 2015). It is divided into two types: the mother wavelet φ(t), which defines the
high-frequency components or detailed coefficients, and the father wavelet ϕ(t), which
represents the low-frequency components or smooth coefficients as indicated in (2) and (3),
respectively (Al-Wadi et al. 2022).

Sj,k =
∫

φj,k f (t)dt, (2)

dj,k =
∫

ϕj,k f (t)dt, (3)

where Sj,k and dj,k denote smooth and detailed coefficients, respectively, J denotes the
maximum scale sustainable by the number of data points and the two types of wavelets

φj,k = 2(
−j
2 )φ

(
t− 2jk

2j

)
, (4)

ϕj,k = 2(
−j
2 )ϕ

(
t− 2jk

2j

)
. (5)

Smooth coefficients capture the most important features of the original data, while
detailed coefficients reveal the main variations in the data. The father wavelets and mother
wavelets need to meet the requirements of

∫
φ(t)dt = 1 and

∫
ϕ(t) dt = 0. The MODWT

provides several useful transform functions, including Haar, Daubechies (d4), Coiflet (C6),
least asymmetric (LA8), and best-localized (bl14) (Jaber et al. 2017; Alshammari et al. 2023).

3.2. HyFIS Model

The Mamdani model (MM) is a widely used fuzzy-logic-based inference system
developed by Lotfi Zadeh in the 1970s. Due to its simplicity, the MM has found numerous
applications in fields such as artificial intelligence, engineering, and medical diagnosis.
Zadeh (1975) introduced the principles of fuzzy set theory and proposed a fuzzy inference
system that employed linguistic fuzzy variables for both input and output. The fuzzy set
theory provides tools for effectively representing linguistic concepts, variables, and rules,
making it a natural model for representing human expert knowledge. In the same paper, a
four-step procedure was proposed for computing fuzzy inference systems, which involved
fuzzification, inference, aggregation, and defuzzification.

The MM of fuzzy logic was first introduced in studies by Mamdani and Assilian (1975)
and Mamdani (1974). It is a linguistic variable-based inference system in which both the
antecedent and consequent parts of the rules consist of linguistic variables, hence applicable
to multi-input and single-output systems. For instance, we can define a fuzzy IF–THEN
rule as follows for the input linguistic variables Zn = {Z1, . . . , Zn} and Wn = {W1, . . . , Wn},
with output linguistic variable Yn = {Y1, . . . , Yn} IF Z1 is W1 and . . . and Zn is Wn THEN
Y is {Y1, . . . , Yn}.

Figure 2 depicts the standard MM architecture, which consists of four components:
fuzzification, a knowledge base, an inference engine, and a defuzzifier. The fuzzification
interface transforms new input data into linguistic values in the second phase. The knowl-
edge base includes a database and a rule base. The database contains fuzzy set definitions
and membership function parameters, while the rule base provides collections of fuzzy
IF–THEN rules. The inference engine performs reasoning operations on the appropriate
fuzzy rules and input data. The defuzzifier generates crisp values from the linguistic values
as a final result. Fuzzy rule-based systems (FRBS) are built using learning methods that
extract information from data, which is divided into two steps: structure identification and
parameter estimation. In the structure identification stage, a rule base that matches pairs of
input and output variables is determined and the structure and number of rules are opti-
mised. The parameter estimation process optimises the membership function parameters.
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The processing stages can be performed simultaneously or sequentially (Riza et al. 2015;
Sugeno and Yasukawa 1993).
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Kim and Kasabov (1999) proposed HyFIS as a learning method with a rule structure
based on MM. The learning method consists of two phases: knowledge acquisition and
structure and parameter learning. The knowledge acquisition module uses Wang and
Mendel techniques. Structure and parameter learning is a supervised learning method
that employs gradient-descent-based learning algorithms. The model created by the func-
tion comprises a rule database and membership function parameters. As a result, the
mean and variance of the Gaussian function for both the antecedent and consequent parts
are optimised.

3.3. FS.HGD Model

The Takagi–Sugeno–Kang (TSK) model differs from the MM in the IF–THEN rule by
employing rules that represent the consequent parts as a function of input variables rather
than dealing with linguistic variables (Sugeno and Kang 1988; Takagi and Sugeno 1985).
FS.HGD is an FRBS function that utilizes heuristics and the gradient descent approach to
implement a simplified TSK fuzzy-rule-generating method proposed by Ishibuchi et al.
(1993). It is a special case within the TSK model and employs fuzzy rules with non-
fuzzy singletons (i.e., real numbers) in the consequent part. The antecedent component of
each rule is generated using space partitioning techniques, while the initial consequent
part is generated using the weighted mean value of the training data. The value of the
consequent part is then updated using the gradient descent method. The user’s heuristic
value influences the weight of each data point.

3.3.1. Fuzzy System

The n-dimensional input and output spaces are assumed to be [0, 1]n and [0, 1], re-
spectively. A simple fuzzy grid based on triangular fuzzy sets is used to fuzzy partition
the input space. Let xp =

(
xp1, . . . , xpm

)
and y be input and output variables, respectively,
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where x, y ∈ R and R is the set of real numbers. The rule for the simplified fuzzy inference
model is

Rule i : IF x1 is Ai1 and xj is Aij and xm, THEN y is ωi, (6)

where (j = 1, . . . , m) is a rule number, (i = 1, . . . , n) is a variable number, Aij is a member-
ship function of the antecedent part (xp1, . . . , xpm), and wi is a real number of the consequent
part (y). A membership value of µi of the antecedent part for input x is expressed as

µi = ∏m
j=1 Aij

(
xj
)
. (7)

The output of fuzzy reasoning y can be derived from (8).

y =
∑n

i=1 µi ∗ωi

∑n
i=1 µi

. (8)

3.3.2. Heuristic Method

Let m input–output pairs
(

xp, yp
)
, p = 1, 2, . . . , m and the value of ωi of each fuzzy

IF–THEN rule in (6) from the training data. The heuristic method is expressed as

ωHM
j =

∑m
p=1 µjp ∗ yp

∑m
p=1 µjp

, j = 1, 2, . . . , N. (9)

That is, ωHM
j is the average of yp weighted by µjp.

The main advantage of the heuristic method lies in its simplicity. This method is
particularly useful when there is insufficient computation time to learn a specific task, as
the value of ωj can be determined by (9) without any need for iterative learning procedures.

3.3.3. Learning Method

If there is sufficient computation time, learning methods may generate fuzzy IF–THEN
rules with better performance than the heuristic method. In this subsection, we briefly
describe a simple learning method based on the gradient descent method.

The total error for the p-th input–output pair
(
xp, yp

)
is defined as

E = ∑m
p=1 Ep =

1
2∑m

p=1

{
ŷp − yp

}2. (10)

The learning rule for ωj is derived from (8) and (10) with intersect 0.5 and the denominator
in (8) equals 1 for any xp, such that

ωnew
j = ωold

j + β

(
−∂Ep

−∂ωj

)

= ωold
j − β ∗ µjp ∗

{
ŷp − yp

}
, j = 1, 2, . . . , N. (11)

where β is the learning rate. The learning procedure is as follows:

1. Step 1: Specify the initial value ωinit
j of ωj, the value of β and the maximum iteration

number tmax. Let t := 0.
2. Step 2: For p = 1, 2, . . . , m, adjust each ωj by (8). Let t := t + 1.
3. Step 3: If t ≥ tmax, then stop this procedure, else go to Step 2.

In computer simulations, the initial value ωinit
j of ωj is specified in the following

two ways:

4. ωinit
j = 0, j = 1, 2, . . . , N,

5. ωinit
j = ωHM

j , J = 1, 2, . . . , N.
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3.4. Accuracy Criteria
3.4.1. Algorithm of Self-Tuning

The objective function € estimates the inference error between the desired output and
the output inferred through the self-tuning process. Let (p = 1, . . . , P) denote the number
of input variables. The objective of learning is to minimise the mean square error (MSE):

MSE =
1
P∑P

P=1

(
yp − yr

p

)2
. (12)

To minimise the objective function MSE, each c, b, and w parameter is updated based on
the learning rule expressed by the following formula:

zi(t + 1) = zi(t)− k ∗ ϑMSE
ϑzi

, (13)

where (zi = cij, bij, wij), t is the number of iteration times, and k is the learning rate constant.
The gradients of the objective function ϑMSE

ϑzi
in (13) can be derived from (14) to (16)

as follows:
ϑMSE

ϑzi
=

µi

∑n
i−1 µi

∗ (y− yr), (14)

ϑMSE
ϑcij

=
µi

∑n
i−1 µi

∗ (y− yr) ∗ (wi − y) ∗
xj − cij

b2
ij

, (15)

ϑMSE
ϑbij

=
µi

∑n
i−1 µi

∗ (y− yr) ∗ (wi − y) ∗
(
xj − cij

)2

b3
ij

. (16)

Section 3.4.2 discusses the learning algorithm for the conventional fuzzy inference model.

3.4.2. Error Criteria Test

We evaluate the accuracy of our method using mean absolute percentage error (MAPE),
mean error (ME), MAE, and root mean squared error (RMSE). The MAPE, also known
as the mean absolute percentage deviation, is a statistical measure of prediction accuracy
expressed as a percentage. It is defined as

MAPE =
1
n∑n

t=1

∣∣∣∣Xt − Ft

Xt

∣∣∣∣, (17)

where Xt is the actual value, Ft is the forecasted value, and n is the sample size. The
absolute value in (14) is summed for every forecasted point in time and divided by the
number of fitted points. MAE and ME are, respectively, defined as follows:

MAE =
1
n∑n

t=1|Xt − Ft|, (18)

ME =
1
n∑n

t=1 (X t − Ft), (19)

The RMSE, also known as the root mean squared deviation, is a frequently used
measure of the estimators’ differences. It measures the average error produced by the
model in predicting the outcome of an observation. It is defined as

RMSE =
√

MSE. (20)

4. Data Description

This study utilized a comprehensive dataset of 2026 observations, consisting of day-
to-day closing prices of the Tadawul stock market from August 2011 until December
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2019. The closing prices are frequently used in technical analysis for predicting future
trends and identifying trading opportunities. The study aims to provide valuable insights
into the performance of the Saudi Arabian stock market, identify trends and patterns in
its behaviour, and assist investors and financial analysts in making informed decisions
about stock market investments in Saudi Arabia by analysing the Tadawul stock market’s
closing prices.

Table 1 presents the statistical summary of three stocks in the Saudi Arabian stock
market: LSCS, Repo, and Loil. The sample size for each stock is 2026, which ensures
that the dataset is comprehensive and reliable for analysis. The table includes the mean,
standard deviation, skewness, and kurtosis for each stock. The mean closing price provides
information about the average price of each stock. LSCS has the highest mean at 6.749,
followed by Loil at 4.299, and Repo has the lowest mean at 0.696. The standard deviation
measures the dispersion of the data around the mean, with LSCS having the highest value
at 0.692, followed by Loil at 0.354, and Repo having the lowest at 0.280. Skewness provides
information about the symmetry of the distribution. LSCS has a negative skewness of
−2.099, indicating that the distribution is skewed to the left, while Repo has a positive
skewness of 2.006, indicating that the distribution is skewed to the right. Loil has a skewness
of −0.175, which suggests that the distribution is approximately symmetric. Finally, the
kurtosis statistic provides information about the shape of the distribution. LSCS has a
kurtosis of 4.263, which means that the distribution is leptokurtic and has heavy tails. Repo
has a kurtosis of 22.797, indicating that the distribution is extremely leptokurtic and has
very heavy tails. Loil has a kurtosis of −1.107, indicating that the distribution is platykurtic
and has light tails.

Table 1. A statistical summary of LSCS, Repo, and Loil in the Saudi Arabian stock market.

LSCS Repo Loil

Sample size 2026 2026 2026
Arithmetic mean 6.749 0.696 4.299

Standard deviation 0.692 0.280 0.354
Skewness −2.099 2.006 −0.175
Kurtosis 4.263 22.797 −1.107

5. Empirical Results and Discussion

A hybrid model that combines the HyFIS, FS.HGD, and MODWT-LA8 models was
proposed to predict Tadawul stock market closing prices from 2011 to 2019. The MODWT
method uses WT such as Haar, d4, LA8, C6, and bl14. There are three steps in MODWT:
decomposition, filtering, and reconstruction. In the decomposition step, the signal is
divided into wavelet coefficients at different scales and positions. The filtering step extracts
useful information from the signal by applying a filter bank to the wavelet coefficients.
In the reconstruction step, the filtered wavelet coefficients are combined to obtain an
approximation of the original signal. The MODWT categorises the data into two groups:
detail series and approximation series, which are used when the original financial data
have large fluctuations. We use an accuracy indicator to assess the model’s performance.

The proposed hybrid model is a novel method for predicting financial time series data.
The methodology for this model involves four key steps. Firstly, the closing price data from
Tadawul are collected as a basis for subsequent analysis. Secondly, the logarithmic standard
deviation is used to calculate the LSCS, a metric that captures the level of volatility in the
data. This is an important factor for forecasting. Thirdly, the LSCS data are decomposed
using the MODWT function, which splits the data into two groups: low-fluctuating data
(approximation coefficient) and high-fluctuating data (details coefficient). Finally, a robust
approach is used to model the relationship between the LSCS and other financial variables,
resulting in an accurate and reliable forecasting tool. The analysis uses five different
MODWT functions (Haar, d4, LA8, C6, and bl14) with the approximation coefficient
being the main feature used as an output in the forecasting model. The fourth step of
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the methodology involves applying the input variables and hybrid models to the LSCS
approximation coefficient for each function, resulting in two proposed hybrid models,
namely MODWT-HyFIS and MODWT-FS.HGD. These models use the LSCS approximation
coefficient along with input variables (Loil and Repo) within HyFIS and FS.HGD.

A comparative study was then conducted between the best-performing models,
MODWT-HyFIS and MODWT-FS.HGD, as well as alternative functions and traditional
models (ARIMA, HyFIS, and FS.HGD). The proposed hybrid model offers an innovative ap-
proach to forecasting financial time series data by combining the strengths of the MODWT
function, input variables, and hybrid models, resulting in a more accurate and reliable
forecast than traditional methods. The comparative study highlights the superiority of
the proposed models over alternative functions and traditional models, demonstrating the
potential for this approach to be used in a range of financial forecasting applications. We
used an 80/20 approach to analyse the suggested models, with 80% of the original data
used for training the model and selecting the most effective one. The remaining 20% of the
data were then used to test the performance of the selected model.

5.1. Selecting Variables

Table 2 shows the results of a multiple linear regression analysis of the relationship
between input variables, Repo and Loil, and the output variable, LSCS, in the Saudi Arabian
stock market. The table includes unstandardized coefficients, standardised coefficients
(beta), t-values, and significance levels for the input variables, along with collinearity
statistics such as tolerance and variance inflation factor (VIF) values. The analysis shows
that both Repo and Loil have a significant impact on LSCS at the 0.01 level of significance.
For every one-unit increase in Repo, LSCS increases by 0.198 units, holding all other
variables constant. On the other hand, for every one-unit increase in Loil, LSCS decreases
by 1.369 units, holding all other variables constant. The intercept, or constant, in the model
is 12.495, indicating that LSCS would be predicted to be 12.495 when both Repo and Loil
are equal to zero. The standardised coefficients show that a one-unit increase in Repo
corresponds to a 0.080 standard deviation increase in LSCS, while a one-unit increase in
Loil corresponds to a 0.699 standard deviation decrease in LSCS. The t-values for both
input variables are significant, and the significance level for both input variables is less
than 0.01, indicating that the results are highly statistically significant.

Table 2. Multiple linear regression analysis for LSCS in the Saudi Arabian stock market.

Variables
Unstandardized Coefficients Standardized Coefficients

t Sig.
Collinearity Statistics

B Std. Error Beta Tolerance VIF

(Constant) 12.495 0.139 89.634 0.000

Repo 0.198 0.043 0.080 4.621 0.000 0.893 1.120

Loil −1.369 0.034 −0.699 −40.355 0.000 0.893 1.120

Collinearity statistics measure the correlation between input variables in a regression
model. Tolerance and VIF are common measures of collinearity (Abinzano et al. 2023;
Pallant 2020). Tolerance measures the variance in an input variable that is not explained
by other variables, while VIF measures how much the variance of a regression coefficient
is increased due to collinearity. The tolerance and VIF values for both input variables are
acceptable, with tolerance values above 0.1 and VIF values less than 10. These values
suggest that the variables do not share high collinearity, which could impact the model’s
accuracy. Repo and Loil have the same tolerance and VIF values, indicating no collinearity
between the two variables. The tolerance and VIF values for each variable are 0.893 and
1.120, respectively, indicating no significant multicollinearity in the model. Collinearity can
lead to unstable estimates and reduced predictive power, so it is essential to check for it
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in regression analysis. The collinearity statistics presented in Table 2 ensure the model’s
reliability and validity.

5.2. Results of FS.HGD and HyFIS

The output variable’s WT function for a dataset with an 80% coverage is shown in
Table 3, which compares the performance of different WT functions with various ARIMA
models. The results of the experiment were evaluated based on three error metrics: ME,
MAE, and MAPE. The findings reveal that the LA-8 WT function with ARIMA(1,1,0) with
drift provides the lowest ME of 0.000005320, while the Haar WT function with ARIMA(0,1,1)
with drift yields the highest ME of 0.000396455. On the other hand, the BL-14 WT function
with ARIMA(1,1,0) with drift provides the lowest MAE of 0.003294034, while the Haar
WT function with ARIMA(0,1,1) with drift yields the highest MAE of 0.004708187. Finally,
the LA-8 WT function with ARIMA(1,1,0) with drift also exhibits the lowest MAPE of
0.064496830, while the Haar WT function with ARIMA(0,1,1) with drift again produces the
highest MAPE of 0.088929530.

Table 3. Comparative analysis of WT functions for time series forecasting on 80% dataset.

WT Function ME MAE MAPE

Haar ARIMA(0,1,1) with drift 0.000396455 0.004130676 0.08892953
Db4 ARIMA(0,1,0) 0.000575673 0.004708187 0.09547983
LA-8 ARIMA(1,1,0) 0.00000532 0.003214182 0.06449683
BL-14 ARIMA(1,1,0) with drift 0.000009564 0.003294034 0.06557786

C6 ARIMA (1,1,0) with drift 0.000032995 0.003314655 0.06604977

In particular, the results suggest that the LA-8 WT function with ARIMA(1,1,0) with
drift is the most suitable combination for this dataset, as it outperforms the other WT
functions across all three error metrics. The LA-8 WT function has a longer filter length
and a smoother response compared to the other wavelet functions, which may explain its
superior performance. The ARIMA(1,1,0) model with drift takes into account both trend
and frequency, which are crucial factors in time series forecasting. However, it is important
to note that the performance of the WT functions and ARIMA models may vary depending
on the specific characteristics of the dataset, such as data frequency and noise level.

Table 4 presents a comparative analysis of the WT functions with two models, FS.HGD
and HyFIS, for forecasting a 20% dataset. The analysis was conducted based on three
evaluation metrics, namely RMSE, MAE, and MAPE. Table 4 reports the performance
of the FS.HGD and HyFIS models along with their performance when combined with
different wavelet functions. In terms of RMSE, the best-performing model was MODWT-
LA8-FS.HGD, with a score of 0.048. This was followed by MODWT-bl14-FS.HGD and
MODWT-bl14-HyFIS with RMSE scores of 0.051 and 0.083, respectively. On the other hand,
MODWT-LA8-HyFIS performed the worst, with an RMSE score of 0.605. For the MAE
metric, MODWT-LA8-FS.HGD once again performed the best with a score of 0.038, followed
by MODWT-bl14-FS.HGD with a score of 0.043. The worst performer was MODWT-LA8-
HyFIS, with an MAE score of 0.423. In terms of MAPE, MODWT-LA8-FS.HGD was the
best performer, with a score of 0.538. This was followed by MODWT-d4-FS.HGD and
FS.HGD with MAPE scores of 0.648 and 1.092, respectively. The worst performer was
MODWT-LA8-HyFIS, with a MAPE score of 6.794. In other words, it can be observed that
the MODWT-LA8-FS.HGD model has the lowest RMSE and MAE values of 0.048 and 0.038,
respectively. It also has the lowest MAPE value of 0.538, indicating the highest level of
accuracy in predicting the values. On the other hand, the MODWT-LA8-HyFIS model has
the highest RMSE and MAE values of 0.604 and 0.423, respectively, and the highest MAPE
value of 6.794, indicating the lowest level of accuracy among all models.
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Table 4. Comparative analysis of WT functions with FS.HGD and HyFIS models on 20% dataset.

Models RMSE MAE MAPE

FS.HGD 0.105636185 0.076441481 1.092438331
MODWT-Haar-FS.HGD 0.129052214 0.093689045 1.347518627

MODWT-d4-FS.HGD 0.058661444 0.046339464 0.648079708
MODWT-LA8-FS.HGD 0.048260312 0.038441829 0.538406565
MODWT-bl14-FS.HGD 0.050900152 0.042638941 0.597125838
MODWT-C6-FS.HGD 0.0829242 0.075660166 1.055475213

FS.HGD+ARIMA direct 0.085056996 0.075359705 1.050702605
HyFIS 0.086024702 0.081597959 1.150437522

MODWT-Haar-HyFIS 0.092197458 0.085709326 1.198456099
MODWT-d4-HyFIS 0.090689813 0.084132196 1.177323058

MODWT-LA8-HyFIS 0.604894468 0.423032849 6.794333688
MODWT-bl14-HyFIS 0.082887834 0.071352358 0.995263056
MODWT-C6-HyFIS 0.091249745 0.083464919 1.165024215

HyFIS+ARIMA direct 0.086024702 0.081597959 1.150437522

Several aspects distinguish the current study from the previous study conducted by
(Alshammari et al. 2023). Firstly, we propose two new hybrid models, namely HyFIS
and FS.HGD, in conjunction with five functions of MODWT, whereas the previous study
employed only the gradient descent learning (FIR.DM) model combined with MODWT.
Secondly, our newly proposed hybrid models improve prediction accuracy compared to
the previous model, as evidenced by their better RMSE and MAE values for predicting
20% of the datasets. Thirdly, both studies used the same dataset, period, and variables.
Fourthly, while the approximate coefficients from MODWT for LSCS are the same in both
articles, we identified a new hybrid model, MODWT-LA8-FS.HGD, which yields improved
predictions for 20% of the datasets. The economic significance of this study can be seen in
its potential to improve the accuracy of stock market prediction. Accurate predictions can
lead to better investment decisions and ultimately improve the overall performance of the
stock market. Additionally, the paper’s focus on the Saudi Arabian stock market provides
insights into its performance and behaviour, which can be useful for investors and analysts
in the region. Overall, the study’s hybrid models and methodology can contribute to the
financial industry’s efforts to develop more reliable and efficient investment strategies.

Forecasting performance improves in some cases but decreases in others when the
FS.HGD model is combined with various WT functions. For example, when combined
with the d4, LA8, and bl14 WTs, the RMSE, MAE, and MAPE values decrease significantly.
However, when combined with the Haar and C6 WTs, the values increase. The HyFIS model
has an RMSE of 0.0860, MAE of 0.0816, and MAPE of 1.1504. When combined with various
WT functions, the HyFIS model’s performance improves in some cases and deteriorates
in others. For example, when combined with the bl14 WT, the RMSE and MAPE values
decrease, but when combined with the LA8 WT, the values increase significantly. The
results show that the combination of WT functions with the FS.HGD and HyFIS models
can improve their performance in forecasting. However, the choice of WT function can
have a significant impact on the accuracy of the models.

6. Limitations and Future Work

One limitation of this study is the limited number of input variables used to predict
volatility. The study only considered oil price and repo rate as input variables. Though
these are important macroeconomic variables in the Saudi Arabian context, using more
variables could provide a more accurate prediction of volatility. Future research should
consider including additional variables to improve the model’s predictive power. Another
limitation is that the study only focused on the Tadawul stock exchange dataset. While
this is a significant market, expanding the experiments to include data from other stock
exchange markets, such as the New York Stock Exchange, National Association of Securities
Dealers Automated Quotations, Shanghai Stock Exchange, and Hong Kong Stock Exchange,
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could provide a broader understanding of volatility prediction. This study only considered
daily data from 2011 to 2019, which excludes the COVID-19 period. Considering the impact
of the pandemic on financial markets and volatility, it is important to include COVID-19’s
daily stock price data in future research to gain a better understanding of how the pandemic
has affected volatility.

7. Conclusions

We presented valuable insights into the performance of the Saudi Arabian stock
market by analysing the day-to-day closing prices of the Tadawul stock market from
August 2011 until December 2019. The dataset of 2026 observations provides a reliable
basis for analysis, and the statistical summary of LSCS, Repo, and Loil stocks in the Saudi
Arabian stock market is presented in Table 1. The empirical results and discussion section
proposes a hybrid model for predicting Tadawul stock market closing price data using the
MODWT models combined with HyFIS and FS.HGD. The proposed hybrid models are a
novel approach to forecasting financial time series data, and the methodology designed
for these models includes four key steps: gathering closing price data, calculating LSCS,
decomposing the LSCS data using the MODWT function, and applying input variables
and hybrid models to the approximation coefficient. A comparative study was conducted
between the best-performing models (MODWT-HyFIS, MODWT-FS.HGD) and alternative
functions as well as traditional models (ARIMA, HyFIS, and FS.HGD). In the results, the oil
price and the repo rate were selected as the input values in accordance with multicollinearity
tests (tolerance and VIF) and multiple regressions. Repo and Loil have a significant impact
on LSCS at the 0.01 level of significance. The collinearity statistics indicate that there is
no significant multicollinearity between the variables, ensuring the reliability and validity
of the regression model. The results also show that combining wavelet functions with
the FS.HGD and HyFIS models can improve their predicting performance. The MODWT-
LA8-FS.HGD model has the lowest RMSE and MAE values, which are 0.048 and 0.038,
respectively. It also has the lowest MAPE value of 0.538, indicating the highest level of
prediction accuracy. The proposed hybrid models can be valuable for investors and financial
analysts in making informed decisions regarding stock market investments in Saudi Arabia.
Overall, this article provides important insights into the performance of the Saudi Arabian
stock market and identifies trends and patterns in the market’s behaviour. Overall, the
hybrid models and methodology proposed in this study have practical implications for
investors and financial analysts looking to make informed investment decisions in the
stock markets. By providing more accurate predictions, the models can help investors
avoid potential losses and maximize their returns. The insights into the behaviour and
performance of the Saudi Arabian stock market can further inform investment decisions
and contribute to the development of more efficient investment strategies.

However, there are still some policy implications that need to be considered for
the sake of investors, traders, and policymakers. First, policymakers should focus on
improving the transparency and reliability of the Saudi Arabian stock market. This can
be achieved through implementing more stringent regulations and guidelines to ensure
proper corporate governance and transparency in companies listed on the Saudi Arabian
stock market. Second, policymakers should prioritize the development of more efficient
investment strategies in the stock market by providing more resources and support for
financial analysts and investors. This can include providing access to accurate and reliable
data, promoting the use of new forecasting techniques, and encouraging the development
of new financial models that can provide more accurate predictions for investors. Finally,
investors and traders must also be aware of the risks associated with investing in the stock
market, as well as the potential rewards. They must thoroughly research and analyse
companies before making any investment decisions, as well as monitor the performance of
the Saudi Arabian stock market regularly.
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