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Abstract: It is widely recognised that the ability of e-commerce businesses to predict conversion
probability, i.e., acceptance probability, is critically important in today’s business environment. While
the issue of conversion prediction based on browsing data in various e-commerce websites is broadly
analysed in scientific literature, there is a lack of studies covering this topic in the context of online
loan comparison and brokerage (OLCB) platforms. It can be argued that due to the inseparable
relationship between the operation of these platforms and credit risk, the behaviour of consumers
in making loan decisions differs from typical consumer behaviour in choosing non-risk-related
products. In this paper, we aim to develop and propose statistical acceptance prediction models of
loan offers in OLCB platforms. For modelling, we use diverse data obtained from an operating OLCB
platform, including on customer (i.e., borrower) behaviour and demographics, financial variables,
and characteristics of the loan offers presented to the borrowers/customers. To build the models, we
experiment with various classifiers including logistic regression, random forest, XGboost, artificial
neural networks, and support vector machines. Computational experiments show that our models
can predict conversion with good performance in terms of area under the curve (AUC) score. The
models presented are suitable for use in a loan comparison and brokerage platform for real-time
process optimisation purposes.

Keywords: conversion prediction; digital loan brokerage; machine learning; binary models

1. Introduction

The desire of a consumer to compare multiple offers is widely recognised as a char-
acteristic of rational consumption. However, this practice may become challenging when
it comes to obtaining consumer loans. To compare loan offers from various lenders, the
customer must complete loan applications with each lender and obtain each respective offer
for comparison. Meanwhile, the borrower’s credit risk assessment is a process that requires
the borrower’s data, consent to the processing of personal data, and time to perform the
risk assessment and submit the loan offer. As is known, creditors apply different sets of
rules for decision-making and credit scoring in their activities (Špicas 2017), and so they
may reject the credit application or provide the loan offer for a lower loan amount or a
different period rather than what has been asked. Therefore, it can be said that the process
of obtaining a loan offer is often associated with consumer stress, haste, and uncertainty. It
is understandable that in such circumstances, consumers are not inclined to search for a
loan for a long time on their own, and usually choose from one or two lenders (Agarwal
and Bos 2019). Additionally, the study conducted by Agarwal and Bos (2019) found that
consumers who can qualify for a traditional consumer loan from their bank often make
irrational decisions to take the loan from a more expensive alternative lending company.

This practical problem faced by consumers, together with the technological devel-
opment of the lending market, created the prerequisites for the emergence of online loan
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comparison and brokerage platforms. This new business sector is growing rapidly, and in
the first quarter of 2023, at least 200 OLCB platforms have been operating in the countries
of the European Union. It can be said that the development of OLCB platforms shifted the
lending market from being a seller’s (i.e., creditor’s) market to a buyer’s (i.e., borrower’s)
market.

In order for an OLCB platform to be attractive to borrowers, it must ensure as much
as possible that the borrower, after completing the application, will receive the loan offer
that best suits his needs and capabilities. In order to accomplish this, the OLCB platform
needs to gather loan offers for borrowers, i.e., customers of the OLCB platform, from as
many creditors as possible; however, partnering with a large number of creditors presents
challenges in their business domain. There are two distinct problems in this area.

First, including each additional creditor in the tenders will increase competition within
the OLCB platform and reduce the economic utility of creditors already participating in
tenders. Accordingly, the economic utility of each subsequent creditor’s participation in
the OLCB platform will decrease. As competition between participating creditors increases,
each creditor’s chance of winning the tender (the acceptance rate) decreases. In order to
improve the acceptance rate, creditors tend to reduce loan prices and otherwise improve
crediting conditions. As the number of creditors continues to increase or the ambitions
of existing creditors grow, the OLCB platform’s operating model will potentially face a
sustainability challenge.

Second, presenting a large number of offers makes it difficult for the customer to
compare and choose, and may trigger the rejection effect (Hajaj et al. 2017; Iyengar and
Lepper 2000). Agarwal et al. (2015) stated that even when choosing from a small number
of offers, customers often choose a loan offer that is unfavourable in terms of price.

Given that creditors are an important and integral part of the business model of OLCB
platforms, ensuring supply, it can be assumed that the (in)ability to involve and retain a
large number of creditors is one of the main problems facing the further development of
this business model. We assume that an OLCB platform’s ability to automatically evaluate
the conversion probability of a set of loan offers presented to the borrower will allow the
regulation of competition within the OLCB platform without reducing the value created for
the borrower and without encouraging internal competition to overheat. Moreover, a model
for the prediction of the acceptance probability will provide an opportunity to present loan
offers to borrowers intelligently, eliminating low-valued offers and thus creating a more
convenient environment for borrowers to make proper choices.

Many factors can influence a consumer’s behaviour and decision when choosing a
loan offer: offered loan amount, repayment term, loan price and pricing structure, payment
amount, expected time to money, the validity period of the offer, method of signing the
contract, creditor’s brand, and many other factors (Timmons et al. 2019; Wonder et al. 2008).
Accordingly, OLCB platforms face challenges in predicting customer needs and deciding
how many and which creditors to include in the competition, what offers to make to the
borrower, and when and in what form it is better to make an offer. Thomas et al. (2006)
predicted that “acceptance probability models will become increasingly important as the
consumer lending market matures and it becomes a buyers rather than a sellers market.” In
the further study of Seow and Thomas (2007) it was stated that the acceptance probability
problem would increase even more with the development of online brokering pages.

The comparison shopping website (CSW) as a separate business model is not new, and
has been analysed in the scientific literature for over 20 years. The scientific research on
this business sector can be divided according to the analysed areas. Consumer behaviour
on comparison shopping websites was analysed by White and Liao (2021), Marianov et al.
(2020), Kwarteng et al. (2020), Hajaj et al. (2017), Gorodnichenko and Talavera (2017),
Hajaj et al. (2013), Park and Gretzel (2010), Chatterjee and Wang (2012), and Robertshaw
(2011). The impact of comparison-shopping websites on the prices of goods and services
and the cost of search was analysed by Lindgren et al. (2022), Choe (2021), Lindgren (2021),
Lindgren et al. (2021a, 2021b), Ronayne (2021), Kim et al. (2020), McDonald and Wren
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(2017), Nishida and Remer (2018), Bodur et al. (2015) and Chung (2013). The impact of
comparison-shopping sites on the market was analysed by Antal (2020), Meuer et al. (2019),
Holland et al. (2016), Jung et al. (2014), Tan et al. (2010), Broeckelmann and Groeppel-
Klein (2008), Chevalier and Goolsbee (2003) and Tan (2003). The development history and
business models of CSWs were analysed by Alam et al. (2020), Hillen (2019), Gupta et al.
(2017), Broniarczyk and Griffin (2014), Passyn et al. (2013), Laffey (2010), Laffey and Gandy
(2009), Wan et al. (2007), and Brown and Goolsbee (2002). Technological issues facing CSWs
were analysed by Ambre et al. (2017).

Most recently, the area of electronic goods comparison websites has been extensively
analysed in scientific studies (Lindgren et al. 2021b; Lindgren 2021; Böheim et al. 2021; Alam
et al. 2020; Falkenberg and Buchwitz 2020; Hackl and Winter-Ebmer 2020; Thompson and
Haynes 2017; Hajaj et al. 2013, 2017; Gorodnichenko and Talavera 2017; Bodur et al. 2015;
Passyn et al. 2013; Drechsler and Natter 2011; Akimoto and Takeda 2009; Broeckelmann
and Groeppel-Klein 2008; Su 2007; Lee et al. 2004; Baye et al. 2004; Tan 2003; Doorenbos
et al. 1997). In comparison, fewer researchers have focused on the activities of service
comparison websites. McDonald and Wren (2017) analysed insurance comparison websites,
followed by Robertshaw (2011), Laffey and Gandy (2009), Mayer et al. (2005) and Brown
and Goolsbee (2002). Electricity price comparison websites were analysed by Uddin et al.
(2021), Ronayne (2021), Antal (2020), Meuer et al. (2019), Nishida and Remer (2018), Natter
et al. (2015) and Laffey (2010). Financial product comparison websites have been analysed
in publications by Alfawzan and Alturki (2018), Laffey (2010) and Laffey and Gandy (2009).

To analyse the raised problem from the perspective of a methodological approach, the
questions of predicting the conversion probability have also been covered by researchers.
The study of consumer loan acceptance probabilities was done by Thomas et al. (2006). In
their study, logistic regression was applied to estimate the probability of the consumer loan
offer acceptance. Moreover, the authors used linear programming techniques to optimise
loan offer characteristics to maximise the acceptance probability. The authors had no
available real live dataset, so an artificial dataset was created in the study by using a fantasy
student’s current account. Moreover, Lee et al. (2017) applied dynamic programming
techniques for the estimation of the acceptance probability of a credit card offer when
choosing an optimal pricing model.

Neural network models using clickstream data have widely been used to predict
conversion in the field of online shopping for non-financial products. Such studies have
been conducted recently by Fabra et al. (2020), Koehn et al. (2020), Guo et al. (2019), Toth
et al. (2017) and Wu et al. (2015). Logistic regression was used to predict conversion by
Qiu et al. (2015). Jia et al. (2017) applied a multinomial naive Bayes (MNB) model for
conversion prediction.

While the analysis of comparison-shopping websites and conversion prediction ques-
tions has been thoroughly explored in scientific studies from various angles, there is a lack
of studies examining consumer behaviour in the context of online loan comparison and
brokerage (OLCB) platforms. The analysis of scientific literature reveals a strong focus by
researchers on predicting conversions through the examination of clickstream data from
consumer browsing behaviour. The strength of this methodology is its wide applicabil-
ity across diverse e-commerce systems. However, in the context of OLCB platforms, the
models used for analysis may not produce accurate results for several reasons. Firstly,
OLCB platforms handle a substantial amount of data that must be taken into account when
building models. This includes information such as the customer’s demographics, finances,
credit history, features and quantity of loan offers presented, and other data that could
greatly enhance the accuracy of conversion probability models. Secondly, the issue of
conversion prediction modelling in the context of OLCB platforms has not been thoroughly
researched. The behaviour and decision-making of consumers when choosing a loan are
likely to differ from those of consumers choosing non-financial products due to the inherent
credit relationship and risk involved for both parties in the former situation. Thirdly, OLCB
platforms have a unique characteristic in the customer journey: to receive binding loan
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offers, the customer must complete an application and provide other required personal
information. This characteristic differs from the customer journey in other e-commerce
websites, which have been the focus of most previous research. As a result, existing mod-
els based on browsing data may not perform optimally for OLCB platforms due to the
distinctiveness of the customer journey in the latter.

The aim of this research is the development of statistical acceptance prediction models
of loan offers in online loan comparison and brokerage (OLCB) platforms.

The most important contribution of this research is the application of machine learning
techniques in the area of customers’ economical behaviours when choosing risk-related
financial products from different providers online. To the best of our knowledge no
conversion prediction models for OLCBs were provided in scientific literature to date.

The rest of the paper is structured as follows. The subsequent section describes the
theoretical foundations of binary model development and evaluation. It is followed by a
section describing the methodology of the research. The next section provides the empirical
results and discussion. In the last section, the concluding remarks are presented.

2. Requirements for a Statistical Acceptance Prediction Model

From the perspective of e-commerce websites, the statistical conversion probability
model is a technical tool that enhances understanding of customer behaviour, optimises
the efficiency of e-commerce websites and marketing, and improves real-time customer
path selection (Fabra et al. 2020; Koehn et al. 2020) and the pricing of goods and services
(Thomas et al. 2006; Lee et al. 2017). This study estimates conversion probability (more
accurately, acceptance probability) and develops a binary acceptance prediction model,
classifying customers into two groups: those who will take advantage of the loan offers
presented to them, referred to as “good” customers, and those who will not, who are
referred to as “bad” customers. The creation of a statistical acceptance prediction model
can be broken down into six steps: (1) needs and opportunities analysis, (2) formation of
the data sample, (3) determination of the dependent variable, (4) independent variable
selection, (5) model creation, and (6) evaluation of the model’s quantitative and qualitative
characteristics (Špicas 2017).

As was stated by Banerjee et al. (2017), OLCB platforms are operating in the environ-
ment of buyers, i.e., borrowers, and sellers, i.e., creditors, being horizontally differentiated,
each having heterogeneous valuations and preferences for agents on the other side of the
market. In those circumstances, the acceptance prediction model would serve as a technical
tool for the optimisation of discovery mechanisms in a platform while seeking to maximise
the acceptance rate, control the competition of the creditors and the economic benefit they
gain from participation in contests, and minimise the risks of mismatching and misleading
the customer. The main OLCB-platform operational features, such as the cross-knowledge
of the public types of agents in the context of risk-related services, determine the need to
include possible credit risk data in the set of dependent variables. An OLCB platform’s
dependency on the network externality effect (Banerjee et al. 2017; Evans et al. 2011) deter-
mines the need to include dependent variables that describe the number and qualities of
creditors participating in a contest. As transaction prices are determined by agents, and the
setting of unfavourable prices for a customer is one of the main risks in OLCB platform
operations, variables describing the pricing aspects of provided loan offers should also be
included in the model’s dependent variables.

2.1. Related Work on Conversion Prediction Issue

With the increasing shift of businesses towards electronic sales channels, the impor-
tance of conversion prediction is growing rapidly. According to Sheil et al. (2018) research
shows that e-commerce businesses can improve profits by 2 to 11% by using advanced
conversion prediction tools. The increasing importance of the issue has sparked extensive
attention from the scientific community for its analysis.
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Over the years, researchers have proposed various methods for conversion prediction,
ranging from statistical models (Nishimura et al. 2018; Qiu et al. 2015; Van den Poel and
Buckinx 2005) to more recent machine-learning techniques (Cirqueira et al. 2020; Requena
et al. 2020). The related work in this field has focused on improving the accuracy of
conversion predictions (Safara 2022; Requena et al. 2020; Song and Liu 2020), understanding
the underlying factors that influence conversions (Cai et al. 2023), and interpreting the
results of machine-learning models for conversion prediction (Lee et al. 2021). Furthermore,
recent studies have identified the issue and include analyses of early conversion prediction
based on the first clicks made by users on e-commerce websites (Fabra et al. 2020; Requena
et al. 2020; Lo et al. 2016).

Usually, clickstream data is heavily utilised addressing the online behaviour prediction
problem (Koehn et al. 2020; Requena et al. 2020). Clickstream data can be defined as a
record of the sequence of clicks made by a user on a website, application, or digital product.
It captures the path that a user takes as they navigate through the digital product, including
the pages or screens visited, the links clicked, and the time spent on each page. A variety of
features can be generated from clickstream data for the purpose of purchase prediction,
including product viewing history, search history, customer behaviour patterns, session
duration, bounce rates, click rates, and others (Esmeli et al. 2021).

While developing customer behaviour prediction models, clickstream data is often
used in combination with other data sources, such as demographic information (Safara
2022), purchase history (Lee et al. 2021), product information (Bigon et al. 2019), marketing
data (Lee et al. 2021; Zeng et al. 2019; Cui et al. 2018), touch-interactive behaviour data
(Guo et al. 2019) and server-log related information: for example, IP address (Cirqueira et al.
2020, Turčaník 2020), customer device information (Cirqueira et al. 2020) or even customer
questionnaire data (Joshi et al. 2018).

In recent studies, different classification methods have been employed to predict
customer behaviour (see Figure 1). A significant portion of the recent literature has utilised
neural network-based models. Fabra et al. (2020) developed a neural network-based model
to predict the user profiles of anonymous session data. Koehn et al. (2020) proposed a
recurrent neural network (RNN)-based model to predict conversion rates from clickstream
data. Requena et al. (2020) developed two types of conversion prediction models based
on gradient-boosting machines (XGboost) and neural network frameworks. In Requena
et al.’s (2020) study, different types of clickstream sequences were compared and two
modelling approaches were proposed: first, analysing full sequences of clickstream data,
and second, early-stage conversion probability prediction while analysing only part of each
sequence. Guo et al. (2019) proposed the Deep Intent Prediction Model (DIPM) based on
an attention-based neural network framework. Cui et al. (2018) modelled customer online
behaviour, including semantic customer data from search engines and the authors’ applied
recurrent neural network (RNN) together with a convolutional neural network (CNN) for
behaviour modelling and Monte Carlo simulation to predict conversion in future sessions.
Earlier applications of neural network frameworks can also be found in the literature (Sheil
et al. 2018; Toth et al. 2017; Hidasi et al. 2015; Wu et al. 2015).

Logistic regression models have been widely used for online behaviour prediction
(Nishimura et al. 2018; Lo et al. 2016; Qiu et al. 2015; Van den Poel and Buckinx 2005), but
in recent studies, they have been less commonly employed. Recently, gradient boosting
machines (GBM) (Lee et al. 2021; Dou 2020; Requena et al. 2020; Song and Liu 2020; Wang
et al. 2018) and random forest models (RFM) (Esmeli et al. 2021; Song and Liu 2020; Joshi
et al. 2018) have gained popularity for predicting online behaviour. Other modelling
techniques have also been used in the literature for the task of online purchase prediction
by Esmeli et al. (2021), Song and Liu (2020), Turčanik (2020), Jia et al. (2017), Suchacka et al.
(2015), Montgomery et al. (2004) and Kim et al. (2003).
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Figure 1. Classification methods used in recent studies on customer behaviour prediction.

A review of related studies reveals that there is still a lack of coverage in the scien-
tific literature regarding personalised conversion prediction models that can customise
predictions for individual customers based on demographic, economic, or financial data.
Additionally, the analysis of conversion prediction models for the lending industry has only
briefly been covered; however, as lending products are tightly connected to counterparty
risk, user behaviour when purchasing these products may differ significantly from that
when purchasing other e-commerce products. Moreover, researchers have not yet inves-
tigated the conversion prediction issue for OLCB platforms. Given the limitations of the
current state of research, we aim to advance the state of the art by proposing the conversion,
i.e., acceptance, prediction models for the online loan comparison and brokerage (OLCB)
platforms that incorporate relevant personal data. For this reason, it is appropriate to
discuss the theoretical background for evaluating binary classification models.

2.2. Theoretical Foundations for the Evaluation of Binary Models

According to the content of analytical information, the methods for evaluating the
discriminatory power of a binary model can be divided into two types: (1) methods that
show the discriminatory properties of the model at a selected cut-off point, and (2) methods
that show the overall discriminatory properties of the model regardless of the selected
cut-off point. Below, these two types of evaluation methods are analysed separately.

2.2.1. Evaluation of a Model’s Discriminatory Power at a Selected Cut-Off Point

Let us say that OLCB platform clients are evaluated by a conversion prediction model.
The model assigns each potential customer a rating R, and it is assumed that the higher the
rating is, the greater is the probability that the customer will take advantage of loan offers.
In binary classification, in order to divide customers into “good” and “bad” categories, a
cut-off point C is established. It is assumed that clients with R ≤ C are unlikely to take
advantage of offers, and conversely, customers with R > C are likely to take advantage of
loan offers. Ideally, the model will assign R≤ C to all customers who do not take advantage
of offers, and conversely, R > C to customers who seek to take advantage of loan offers.
However, in practice, ideal models are rare, and so the model will assign some “good”
clients to the “bad” category and vice versa. In other words, when the model is applied
and the cut-off point C is chosen, there can be four types of responses:

• Customers to whom the model assigned R ≤ C and who did not take advantage of
loan offers are considered correctly classified as “bad” customers (true negatives, TN);

• Customers to whom the model assigned R > C and who did take advantage of loan
offers are referred to as correctly classified “good” customers (true positives, TP);
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• Customers who were classified as “bad,” with R < C, but who took advantage of the
offered loans are considered wrongly assigned to “bad” (false negatives, FN). This
model error is also called a type I error;

• Customers for whom the model assigned R > C, but who did not take advantage of
loan offers, are referred to as wrongly positively classified clients (false positives, FP).
This model error is called a type II error.

In Figure 2, two hypothetical customer distributions, “bad” and “good,” are shown,
starting from the left. The X-axis represents the scale of the rating assigned by the model,
and the Y-axis represents the frequency of customer distribution. By choosing the cut-off
point to be point C at 0.5, the parts of the distribution representing correctly and incorrectly
classified customers are visible. From Figure 2, it is clear that by changing the value of
point C, we can reduce the proportion of FP or FN errors, but this would usually be done
at the expense of the opposite error; i.e., by setting a more conservative point C value, such
as 0.4, the proportion of incorrectly classified “bad” customers would decrease, but a larger
portion of “good” customers would be lost (Sobehart and Keenan 2001).
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Figure 2. The distribution of “bad” and “good” customers according to the ratings assigned by
the model has been compiled by Špicas (2017), Verbraken et al. (2014) and Sobehart and Keenan
(2001). Abbreviations: TP—correctly classified customers; TN—correctly classified “bad” customers;
FN—misclassified “bad” customers (type I error); FP—misclassified “good“ customers (type II error),
C—cut-off point.

Further, in analysing the properties of the model, for simplicity, Figure 2 can be
transformed into confusion matrix form (Table 1), which is widely applied in the scientific
literature when analysing binary classification problems.

Table 1. Confusion matrix.

Model Prediction

1 (“Good”) 0 (“Bad”)

Fact
“Good” TP FN
“Bad” FP TN

Compiled by the authors according to Powers (2020) and Mileris (2009).

The columns of Table 1 correspond to the predicted number of “good” and “bad” cus-
tomers by the model, while the rows represent the actual customer conditions. Accordingly,
the intersections of the rows and columns show the discriminative power of the model that
has been discussed, i.e., TP, TN, FP, FN. The contents of the classification matrix enable
the calculation of indicators that show the discriminative properties of the model at the
selected cut-off point.



Risks 2023, 11, 138 8 of 30

2.2.2. Model Discriminatory Power Assessment without Considering the Cut-Off Point

The receiver operating characteristic (ROC) curve is created for each possible cut-off
point C, determining (1) the portion of “good” customers correctly classified by the model,
i.e., the specificity of the model, which is characterised by the size of the X-axis, and (2) the
portion of “bad” clients correctly identified by the model, i.e., the sensitivity of the model,
which is indicated on the Y-axis of the graph. In this way, the graph shows a summary of
the model’s discriminatory abilities in terms of first and type II errors for each possible
cut-off point C (see Figure 3A).
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The closer the ROC curve is to the upper left corner, the more the model is considered
to be of higher quality, and conversely, the closer the curve is to the line of the graph’s
diagonal (see Figure 3A, dotted line), the less discriminatory power the model has. A
model whose ROC curve is close to the diagonal line is considered to be naive (random or
coincidental).

The area under the ROC curve (AUC) summarises the discriminatory abilities of the
model quantitatively. The AUC varies from 0 to 1, and the closer the model’s AUC is to
1, the more reliable it is considered. In other words, if the model’s AUC is 1, the model
classifies “good” and “bad” customers with 100% accuracy. As mentioned, such models
are impossible in practice.

The cumulative accuracy profile (CAP) curve, also known as the Gini curve, Lorenz
curve, or power curve, is also used to assess the discriminatory abilities of the model. When
creating the CAP curve, customers are first ranked according to the rating assigned by the
model, from the riskiest to the least risky. The cut-off point is considered to be the rating
assigned by the model. The Y-axis of the graph shows the sensitivity (Se) of the model, and
the X-axis shows the cumulative share of customers (Špicas 2017; Irwin and Irwin 2012;
Dzidzevičiūtė 2013) (Figure 3B).

It can be stated that the methods for evaluating the discriminatory power of a model—
ROC and CAP curves, AUC, AR metrics, the Pietra index, and accuracy metrics—are all
related by a linear relationship. This relationship is illustrated in Figure 3.

• In Part A of Figure 3, the ROC curve is depicted, with the area under the curve being
the AUC and the distance from the diagonal representing the naive model to the
evaluated model’s ROC curve being the Pietra index.

• In Part B of Figure 3, the CAP curve is shown, with the area under the curve being the
AR, the area under the perfect model curve being the AP, and the naive model’s CAP
curve being represented by a dotted line.

• A formula is provided between the ROC and CAP curves (Figure 3A,B) demonstrating
the linear relationship between the two methods.

• In the ROC curve (Figure 3A), a hypothetical cut-off point C is shown, with its “bad”
and “good” customer classification divisions (Figure 3C), the portions of customers cor-
rectly and incorrectly classified—which can be transformed into a classification matrix
(Figure 3D)—and accuracy metrics can be calculated from the matrix (Figure 3E).

In scientific literature, the methods of evaluating a model are usually applied in two
stages: first, a preliminary evaluation of the model is carried out, and second, backtesting
of the model is conducted. The same methods discussed in this section are used for
evaluation. The difference is that in the preliminary evaluation of the model, the cut-off
point is determined expertly (usually by setting it at 0.5), and the model’s features are
evaluated on a test sample formed from the initial sample available. In backtesting, the
model is tested in a “production environment,” i.e., it is applied under real conditions (e.g.,
by simulating the model’s application on a platform for which it has been created), using
available data and quantifying the cut-off point.

3. Methodology of Development of Statistical Conversion Prediction Model
3.1. Data Preprocessing
3.1.1. Definition of Dependent Variable and Seclusion of Non-Homogenous Cases

Defining the dependent variable in a model involves answering two questions. The
first is: what characteristic or set of characteristics could characterise the analysed customer
as “good” or “bad”? The second is: what is the optimal customer’s behaviour observation
period?

In this paper, those loan applications in which the client selected one of the loan offers
presented to them are considered as converted, i.e., “good” applications. The criterion
that allows an application to be classified as a “good” application is that the customer
expresses a desire to use one of the loan offers by performing two actions: (a) clicking the
button “Select” on the loan offer card, and (b) reviewing the details of the loan offer and



Risks 2023, 11, 138 10 of 30

clicking “Proceed to the contract”. It is important to note that some customers who are
classified as “converted” (“good”) may not ultimately receive a loan due to the KYC (know
your customer) procedures of the lender, the customer’s inability to perform underwriting
procedures, or the loan being denied after additional credit risk assessment.

The essence of determining the optimal customer’s behaviour observation period is
the identification of a period during which the conversion probability is significant. There
are two main methods for the retrospective analysis of behaviour patterns: case study and
cohort analysis (Song and Chung 2010). Cohort analysis is often used to achieve this goal in
cases of development of binary models (Špicas 2017; Špicas et al. 2015). To conduct cohort
analysis on loan offer selection, a model creation dataset was employed in this study.

Additionally, in order to more accurately define the predicted event, an additional ver-
ification of the sample of “bad” customers was performed, asking the following questions:

• Did the customer intend to take a loan?
• Did the customer make a mistake in selecting the loan product? That is, did they

actually need a consumer loan (not a mortgage loan or leasing)?
• Did the customer decline the loan because they received a better loan offer outside the

platform?

Answers to these three questions were obtained by analysing the reasons for the
rejections of applications and comments written by customer service managers in the
studied platform’s CRM (customer relationship management system) system. Customers
who did not have the intention of taking a loan, indicated a wrong product, or received a
superior loan offer outside the platform have been excluded from the sample as they are
not homogeneous.

3.1.2. Data Normalisation

The ranges of the variables used in our analysis differed a lot. To appropriately use
some machine learning and neural network techniques, it is necessary to unify the ranges
of features. All numerical variables were normalised using the following formula:

xnormalised,i =
xi − xmin

xmax − xmin
.

Here, xnormalised,i is the normalised value of variable i and xmin is the minimum value
of xi. By using this method, we rescaled the range of all numerical features to the interval
between 0 and 1. Similarly, it is necessary to prepare all the categorical data before using
statistical and machine learning techniques. The one-hot encoding method was used to
transform all the categorical and Boolean variables into numerical expressions of 0 or 1.

3.1.3. Class Imbalance Problem

Our original dataset was highly imbalanced, with 16,059 customers who had selected
the loan offer and 9616 customers that rejected the loan offers. To deal with the class
imbalance problem, we used three different sampling methods: Random Oversampling,
Random Undersampling, and the Synthetic Minority Oversampling technique (SMOTE).
Random Oversampling creates new samples by randomly selecting observations from
the minority class with replacement and adds them to the training dataset. Using this
technique, we increased the number of observations from the minority class to be equal
to the majority class observations. On the other hand, Random Undersampling randomly
selects examples from the majority class and deletes them from the training set until the
number of observations becomes equal to the number of observations in the minority class.
SMOTE technique (Chawla et al. 2002) is another method that helps to deal with class
imbalance problems. This method artificially generates new observations for the minority
class using the nearest neighbours method. Moreover, the majority class observations
were also undersampled, leading to a balanced dataset. The machine learning method’s
performance using resampled training datasets will be compared with its performance the
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original training dataset, allowing us to test what statistical improvements can be achieved
by implementing sampling techniques.

3.2. Selection and Inclusion of Independent Variables in the Model

First, a list of possible independent model variables that could characterise each
applicant was compiled. At this stage, 24 independent variables were included in the
study. It was appropriate to divide the data that could be collected about the customers on
the OLCB platform into four groups of independent variables, i.e., independent variables
characterising (i) each customer’s behaviour on the analysed platform, (ii) demographic
characteristics, and (iii) financial characteristics, and (iv) the course of loan offerings on the
platform (competition).

Second, in order to ensure that the remaining independent variables in the final sam-
ple did not have strong interdependence and covered different analytical information in
content, and so that the logit regression equation did not face the problem of multicollinear-
ity, before including the independent variables in the model, it was necessary to perform
correlation calculations for each pair of variables. If the correlation coefficient of a pair
of variables exceeded 0.7, i.e., there was a strong or very strong correlation, the removal
of the less significant variable from the model for further analysis was considered. The
correlation was also evaluated to ensure it was not random, i.e., that the p-value < α = 0.05.

Third, the discriminatory power of individual variables was analysed and, fourth,
backward stepwise regression was applied in forming the final set of independent variables
for the model. The third and fourth steps were carried out in forming the logistic regression
model.

3.3. Classification Algorithms
3.3.1. Logistic Regression

A logistic regression model is formed by calculating the coefficients of the selected
independent variables. As noted in various studies (Yap et al. 2011; Nikolic et al. 2013;
Megan and Circa 2014; Sorin 2015), logistic regression is a widely used statistical method
for examining the relationship between a dichotomous outcome (Y = 0 or Y = 1) and a set
of independent variables. The logistic regression equation is presented as follows:

AccP = P(Y = 1) =
1

1 + e−z , where z = α1 + β1X1 . . . βnXn, (1)

where P (Y = 1) is the probability of the acceptance probability (AccP = probability that
the customer will take advantage of the proposed loan offer, i.e., that they are a “good”
customer).

Thus, the objective of a logistic regression model in conversion prediction is to de-
termine the conditional probability of a specific applicant belonging to a class (“good” or
“bad”) given the values of the independent variables of that credit applicant. For this study,
the logistic regression was used to model the event Y = 1 (“good”).

A logistic regression model must meet certain requirements. These requirements
include a chi-square criterion of the p-value being less than 0.05, as well as the McFadden
R-squared, Cox and Snell R-squared, and Nagelkerke R-squared values being greater than
0.2. By checking for these requirements, one can be confident in the validity and usefulness
of a logistic regression model (Kanapickienė and Špicas 2019).

3.3.2. Random Forest

Random Forest is an ensemble machine learning method for classification and regres-
sion that was first developed by Breiman (2001). Random Forest is an extension of another
ensemble method called Bagging. Like Bagging, it works by constructing multiple decision
trees on bootstrapped training samples and aggregating the predictions of those trees to get
a more accurate final prediction and control over-fitting (Esmeli et al. 2021; Joshi et al. 2018).
Instead of using all available feature variables as in Bagging, Random Forest algorithm
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randomly selects a subset of m predictors from the full set of p predictors (m < p). In the
case of one powerful predictor existing in the dataset, the bagged decision trees could look
very similar because all of the trees would be highly correlated. Random Forest overcomes
this issue by taking only a subset of predictors, and this process is called decorrelation of
the trees. After building numerous uncorrelated decision trees in the forest, the algorithm
uses majority voting to decide to which category a given observation belongs. This method
results in a high degree of accuracy and stability, and is especially useful for complex and
non-linear data patterns.

3.3.3. Extreme Gradient Boosting (XGBoost)

XGBoost is an open-source machine learning library for gradient boosting trees that is
commonly used for classification and regression tasks. It was developed by T. Chen and C.
Gusterin and was first released in 2016 (Chen and Guestrin 2016). XGBoost has been widely
adopted by researchers and industry practitioners due its ability to effectively capture the
dependencies of complex data. It also uses extensible learning systems to learn from large
data sets and get models (Song and Liu 2020).

Both Random Forest and XGBoost build models based on multiple decision trees.
However, the process of “building” is the site of the main difference between those algo-
rithms. Random Forest uses bagging to build all decision trees at once. On the other hand,
XGBoost constructs an ensemble of decision trees using a gradient boosting algorithm to
build trees in order to minimise the loss sequentially. In addition to gradient-boosting
decision trees, Chen and Guestrin (2016) suggested adding a regularisation (penalty) term
to the loss function to avoid possible overfitting:

L( f ) =
n

∑
i=1

Ψ(ŷi, yi) +
K

∑
k=1

Ω(δk). (2)

Here, yi is the prediction of the i-th observation at the K-th boost (tree), Ψ() is the lost
function to measure the difference between the prediction and the reference label, and
Ω(δk) is the regularisation term. This regularisation term can be expressed as follows:

Ω(δ) = γT +
1
2

λ||w||2. (3)

Here, γ is the complexity term, T is the classification’s number of leaves in the tree, λ

is the penalty parameter, and ||w||2 is the output of each leaf node. Additionally, XGBoost
applies second-order Taylor approximation in the loss function, and this is another way it
in which it differs from gradient-boosted decision trees. More details about this algorithm
can be found in Chen and Guestrin (2016).

3.3.4. Artificial Neural Networks (ANN)

Artificial Neural Networks (ANNs) consist of three main layers: input, hidden, and
output layers. The more hidden layers are used, the more complex relationships may be
modelled. A feed-forward neural network will be used in this process. In a feed-forward
network, the information is carried forward from input variables through connected neu-
rons in the middle (hidden) layers and finally to the specified output layer. Each neuron
processes its inputs and transfers its output value to the neurons in the next layer. Each
neuron processes its inputs and transfers its output value to the neurons in the next layer.
Initially, these neural connections are assigned with random weights, and then, during
the training process, the model adjusts the weights (Lee et al. 2021). The output value of
hidden neuron i is calculated by applying activation function f (1):

hi = f (1)(bi
(1) +

n

∑
j=1

Wijxj). (4)



Risks 2023, 11, 138 13 of 30

Here, W is the weight matrix and Wij denotes the weight connecting input j to hidden
neuron i. In a similar way, the output of the output layer is computed by the following
equation:

y = f (2)(b(2) +
nh

∑
j=1

vjhj). (5)

Here, nh is the number of hidden neurons and v denotes the weight vector, so that
vj is the weight that connects hidden neuron j to the output neuron. In the case of binary
classification, f (2) is a sigmoid activation function. More details about ANNs can be found
in Bishop (1995).

3.3.5. Support Vector Machines (SVM)

Support Vector Machines (SVM) are a class of supervised machine learning algorithms
used for classification that were invented by Cortes and Vapnik (1995). SVMs try to find the
optimal hyperplane that separates classes by maximising the margin between the closest
data points of different classes. These closest points are called support vectors (Huang
et al. 2018). Since the behavioural and financial characteristics of customers cannot often be
linearly separated, SVM analysis will include a radial basis kernel in this work. Based on
Li et al. (2013), the classifier function of SVM for binary classification can be expressed as
follows:

f (x) = sign(
M

∑
i=1

αiyiK(x, xi) + b), (6)

using training dataset D = {xi, yi}, where xi ∈ Rm is the independent variable and yi ∈
{−1, 1} is the target class, αi is the Lagrange multiplier, and K(x, xi) is the kernel function
of the two vectors. In our work, radial basis function will be used as a kernel function, the
expression of which is K(x, xi) = e(−γ‖x−xI‖2). The SVM algorithm is discussed in more
detail in Cortes and Vapnik (1995).

3.4. Model Evaluation Methods

In recent scientific studies, classification matrices have commonly been used to eval-
uate the reliability of binary models, and classification accuracy indicators are calculated
from their data. The graphical analysis method for ROC curves is also often applied, and its
results are quantitatively summarised by the AUC indicator, which shows the area under
the ROC curve (Špicas 2017). The formulas for classification accuracy indicators are pro-
vided in Appendix A (Table A1). The table below (see Table 2) shows the model evaluation
methods used in this study. The cut-off point was expertly set at 0.5. Such a decision was
based on the experimental setup of our study. We used five different models and four
scenarios involving sampling techniques. These summed up to 20 different experiments,
which would have required setting 20 different optimal cut-off points. However, a variety
of cut-off points would not allow us to compare the models homogeneously and for that
reason the cut-off point was set at 0.5 for all the experiments.

Table 2. Model evaluation methods used in this study.

Considering the Cutoff Point Without Considering the Cutoff Point

Confusion matrix ROC

Classification accuracy ratios: Ar, CCR, MCR,
Se, Sp, BAC, MCC (=AC), PPV, NPV, α, β, F,

G-average, ACP
AUC
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4. Model Creation and Empirical Results
4.1. Setting Optimal Loan Offer Monitoring Time

In order to quantitatively determine the optimal loan offer monitoring period, the
data from LCP operating in Lithuania for the period from 1 September 2019 to 1 September
2022 was used for the study, providing a total of 16,059 contests wherein customers had
chosen loan offers. First, by forming cohorts of loan offers presented in different periods,
the chosen loan offer indicators were displayed (see Figure 4). In order to convey a more
complete picture of the maturity of loan offers, a 1000-h period was analysed.
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The aim was to investigate how customer decision-making behaviour differed when
considering loan offers of different sizes, and the behaviours of customers in different
credit risk segments were also analysed. Credit risk segments were created by grouping
customers according to the credit rating calculated by Creditinfo Lietuva, a credit bureau
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operating in Lithuania. The assigned ratings indicated increasing credit risk from A (lowest
risk) to E (highest risk). Rating E3 indicated customers whose insolvency probability (PD)
according to credit bureau calculations was the highest—99%.

When analysing the behaviour of customers with different credit risks when choosing
loan offers (Figure 4A), it can be seen that their decision-making times are proportional to
their credit risk level—that is, the higher the customer’s credit risk is, the faster they make a
decision to take out a loan. Similar results are seen when analysing customers considering
different loan amounts (Figure 4B)—the larger the loan amount considered, the longer it
takes the customer to make a decision.

The maturity cycle of loan offers is revealed in Figure 4. Periods are seen during which
the curves of calculated offer selection indicators have clear growth potentials. Using this
graphical information, the monitoring period was determined expertly. In this case, in the
opinion of the authors, it was appropriate to set it at 180 h. Further in the study, taking
into account the information structure of the model creation sample, the monitoring period
was rounded to 168 h, i.e., one week. As can be seen from the cohort analysis, the selected
monitoring period was suitable for analysing the behaviours of customers with different
credit risks when choosing consumer loans of different amounts.

4.2. Formation of Model Training and Testing Samples

This stage of the study aimed to form the model creation, development, and testing
sample from the initial data collection. The data on the activity of the chosen OLCB platform
operating in Lithuania for the period from 1 September 2019 to 1 September 2022 was
used for the study. The algorithm for model creation, formation, and testing the sample is
presented in Figure 5: (i) shows the status of the data collection (Status A–D) and (ii) shows
the data transformation/formation actions (Stages 1–6).

The initial data collection included all applications received during this period, which
were 86,237 in number (Figure 5, Status A). The following actions were taken in forming
the model development and testing samples.

First, in forming the study sample from the initial data collection, applications were
removed that had not been submitted to creditors for evaluation (Figure 5, Stage 1). In
this stage, applications of those clients who did not have assessable income and to whom,
according to the relevant laws, consumer loans could not be granted, were removed. There
were 2775 such applications (Figure 5, Stage 1.1). Additionally, in this stage, in order to
form a homogeneous study sample in terms of client economic behaviour, 9498 applications
submitted by clients working abroad were removed (Figure 5, Stage 1.2). The submission
and further processing of these applications differed from those of regular consumer loan
applications and were considered unrepresentative in the context of the study. After these
two groups of applications were removed, 73,946 applications were submitted for the
evaluation of the creditors (Figure 5, Status B).

Second, 24,864 applications that had received no loan offers were removed (Figure 5,
Stage 2).

Third, from the applications that had received at least one loan offer (49,100, Figure 5,
Status C), applications were removed that, in the authors’ opinion, did not characterise the
applicants’ economic behaviours and were not suitable for inclusion in a homogeneous
model creation sample. In this stage, the following cases were removed:
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• Duplicate client applications that had been removed manually, including applications
submitted repeatedly by including a spouse or co-debtor—600 applications (Figure 5,
Stage 3.1).

• Clients who had reported receiving a better consumption loan offer outside the plat-
form, i.e., from other creditors not participating in the platform’s activities—4782
applications (Figure 5, Stage 3.2).

• Applications whose data became inaccessible due to technological issues—720 appli-
cations (Figure 5, Stage 3.3). The final sample for model creation consisted of 39,794
applications (Figure 5, Status D).

• There were 12704 cases wherein clients had not taken advantage of the loan offers
provided and explained that they were simply testing the platform’s functionality. In
other words, the applicants had not had the intention of taking the loan.

• Additionally, there were 1682 cases wherein clients claimed to have mistakenly chosen
the loan product and actually needed a different type of loan, such as a home loan,
business loan, or car leasing loan.

• The applications that were excluded due to significant outliers equalled 3165 cases
(Figure 5, Status 3.6).

This resulted in a total of 25,675 loan applications being considered for final model
creation (Figure 5, Status D), of which each of 16,059 clients had utilised one of the loan
offers received and 9616 clients had not used the offers.

Fourth, data—both numerical and categorical variables—were normalised (Figure 5,
Step 4).

Fifth, the model creation dataset was randomly split into model development (80%)
and model testing datasets (20%) (Figure 5, Stages 5.1 and 5.2).

Sixth, 4-model development datasets were produced by applying different sampling
strategies (Figure 5, Stages 6.1, 6.2, 6.3, 6.4).

4.3. Selection of Independent Model Variables

To ensure that the remaining independent variables in the final sample did not have
strong interdependence and covered different analytical information in terms of content, a
correlation calculation was performed for each pair of variables before incorporating the
independent variables into the model (Figure 6). During the analysis, one indicator (see
Appendix B, Table A2)— applicant commitments—was removed due to direct interdepen-
dence and strong correlation. This indicator had a strong correlation (0.86) with the DSTI
(debt service-to-income) indicator due to their direct interdependence. Other positive and
negative intercorrelations of indicators were weaker and economically justified, and these
indicators are not linked by direct dependence relationships, and so it was likely that the
correlation would not have a negative impact on the quality of the model.

Additionally, logistic regression for non-sampled training data (Figure 5, Stage 6.1)
was used to remove non-informative (statistically insignificant) variables from further
analysis. Four variables were removed based on their p-values being higher than 0.05:
num_Of_Participants (p-value = 0.41), auth_duration_sec (p-value = 0.33), city_Classifier
(p-value = 0.20), and Children (p-value = 0.17) (see Appendix B, Table A2).

The remaining variables were left for further analysis using other machine learning
algorithms. Before the analysis of predictive performance of other machine learning
techniques, we checked to see whether the coefficients from logistic regression followed
economic logic (see Table 3). Based on the following results, we can now see that all
the variables left in our analysis were associated with a Wald criterion (p-value) smaller
than 0.10, showing that they were useful for predictions. Furthermore, the signs of the
coefficients corresponded to economic logic.
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Table 3. The set of selected logit model variables and their assigned coefficients.

Group Variable Name Full Variable Name Coef Log Odds Wald Crit Explanation

Intercept Constant term 0.625 - <0.01 Constant term

Behavioural

App_Dur Application duration 1.164 3.205 <0.01
Longer application filling
duration leads to a higher
probability of taking a loan

Ret_30

Is returning within
30d TRUE 0.345 1.412

<0.01
A returning client is more

likely to take a loanIs returning within
30d FALSE 0 0

Work_t

Application was
filled during working

hours
0.068 1.07

0.075

When an application is
filled during working
hours, the applicant is

more likely to take a loanApplication was
filled during

non-working hours
0 0
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Table 3. Cont.

Group Variable Name Full Variable Name Coef Log Odds Wald Crit Explanation

Demographic

Age Age 0.687 1.989 <0.01 Older customers are more
likely to take loans

Req_amnt Requested amount -1.971 0.139 <0.01
Higher requested amount
leads to lower probability

of taking a loan

Mar_st
Marital Status

Married 0.157 1.171
<0.01

Being single leads to a
lower probability of taking

a loanMarital Status Single 0 0

Gend
Gender Male 0.108 1.114

0.002
Being male increases

probability of taking a loanGender Female 0 0

Financial

sodr_inc Sodra income −0.311 0.732 0.024
A higher amount of official

income leads to a lower
probability of taking a loan

Inc_diff Income Difference 2.399 11.022 <0.01

Higher difference between
income amounts provided

in the application and
received from the state

database leads to higher
probability of taking a loan

DSTI Applicant’s DSTI 0.307 1.36 <0.01
Higher DSTI leads to
higher probability of

taking a loan

Contest

Auth_Cont_Dur

Authentication to
contest end duration

<120 min
0.702 2.019

<0.01

Longer time duration of
the process from

authentication to the end
of the contest leads to
smaller probability of

taking a loan

120–600 min 0.426 1.536

600–2000 min 0.228 1.256

More than 2000 min 0 0

Nr_of_off Numbers of offers 0.594 1.811 <0.01

The number of offers
received positively affects
the probability of taking

a loan

Max_dec Max decency score −2.653 0.07 <0.01

Lower decency score of
received offers leads to

lower probability of taking
a loan

Dec_Diff Decency difference −1.63 0.194 <0.01

Higher decency difference
across the offers leads to

lower probability of taking
a loan

A logistic regression model meets the following requirements (Table 4): (i) a chi-square
criterion of a p-value of less than 0.05; (ii) McFadden R-squared, Cox and Snell R-squared,
and Nagelkerke R-squared values of greater than 0.2. Therefore, we can be confident in the
validity and usefulness of the logistic regression model.
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Table 4. The set of selected logit model variables and their assigned coefficients.

Variable Value

Chi-Square p-value <0.001
McFadden R-squared 0.208362

Cox and Snell R-squared 0.241069
Nagelkerke R-squared 0.328478

Based on the information provided, it appears that our logistic regression model meets
all the requirements outlined in Table 4. This means that the analysis of logistic regression
coefficients can be confirmed to be appropriate.

4.4. Results

The objective of this section in the paper is to utilise and compare multiple machine
learning algorithms for the purpose of predicting conversions on OLCB platforms. The
comparative results of five machine learning algorithms are included. Specifically, logistic
regression, random Forest, XGBoost, artificial neural network, and support vector machine
methods were selected for this purpose.

Firstly, the original non-sampled training data were utilised to evaluate the perfor-
mance of four different evaluation metrics—AUC, Sensitivity, Specificity, and Accuracy.
The findings, presented in Table 5, reveal that the Support Vector Machine was the most
effective algorithm for Sensitivity, followed by XGBoost. In contrast, the ANN and Ran-
dom Forest methods performed poorly in terms of Sensitivity. However, these algorithms
demonstrated the highest Specificity, while Logit and SVM produced the lowest results.
With respect to AUC, XGBoost performed exceptionally well, achieving an impressive
score of 0.834 when using the original training dataset. Random Forest was the second-best
algorithm for AUC, while Logistic Regression and ANN had the lowest AUC value —0.802.
Moreover, XGBoost achieved the highest Accuracy of 0.763. Based on these results, it can
be concluded that XGBoost is the most suitable machine learning algorithm for conversion
prediction on the studied loan comparison platform, and will be used as a benchmark for
comparing different sampling strategies.

Table 5. Model evaluation criteria: comparison of Logit, RF, Bagging, Xgboost, ANN, and SVM
classifiers using original training dataset and AUC, Sensitivity, Specificity, and Accuracy.

No. Machine Learning Model AUC Sensitivity Specificity Accuracy

1 Logistic Regression (LOGIT) 0.802 0.866 0.548 0.748
2 Random Forest (RF) 0.825 0.849 0.601 0.757

3 eXtreme Gradient Boosting
(XGBoost) 0.834 0.874 0.574 0.763

4 Artificial Neural Network (ANN) 0.802 0.847 0.584 0.750
5 Support Vector Machine (SVM) 0.816 0.896 0.533 0.762

Secondly, we examined how the predictive performance of classifiers varies when
different sampling techniques are utilised. In our research, we applied the Random Over-
sampling, Random Undersampling, and SMOTE sampling methods in addition to com-
paring them to the original non-sampled training dataset. To assess the effectiveness of
these sampling techniques here, we will utilise XGBoost as the benchmark algorithm, as it
demonstrated the highest predictive power in the previous comparison of algorithms.

Table 6 displays the performance of the XGBoost algorithm when compared using
various sampling techniques. The AUC measure results were relatively consistent across
all sampling methods, with the highest score of 0.834 achieved using the original training
dataset. For Sensitivity, the original training dataset yielded the most accurate results, with
SMOTE being the second-best technique. The situation was different for the Specificity
measure, as Random Oversampling and Random Undersampling were the two most
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effective sampling techniques, with Random Undersampling producing a score of 0.749.
In terms of Accuracy, the original and SMOTE training datasets performed equally well,
achieving a score of 0.763. Given that the performance of the sampling techniques did not
significantly improve the XGBoost algorithm’s performance, it can be concluded that our
original dataset did not experience a significant class imbalance problem and could be used
for conversion prediction in the studied OLCB platform. Appendix C (Table A3) presents
the results of all variations of applied modelling and sampling techniques.

Table 6. Comparison of XGBoost performance according to sampling method.

Original Data Random
Oversampling

Random
Undersampling SMOTE

AUC 0.834 0.832 0.833 0.833
Sensitivity 0.874 0.761 0.750 0.842
Specificity 0.574 0.736 0.749 0.628
Accuracy 0.763 0.752 0.750 0.763

Lastly, we can compare the ROC curves of all the algorithms through four sampling
methods (see Appendix D, Figure A1).

5. Conclusions

After conducting both theoretical and empirical research, the following conclusions
can be drawn:

• Based on a review of relevant scientific literature on conversion prediction, binary
modelling, and two-sided markets, it can be concluded that a conversion prediction
model would serve as a valuable technical tool for optimising the discovery mecha-
nisms of a platform, controlling the competition between creditors, and improving the
economic benefits of contest participation. Moreover, the model would help OLCB
platforms improve customer satisfaction and minimise the risks of mismatching and
misleading customers. In summary, a conversion prediction model has the potential
to enhance an OLCB platform’s performance and benefit all parties involved.

• In scientific literature, various classification methods have been used to validate binary
models. These methods can be categorised into two types: those calculated without
regard to a cut-off point, such as AUC, CAP, and Gini index, and those calculated at a
specific cut-off point, including Sensitivity (Se), Specificity (Sp), Accuracy (Ar), Correct
Classification Rate (CCR), Misclassification Rate (MCR), and Positive Prediction value
(PPV). These classification accuracy ratios were employed in this study to evaluate the
models.

• The data on the activity of an OLCB platform operating in Lithuania for the period
from 1 September 2019 to 1 September 2022 were utilised for the study. The dataset
included 49,100 cases wherein at least one loan offer was presented to the customer.
Based on this data, independent variables were created that covered the customer’s
behavioural, financial, and contest characteristics. The model development dataset
consisted of 20,528 cases: 12,815 cases when customer took the offer and 7713 when
no offer was selected. Different sampling techniques were applied to address the class
imbalance problem: original sampling, undersampling, oversampling, and SMOTE.
Therefore, four model development datasets and one test dataset were formed.

• For the selection of independent variables missing values, a correction matrix and
stepwise regression was used to form the final set of independent variables. 14
variables were selected for model development.

• Five different models were developed for each of the four types of datasets—normal
sampling, Random Undersampling, Random Oversampling, and SMOTE. The models
evaluated were logistic regression, support vector machine, artificial neural network,
random forests, and XGBoost.
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• Based on AUC and Accuracy measures, XGBoost was found to be the most effective
machine learning technique with an AUC of 0.834 and Accuracy of 0.763. When
compared to other techniques, XGBoost performed the best on the original dataset.
However, there were no significant differences observed when comparing sampling
methods, as AUC measures across all techniques were highly stable. That being said,
the original and SMOTE datasets demonstrated the highest level of accuracy at 0.763.

The main research limitations that must be taken into consideration include the fol-
lowing:

• Country: This study was conducted in Lithuania, where the consumer lending industry
operates under specific regulations. It is important to take into consideration that local
regulations have a significant influence on the behaviours of both consumer lenders
and customers. Moreover, the informational infrastructure of each country varies due
to diverse regulations and industry practices implemented by local market regulators
and credit bureaus. This means that the research data used in this study may be not
available when building the conversion prediction models for OLCBs operating in
other countries.

• Product. This study focuses on the consumer lending industry. It is important to
note that the behaviour of customers when purchasing other lending-related products
may differ significantly when compared to their behaviour in the consumer lending
industry.

Future research may focus on building conversion prediction models for OLCBs in
other countries, considering their unique informational infrastructure. Additionally, it is
imperative to incorporate data from open-banking sources.
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Appendix A

It is important to note that both the classification matrix and the discriminant model
analysis indicators presented in Table A1 characterise the model’s properties only at a
certain cut-off point C. In order to generalise the discriminant properties of the model,
graphical analysis methods such as ROC and CAP curves, which summarise the accuracy
of the model across all C points, are used. The quantitative measure of CAP properties is
typically summarised by the accuracy ratio (AR) indicator (see formula (A1)):

AR =
AR
AP

= Gini (A1)

In the formula, AR is the accuracy ratio, AR is the area under the CAP curve, and
AP is the area under the perfect model curve. The accuracy ratio (AR) is equal to the Gini
index (Pranckevičiūtė 2014). As can be seen from the provided definitions, there is a linear
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relationship between the AR and AUC indicators, which can be expressed mathematically
as follows (Engelmann et al. 2003):

AR = 2 ∗ AUC− 1 (A2)

Another statistical method related to the ROC curve method is the Pietra index. This
index shows the maximum distance from the diagonal of the naive model to the ROC curve
of the analysed model (see Figure 3A). In statistical terms, this index is equivalent to the
Kolmogorov-Smirnov test, which analyses whether two populations can be from the same
distribution (Engelmann et al. 2003). In the case of the naive model, the Pietra index would
be equal to 0. It is important to note that both the Pietra index and the KS indicator only
analyse the maximum possible distance between the diagonal and the ROC curve.

Table A1. Methodology of the Calculation of Model Evaluation Criteria.

Ratio Formula Explanation Ratio Formula Explanation

Ar TP+TN
P+N

Accuracy rate shows what portion of the
analysed subjects were classified correctly. NPV TN

TN+FN

Negative Predictive Value (NPV) is the
proportion of correct negative

classifications among all negative
classifications.

CCR TP+TN
N

Correct classification rate indicates the
proportion of correctly classified customers

compared to those classified as “bad”
α FN

FN+FP

False negative rate is the ratio of false
negative classifications, which is a measure

of type I error.

MCR FP+FN
N

Misclassification rate shows the ratio of
misclassified customers to those classified

as “bad”
β FP

FP+TN

False positive rate is the ratio of false
positive classifications, which is a measure

of type II error.

Se TP
TP+FN

Sensitivity ratio, also known as Hit ratio, is
a metric that shows what portion of “bad”

customers were correctly classified.
F 2∗PPV∗Se

PPV+Se
F-value is the harmonic mean of sensitivity

and specificity.

Sp TN
TN+FP

Specificity, also known as False alarm ratio,
is a metric that indicates what portion of

“good” customers were correctly classified.
BAS Se+Sp

2

The metric reflects the overall accuracy of
the model and is suitable for use in cases
with low proportions of negative subjects

(Harris 2015).

PPV TP
TP+FP

Positive Predictive Value is the proportion
of correct positive classifications among all

positive classifications.
G-average

√
TP+TP

FN + TN+TN
FP

The indicator shows the balance between
model sensitivity and specificity (Tomczak

and Zięba 2015).

Appendix B

Table A2. The process of selecting the final set of independent variables for model creation.

Group Variable Description Variable Type

Stage 1 Stage 2 Stage 3 Final Set of
Model

Variables
Missing
Values Correlation Stepwise

Regression

Be
ha

vi
ou

ra
l

Was the offer selected?
(Dependent var.) offer_Selected Boolean + + + +

Duration of application filling process application_duration_sec Numerical + + + +

Returning customer in 30 days? returning_30d Boolean + + + +

Customer authentication method auth_Meth Categorical + + - -

Duration of authentication process auth_duration_sec Numerical + + - -

Time of day when the application
received time_Classificator Categorical + + + +

A
pp

lic
at

io
n

Age age Numerical + + + +

Requested loan amount req_Amount Numerical + + + +

Personal or family loan app_Applicant_Type Categorical + + - -

Marital status marital_status Categorical + + + +

Gender gender Categorical + + + +

Type of city of applicant city_Classifier Categorical + + - -

Number of children or dependants children Numerical + + - -
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Table A2. Cont.

Group Variable Description Variable Type

Stage 1 Stage 2 Stage 3 Final Set of
Model

Variables
Missing
Values Correlation Stepwise

Regression

Fi
na

nc
ia

l

Total incomes of applicant appl_Income_Amount_Total Numerical + - - -

Labor income of Applicant (from state
database) aplic_Sodra_Sust_Income Numerical + + + +

Difference between the declared labor
incomes compared to official incomes
retrieved from governmental database

income_Difference Numerical + + + +

Monthly payment for existing
financial obligations aplic_Oblig Numerical + - - -

DSTI ratio calculated from
application data dsti_Apl Numerical + + + +

Duration of existing employment empl_Duration_Mon Numerical - - - -

C
on

te
st

Duration of the contest auth_To_Cont_End_Dur_Min Numerical + + - -

Number of lenders participating
in contest num_Of_Participants Numerical + + - -

Number of received loan offers num_Of_Offers Numerical + + + +

Max. decency score of received offers max_Decency_Score Numerical + + + +

Min. decency score of received offers min_Decency_Score Numerical + - - -

Max. difference between the decency
scores of offers received decency_Diff Numerical + + + +

Appendix C

Table A3. Model evaluation criterias: comparison of on Logit, RF, Bagging, Xgboost, ANN and SVM
classifiers on different class imbalance methods.

Logistic Regression Random Forest XGBoost ANN SVM

Orig. RO RU Smote Orig. RO RU Smote Orig. RO RU Smote Orig. RO RU Smote Orig. RO RU Smote

Ar 0.748 0.732 0.733 0.729 0.757 0.761 0.742 0.738 0.763 0.752 0.750 0.763 0.750 0.751 0.750 0.752 0.762 0.743 0.740 0.751

CCR 2.604 1.758 1.776 1.698 2.383 2.363 1.606 1.667 2.619 1.778 1.725 2.302 2.403 2.415 2.514 2.321 2.898 1.786 1.757 2.110

MCR 0.876 0.642 0.647 1.026 0.765 0.741 0.560 0.950 0.813 0.588 0.576 1.020 0.801 0.800 0.839 1.111 0.906 0.618 0.617 1.042

Se 0.866 0.751 0.754 0.738 0.849 0.848 0.722 0.734 0.874 0.761 0.750 0.842 0.847 0.849 0.858 0.840 0.896 0.759 0.753 0.814

Sp 0.548 0.702 0.697 0.714 0.601 0.613 0.775 0.745 0.574 0.736 0.749 0.628 0.584 0.584 0.565 0.603 0.533 0.715 0.718 0.645

BAS 0.707 0.726 0.725 0.726 0.725 0.731 0.749 0.740 0.724 0.748 0.750 0.735 0.716 0.717 0.712 0.721 0.715 0.737 0.736 0.729

MCC=AC 0.441 0.443 0.442 0.441 0.466 0.476 0.481 0.466 0.476 0.485 0.486 0.482 0.449 0.452 0.446 0.457 0.471 0.464 0.461 0.463

PPV 0.766 0.811 0.809 0.815 0.784 0.789 0.845 0.831 0.778 0.831 0.836 0.794 0.776 0.777 0.771 0.783 0.766 0.819 0.820 0.796

NPV 0.705 0.623 0.624 0.615 0.700 0.703 0.621 0.622 0.728 0.643 0.637 0.700 0.692 0.695 0.700 0.688 0.750 0.635 0.631 0.670

Alfa 0.336 0.588 0.580 0.610 0.393 0.400 0.678 0.640 0.335 0.607 0.630 0.419 0.385 0.382 0.357 0.408 0.276 0.590 0.599 0.473

Beta 0.452 0.298 0.303 0.286 0.399 0.387 0.225 0.255 0.426 0.264 0.251 0.372 0.416 0.416 0.435 0.397 0.467 0.285 0.282 0.355

F 0.813 0.780 0.781 0.774 0.815 0.817 0.779 0.780 0.823 0.794 0.791 0.818 0.810 0.811 0.812 0.810 0.826 0.788 0.785 0.805

G-
average 1.189 1.205 1.204 1.205 1.204 1.209 1.224 1.216 1.203 1.223 1.224 1.213 1.196 1.197 1.193 1.201 1.195 1.214 1.213 1.208

ACP 0.721 0.721 0.721 0.720 0.733 0.738 0.741 0.733 0.738 0.743 0.743 0.741 0.725 0.726 0.724 0.729 0.736 0.732 0.731 0.731

AUC 0.802 0.801 0.802 0.796 0.825 0.824 0.827 0.822 0.834 0.832 0.833 0.833 0.802 0.802 0.795 0.801 0.816 0.810 0.810 0.805
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Figure A1. Comparison of ROC Curves for SVM, ANN, XGBoost, RF, and LR Models with Different
Sampling Strategies.
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Kanapickienė, Rasa, and Renatas Špicas. 2019. Credit risk assessment model for small and micro-enterprises: The case of Lithuania.
Risks 7: 67. [CrossRef]

Kim, Eunju, Wooju Kim, and Yillbyung Lee. 2003. Combination of multiple classifiers for the customer’s purchase behavior prediction.
Decision Support Systems 34: 167–75. [CrossRef]

Kim, Jungkeun, Drew Franklin, Megan Phillips, and Euejung Hwang. 2020. Online travel agency price presentation: Examining the
influence of price dispersion on travelers’ hotel preference. Journal of Travel Research 59: 704–21. [CrossRef]

Koehn, Dennis, Stefan Lessmann, and Markus Schaal. 2020. Predicting online shopping behaviour from clickstream data using deep
learning. Expert Systems with Applications 150: 113342. [CrossRef]

Kwarteng, Michael Adu, Abdul Bashiru Jibril, Elsamari Botha, and Christian Nedu Osakwe. 2020. The influence of price comparison
websites on online switching behavior: A consumer empowerment perspective. In Responsible Design, Implementation and Use of
Information and Communication Technology: 19th IFIP WG 6.11 Conference on e-Business, e-Services, and e-Society, I3E 2020, Skukuza,
South Africa, April 6–8, 2020, Proceedings, Part I 19. Berlin and Heidelberg: Springer International Publishing, pp. 216–27.

Laffey, Des. 2010. Comparison websites: Evidence from the service sector. The Service Industries Journal 30: 1939–54. [CrossRef]
Laffey, Des, and Anthony Gandy. 2009. Comparison websites in UK retail financial services. Journal of Financial Services Marketing 14:

173–86. [CrossRef]
Lee, Ho-Kyoung, Young-Hoon Yu, Supratip Ghose, and Geun-Sik Jo. 2004. Comparison shopping systems based on semantic Web–A

case study of purchasing cameras. In Grid and Cooperative Computing: Second International Workshop, GCC 2003, Shanhai, China,
December 7–10, 2003, Revised Papers, Part I 2. Berlin and Heidelberg: Springer, pp. 139–46.

Lee, Jungwon, Okkyung Jung, Yunhye Lee, Ohsung Kim, and Cheol Park. 2021. A comparison and interpretation of machine learning
algorithm for the prediction of online purchase conversion. Journal of Theoretical and Applied Electronic Commerce Research 16:
1472–91. [CrossRef]

Lee, Lai Soon, Ya Mei Tee, and Hsin Vonn Seow. 2017. Dynamic Programming for Estimating Acceptance Probability of Credit Card
Products. Journal of Computer and Communications 5: 56–75. [CrossRef]

Lindgren, Charlie. 2021. Discontinuities: What Is the Value of Having the Lowest Price or Highest Consumer Rating on a Price Comparison
Website? No. 19. HFI Working Paper. Stockholm: Institute of Retail Economics (HFI).

Lindgren, Charlie, Sven-Olov Daunfeldt, and Niklas Rudholm. 2021a. Pricing in Retail Markets with Low Search Costs: Evidence from a
Price Comparison Website. No. 18. HFI Working Paper. Stockholm: Institute of Retail Economics (HFI).

Lindgren, Charlie, Sven-Olov Daunfeldt, Niklas Rudholm, and Siril Yella. 2021b. Is intertemporal price discrimination the cause of
price dispersion in markets with low search costs? Applied Economics Letters 28: 968–71. [CrossRef]

Lindgren, Charlie, Yujiao Li, and Niklas Rudholm. 2022. Why do firms compete on price comparison websites? The impact on
productivity, profits, and wages. In The International Review of Retail, Distribution and Consumer Research. No. 14. HFI Working
Paper. Stockholm: Institute of Retail Economics (HFI). [CrossRef]

Li, Shouwei, Mingliang Wang, and Jianmin He. 2013. Prediction of banking systemic risk based on support vector machine. Mathematical
Problems in Engineering 2013: 136030. [CrossRef]

Lo, Caroline, Dan Frankowski, and Jure Leskovec. 2016. Understanding behaviors that lead to purchasing: A case study of Pinterest.
Paper Presented at the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, San Francisco,
CA, USA, August 13–17; pp. 531–40.

Marianov, Vladimir, H. A. Eiselt, and Armin Lüer-Villagra. 2020. The follower competitive location problem with comparison-shopping.
Networks and Spatial Economics 20: 367–93. [CrossRef]

Mayer, Robert N., Jisu Huh, and Brenda J. Cude. 2005. Cues of credibility and price performance of life insurance comparison web
sites. Journal of Consumer Affairs 39: 71–94. [CrossRef]

McDonald, Stephen, and Colin Wren. 2017. Consumer search ability, price dispersion and the digital divide. Oxford Bulletin of Economics
and Statistics 79: 234–50. [CrossRef]

Megan, Ovidiu, and Cristina Circa. 2014. Insolvency prediction tools for middle and large scale Romanian enterprises. Transformations
in Business & Economics 13: 661–75.

https://www.imf.org/en/Publications/WP/Issues/2016/12/31/Appraising-Credit-Ratings-Does-the-CAP-Fit-Better-than-the-ROC-25910
https://www.imf.org/en/Publications/WP/Issues/2016/12/31/Appraising-Credit-Ratings-Does-the-CAP-Fit-Better-than-the-ROC-25910
https://doi.org/10.1037/0022-3514.79.6.995
https://www.ncbi.nlm.nih.gov/pubmed/11138768
https://doi.org/10.4236/tel.2018.83032
https://doi.org/10.1016/j.jbusres.2014.04.016
https://doi.org/10.3390/risks7020067
https://doi.org/10.1016/S0167-9236(02)00079-9
https://doi.org/10.1177/0047287519857159
https://doi.org/10.1016/j.eswa.2020.113342
https://doi.org/10.1080/02642060802627558
https://doi.org/10.1057/fsm.2009.15
https://doi.org/10.3390/jtaer16050083
https://doi.org/10.4236/jcc.2017.514006
https://doi.org/10.1080/13504851.2020.1789055
https://doi.org/10.1080/09593969.2022.2070773
https://doi.org/10.1155/2013/136030
https://doi.org/10.1007/s11067-019-09481-6
https://doi.org/10.1111/j.1745-6606.2005.00004.x
https://doi.org/10.1111/obes.12151


Risks 2023, 11, 138 29 of 30

Meuer, Marcel, Jan Middelhoff, Joao Segorbe, and Kai Vollhardt. 2019. The New Way to Engage with Energy Customers: Personalization at
Scale. New York: McKinsey & Company.
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Turčanik, Michal. 2020. Web users clustering by their behaviour on the network. Paper presented at 2020 New Trends in Signal
Processing (NTSP), Demanovska Dolina, Slovakia, October 14–16; Piscataway: IEEE, pp. 1–5.

Uddin, Main, Liang Choon Wang, and Russell Smyth. 2021. Do government-initiated energy comparison sites encourage consumer
search and lower prices? Evidence from an online randomized controlled experiment in Australia. Journal of Economic Behavior &
Organization 188: 167–82.

Van den Poel, Dirk, and Wouter Buckinx. 2005. Predicting online-purchasing behaviour. European Journal of Operational Research 166:
557–75. [CrossRef]

Verbraken, Thomas, Cristián Bravo, Richard Weber, and Bart Baesens. 2014. Development and application of consumer credit scoring
models using profit-based classification measures. European Journal of Operational Research 238: 505–13. [CrossRef]

Wan, Yun, Satya Menon, and Arkalgud Ramaprasad. 2007. A classification of product comparison agents. Communications of the ACM
50: 65–71.

Wang, Xing Fen, Xiangbin Yan, and Yangchun Ma. 2018. Research on user consumption behavior prediction based on improved
XGBoost algorithm. Paper presented at 2018 IEEE International Conference on Big Data (Big Data), Seattle, WA, USA, December
10–13; Piscataway: IEEE, pp. 4169–75.

White, Andrew A., and Joshua M. Liao. 2021. Policy in clinical practice: Hospital price transparency. Journal of Hospital Medicine 16:
688–90. [CrossRef] [PubMed]

Wonder, Nicholas, Wilhelm Wendy, and David Fewings. 2008. The financial rationality of consumer loan choices: Revealed preferences
concerning interest rates, down payments, contract length, and rebates. Journal of Consumer Affairs 42: 243–70. [CrossRef]

Wu, Zhenzhou, Bao Hong Tan, Rubing Duan, Yong Liu, and Rick Siow Mong Goh. 2015. Neural modeling of buying behaviour for
e-commerce from clicking patterns. Paper presented at the 2015 International ACM Recommender Systems Challenge, Vienna,
Austria, September 16–20; pp. 1–4.

Yap, Bee Wah, Seng Huat Ong, and Nor Huselina Mohamed Husain. 2011. Using data mining to improve assessment of credit
worthiness via credit scoring models. Expert Systems with Applications 38: 13274–83. [CrossRef]

Zeng, Ming, Hancheng Cao, Min Chen, and Yong Li. 2019. User behaviour modeling, recommendations, and purchase prediction
during shopping festivals. Electronic Markets 29: 263–74. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1002/mde.2777
https://doi.org/10.1016/j.jbef.2019.06.002
https://doi.org/10.1016/j.eswa.2014.10.016
https://doi.org/10.1016/j.ejor.2004.04.022
https://doi.org/10.1016/j.ejor.2014.04.001
https://doi.org/10.12788/jhm.3698
https://www.ncbi.nlm.nih.gov/pubmed/34730510
https://doi.org/10.1111/j.1745-6606.2008.00107.x
https://doi.org/10.1016/j.eswa.2011.04.147
https://doi.org/10.1007/s12525-018-0311-8

	Introduction 
	Requirements for a Statistical Acceptance Prediction Model 
	Related Work on Conversion Prediction Issue 
	Theoretical Foundations for the Evaluation of Binary Models 
	Evaluation of a Model’s Discriminatory Power at a Selected Cut-Off Point 
	Model Discriminatory Power Assessment without Considering the Cut-Off Point 


	Methodology of Development of Statistical Conversion Prediction Model 
	Data Preprocessing 
	Definition of Dependent Variable and Seclusion of Non-Homogenous Cases 
	Data Normalisation 
	Class Imbalance Problem 

	Selection and Inclusion of Independent Variables in the Model 
	Classification Algorithms 
	Logistic Regression 
	Random Forest 
	Extreme Gradient Boosting (XGBoost) 
	Artificial Neural Networks (ANN) 
	Support Vector Machines (SVM) 

	Model Evaluation Methods 

	Model Creation and Empirical Results 
	Setting Optimal Loan Offer Monitoring Time 
	Formation of Model Training and Testing Samples 
	Selection of Independent Model Variables 
	Results 

	Conclusions 
	Appendix A
	Appendix B
	Appendix C
	Appendix D
	References

