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Abstract: Network Function Virtualization (NFV) has revolutionized the way network services are
offered, leading Enterprise and Service Providers to increasingly adapt their portfolio of network
products in order to reap the benefits of flexible network service deployment and cost reduction promises.
With this method, network services are offered in the form of software images instead of dedicated
hardware. However, NFV presents several challenges, including standard networking challenges
(e.g., security, resilience, and availability), management and orchestration challenges, resource allocation
challenges, and performance trade-off challenges of using standard x86 servers instead of dedicated
and proprietary hardware. The first three challenges are typical challenges found in virtualization
environments and have been extensively addressed in the literature. However, the performance trade-off
challenge can be the most impactful when offering networking services, negatively affecting the
throughput and delay performance achieved. Thus, in this paper, we investigate and propose several
configurations on a virtualized system for increasing the performance in terms of throughput and
delay while chaining multiple virtual network functions (VNFs) in case of an undersubscribed and
oversubscribed system, where the resource demands exceeds the physical resource capacity. Specifically,
we use the Single Root Input Output Virtualization (SR-IOV) as our Input/Output (I/O) technology,
and analyze the attainable throughput and delay when running multiple chained VNFs in a standard
x86 server under various resource footprints and network features configurations. We show that the
system throughput and delay in a multi-chained environment, offering multiple features, and under
oversubscription can affect the overall performance of VNFs.

Keywords: NFV; SR-IOV; Service Function Chaining; VNF Performance

1. Introduction

Over the last decade, there has been a shift toward software-centric solutions in the space of
network technologies. The key-enabled component that facilitates this shift is virtualization. Network
functionalities could not escape this trend, introducing the concept of Network Function Virtualization
(NFV). By its definition [1], NFV abstracts the network functionalities from the underlying dedicated and
expensive hardware and offers them as software-images called Virtualized Network Functions (VNFs).
The main advantage of such an approach is that networking functions can now be provisioned as typical
Virtual Machines (VMs) or Containers on top of custom-off-the-shelf (COTS) x86 servers. This approach
promotes significant cost reductions, network agility, and increased operational efficiency.

Another term interwoven with NFV is Service Function Chaining (SFC). Often, in order to offer
complete network services, several ordered and interconnected VNFs need to be applied to the traffic
stream [2]. For example, for a Security Service, we may first use a Firewall (FW), followed by an
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Intrusion Detection System (IDS), before applying a Network Address Translation (NAT) and a routing
functionality to let the traffic enter into a private network or a data center. In the above example, the FW,
IDS, NAT, and routing may be four VNFs interconnected with a specific order and offer exactly a
security SFC.

However, when adopting the NFV and SFC concepts, major performance drawbacks may arise.
For instance, when buying and installing a router, the performance characteristics of the device
and under which conditions we may attain the specific performance is published by the equipment
vendor. In contrast, when offering the routing functionalities through a VM on a generic x86 server,
the performance may vary significantly from the dedicated hardware. The number of VMs running on
the server, the number of network features running as software processes inside a VM, the resource
configuration of the VMs, the Input Output (I/O) path, and the internal chaining of the VNFs are all
examples influencing the overall performance. These set of possible configurations in a virtualized
system can significantly affect the performance, and thus we aim to find the best combination among
them in order to maximize Key Performance Indicators (KPIs) such as throughput and delay.

Nonetheless, the benefits of using NFV, usually exceeds a possible performance reduction.
The ability to consolidate multiple VNFs on a same hardware component instead of acquiring
multiple expensive middleboxes can bring unique advantages in terms of capital and operational costs,
hardware components used, and network configuration optimization. Usually, the number of VMs,
and thus VNFs, running on the same server is limited by the number of available hardware resources.
This is a typical constraint when allocating VNFs on top of a server, where the amount of requested
virtual resources cannot exceed the available physical resources of the hardware. This approach is
referred to as an undersubcription scenario. Yet, to satisfy the greedy behavior of resource voracious
networking functions an oversubscription of the resources may be targeted. This approach can
create new but unexplored opportunities in terms of trade off between cost reduction and attained
performance. Towards this end, another research direction that we try to address is to investigate when
oversubscription is beneficial for offering virtualized network services in terms of performance and
cost reduction.

In particular, in this paper we try to quantify the impact on the performance in terms of throughput
and delay, when scaling the resources of a standard x86 server by incrementally provisioning a large
number of VNFs and SFCs and using the Single-Root Input Output Virtualization (SR-IOV) [3] as our
I/O path technology. SR-IOV is one of the most performant I/O solution, which allows bypassing many
performance bottlenecks in a standard x86 server. Hence, we analyze the performance achieved under
three axes of VNF deployment: (i) Chained VNFs vs un-chained VNFs (i.e., by chaining the VNFs of a
SFC internally in a server or not), (ii) Single-Feature VM vs Multi-Feature VM (i.e., if there is a single
or multiple network features running inside the VM), and (iii) undersubscription vs. oversubscription
(as described in the previous paragraph). The key contributions of this paper are summarized as follows:

• We perform a horizontal-scale analysis, where multiple VNFs (chained and non-chained) are
contenting for the server’s hardware resources by placing I/O and vCPUs demands on the
hypervisor scheduler.

• We assess the performance of multi-feature VMs. In such an environment, multiple network
features (e.g., FW, NAT, etc.) are activated in the same VM, thus stressing the performance and
resource consumption in a different way to single-feature VM tests.

• We study the impact of running multiple chained and not-chained VNFs (up to 40 VMs) by
oversubscribing the x86 server by a factor of 4 (e.g., generate a demand of 80 virtual CPU cores in
a server with an available capacity of 20 physical CPU cores).

• We use a commercially available VNF software (Cisco c© Cloud Services Router 1000V (CSR 1000v) [4])
in order to give extra credibility in our results.

The remainder of the paper is organized as follows. Section 2 provides an overview of the related
work. Section 3 provides insights on the VNF deployment configuration options and test methodology.
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The performance evaluation along with a discussion of the results are presented in Section 4. Finally,
Section 5 summarizes the paper.

2. Related Work

For the optimization of the VNF performance, appropriate hardware and software solutions can
be applied. Regarding hardware solutions, the most common way to accelerate packet processing
and to increase throughput performance is by using Field Programmable Gate Arrays (FPGAs) [5,6].
However, employing additional hardware to the server will add extra costs and break the COTS nature,
by not using generic x86 servers anymore. This is in contrast with the aim of NFV that promises
relevant cost reductions, while using generic and no specialized x86 server. Thus, in this section and
in this paper, we emphasize software-based solutions that can guarantee high performance without
additional costs. We categorize these solutions according to the three axes of the VNF deployment
presented above, while we also show the impact of the I/O technology used, to justify the selection of
SR-IOV as our principal I/O architecture.

Regarding the number of network features running inside a VM and the impact on the
performance, authors in [7] showed that VMs with multi-feature deployment can significant reduce
the throughput performance compared to single-feature VMs. The impact becomes even larger for
processing intensive features, such as IP Security (IPSec), which can negatively affect the performance
of the rest features residing on the same VM. Similarly, when comparing the performance of a VM
running a typical IPv4 forwarding with a multi-feature VM running at the same time a NAT, a Firewall,
a Quality of Service (QoS), and a Deep Packet Inspection (DPI), the performance is always reduced
for the multi-feature approach, regardless the packet size and I/O technology used [8,9]. The authors
in [10] analyze the performance of different types of VNFs, such as IP Multimedia System (IMS) and
two versions of Intrusion Detection (IDS); however, they did not provide a comparison between single
and multi-feature deployment but only emphasize the impact of the CPU allocation on either single or
multi-feature VM deployments.

The I/O path between the VNFs and the physical Network Interfaces Cards (NICs) of the
server can be an additional performance bottleneck. Actually, there is a vast number of works that
try to quantify the performance when using various I/O architectures. For example, an extensive
comparisons between Open vSwitch (OVS), OVS with Data Plane Deployment Kit (DPDK), Fast Data
Input Output Vector Packet Processing (FD.io VPP) and SR-IOV are presented in [8,9]. The authors
prove that SR-IOV can maximize the attained performance since it can eliminate the adverse impact
of the vSwitch and the hypervisor. SnabbSwitch [11] is an alternative virtual switch that can be used.
When compared with other I/O techniques such as SR-IOV, Virtual Function input/output (VFIO),
OVS, OVS-DPDK and linux bridges, it was found that SnabbSwitch can achieve a similar performance
to VFIO and SR-IOV while out-performing the rest of the I/O techniques. In general, SR-IOV is always
proved to be the best I/O architecture even when compared to paravirtualized NIC drivers [12] or used
with Linux New API (NAPI) drivers optimizations [13]. Another approach, Packet Aggregration Flow
(PA-Flow), was proposed in [14], where similar to FD.io VPP, it encapsulates multiple packets destined
for a VNF, in order to increase the throughput performance. However, the authors do not provide
a comparative analysis with other existing I/O techniques. Three I/O technologies were analyzed
in [15], namely the NAPI, Netmap, and OVS-DPDK. Results revealed that OVS-DPDK could provide a
good combination of performance and functionality. All the above works demonstrate different I/O
techniques for unchained VNFs. However, the majority of them acknowledge that SR-IOV is one of
the best solution for maximizing the throughput performance. This is the reason that we selected this
I/O architecture for our performance analysis scenario.

With respect to chained VNFs, there are not many studies on SFC performance analysis and especially
for SR-IOV. Some works were found, using however the OVS, DPDK, and FD.io VPP alternatives.
For example, the authors in [16,17] investigate the performance when two VNFs are chained together
for different packet sizes and when using FD.io VPP and OVS-DPDK. A similar work presented in [18]
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and later in [19] explore the efficiency of Linux bridges, OVS-DPDK, and OVS when chaining two
VNFs and using flows of different packet sizes.The impact of OVS and OVS-DPDK was also considered
in [20] for both containarized and VM-based chained VNF deployments. The authors in [21,22] also
tried to study the impact of a single chain in an OVS-DPDK environment. Regarding SR-IOV and VNF
chaining, a comparison against OVS-DPDK is presented in in [23]. Once more the authors validated the
superior performance of SR-IOV; however, only eight pairs of chained VMs were considered. A more
fine-grained horizontal scale analysis using SR-IOV and chained VNFs is provided in [24]. The authors
test the performance of up to 20 VMs chained by two, using different chaining techniques, and assess the
internal chaining bottleneck. However, they do not consider multi-feature deployment.

Finally, the only work found in the literature that studied the impact of oversubscription is [25].
The authors employed SR-IOV and DPDK I/O technologies and concluded that the oversubscription
can have a negative impact on the overall performance in terms of throughput, latency, and jitter.
However, the authors did not consider any chaining scenarios, and they only consider single-feature
VNFs. Furthermore, most of the approaches presented above concentrate on only one of the
performance attributes during the VNF deployment. To the best of our knowledge, this is the first
work that attempts to create a three axes search space deployment solution that considers (i) the
number of VNFs running on a VM, (ii) the impact of service chaining, (iii) and the influence of the
oversubscription in order to find the best trade-off regarding performance, cost, and functionality.

3. System Model

In this section, we take a closer look at the various components of our system design and
the experimental configuration. We start by providing a brief overview of the SR-IOV technology,
the different VNF deployment options, and the chaining configuration of the VNFs in order to create
SFCs. Finally, we provide the mechanisms used to effectuate the oversubscription on a hyperthreaded
virtualized system.

3.1. SR-IOV

When instantiating VNFs as VMs in a typical x86 server, a communication path needs to be
established between the physical NICs (pNIC) of the server and the virtualized NICs (vNIC) of the
VMs where the incoming traffic needs to be delivered. Usually, a virtual switch is deployed as an
intermediate bridge between the physical and the virtual components of the I/O path as shown in
Figure 1. The default technology that can accomplish this communication is the Open-vSwitch (OVS).
OVS is typically deployed for traditional virtualization applications, where the I/O demand can be
considerably less, and where the main resource requirements are for CPU and memory. In contrast,
in an NFV environment, VMs needs to process traffic continuously and thus they are characterized
as I/O bound. As OVS was not implemented to efficiently switch a large number of incoming and
outgoing packets, it can generate a massive performance bottleneck. Thus, as described in Section 2,
alternative vswitch techniques have been recently proposed such as OVS-DPDK, FD.io VPP, etc.
Even though all these new technologies can improve the throughput performance, they still rely on
the hypervisor and on the physical resources of the server, requiring significant amount of CPU cycles.
SR-IOV as a passthrough bypass techniques can alleviate these performance bottlenecks.

Specifically, SR-IOV is an I/O technology, standardized by the PCI-SIG group [26], with the
goal of offering the necessary scalability in order to maximize the number of VMs connected to the
same pNIC. This can be done by virtualizing the pNIC itself. As Figure 2 illustrates, a pNIC can
be distinguished into two new functions, the physical function (PF) and the virtual functions (VF).
The PF can be considered to be an independent and distinct PCIe device that can be managed and
configured as any other PCIe device, while the VFs can be seen as lightweight functions that do not
need special resource configuration, while inheriting their functionality from the PF. Thus, each VF is
a virtualized physical port associated with one PF. Their role is simply to let packets go in and out
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of the physical port, while they can be directly connected to a VM. This way, SR-IOV can bypass the
hypervisor without the need for extra hardware resources for its operation.

Figure 1. Non SR-IOV Architecture.

Figure 2. SR-IOV Architecture.

Nonetheless, several limitations come with the SR-IOV as well. First of all, the pNIC needs to
support the particular functionality, while secondly there is a maximum number of VFs (typically
256 VFs) that can be instantiated per pNIC. Finally, the maximum number of queue pairs can pose
another limitation [27]. A special reference should be made on the VF limit. Usually, this limit of
256 VFs, cannot be reached for a VNF based deployment, since the CPU, and memory resources will be
outlasted first. However, for containerized-based VNFs (CNFs), the VF limit can restrain the maximum
number of CNFs instantiated, as they are much more lightweight in terms of their resource footprint
requirements compared to VMs. However, since currently all VNFs in production environments are
VM-based, we follow the same VM-based approach for our test methodology.

3.2. VNF Deployment

In the VM-based deployment method, network features are executed as software processes
inside the VM. Nonetheless, even through most approaches consider a single feature running inside a
VM, there is the possibility to run multiple features on the same VM. This creates two possible VM
deployment methods (i) single-feature and (ii) multi-feature. The term feature refers to a networking
configuration running inside a VM, which represent a single network function (e.g., NAT) [28].

1. Single-Feature: In case a single feature deployment is followed, within each VM a single type
of network feature can be found. This is the simplest way to deploy VNFs. However, when a
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SFC needs to be instantiated each VNF needs to be deployed in a separate VM. This means that a
logical network will also be created connecting the different VMs. An illustrative example of this
deployment model is shown in Figure 3. Herein, we have 4 VNFs, namely a DPI followed by a
FW and a QoS, while terminating at a NAT. The chaining of the VNFs can be done internally in
the server (i.e., DPI→ FW and QoS→ NAT), or between two or more servers (i.e., FW→ QoS).

Figure 3. Single-Feature Deployment.

2. Multi-Feature: In a multi-feature deployment, within each VM multiple network features can be
executed as software processes. This creates a certain complexity in the operation of the VM, but if
all the VNFs of the SFC can be deployed on the same VM, we can avoid creating chains or logical
networks between the VNFs. Figure 4 shows the same 4 VNFs as previously; however, now with
a multi-feature deployment all the VNFs can be deployed in a single VM.

Figure 4. Multi-Feature Deployment.

Obviously, the VNF deployment method can affect the overall performance. For a single-feature
deployment the operation complexity is lower since only one VNF runs inside the VM and this
can positively affect the overall system performance. However, we need the deployment of logical
connections to create the SFC. At the same time, a higher number of VMs is needed that can contribute
in an augmentation of the deployment cost of the solution. In contrast with the multi-feature
deployment, the number of VMs needed and thus the cost can be considerably reduced and at
the same time no chaining is required. Nonetheless, the execution complexity is elevated, negatively
affecting the overall system performance. Even though, we can intuitively extract the trade-off between
cost and performance between the two deployment methods, it is very important to actually quantify
it in a realistic scenario, as we are going to show in the performance evaluation section.

3.3. Chaining

As shown in the previous sub-section when deploying a SFC, a chaining technique may be required.
When chaining VNFs residing on different servers (inter-server) the chaining can be effectuated using
the top of the rack (ToR) switch, or several intermediate forwarding devices. However, when the
chained VNFs reside on the same server an internal chaining technique (intra-server) can be employed.
Following, we analyze the two chaining cases, with illustrative examples of two chained VNFs. The same
techniques can be used for more than two chained VNFs. For reasons of simplicity, we concentrate on
two chained VNFs.
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3.3.1. PVP

During the inter-server chaining, traffic can be seen as going in and out the VM, following a
Physical-to-VM-to-Physical (PVP) path. Figure 5, shows the chaining of two VNFs that reside on different
servers. The servers are connected via a ToR switch, but in reality they can be directly connected or even
connected via multiple switches/routers depending the underlying infrastructure. In the particular
example, incoming traffic from the switch passes to the first VNF, where it is being processed and it
returns back to the ToR switch. Following, the ToR switch can forward the traffic to the second VNF.
Assuming that the SR-IOV technology is used the VNFs can be directly connected to the VFs of the pNIC.
One VF, belonging to pNIC1 will be used for switching the incoming traffic to the VNF and the other
one, belonging to pNIC2, to forward the traffic back to the ToR Switch.

Figure 5. PVP chaining.

3.3.2. PVVP

In the intra-server chaining technique, the VNFs being executed in different VMs need to
communicate internally, creating a Physical-to-VM-to-VM-to-Physical (PVVP) path. For the PVVP case
there are two ways to create a communication path between two internally chained VNFs.

1. Virtual Ethernet Bridge (VEB): VEB is entirely made on the server by creating an internal bridge
between the two VMs hosting the VNFs. Examples of this bridge can be on OVS bridge, a linux
bridge, or a virtual network provided by the hypervisor.

2. Virtual Ethernet Port Aggregator (VEPA): In VEPA the chaining is accomplished by using the
ToR switch. Specifically, the traffic after being processed by the first VNF it is returned to the ToR
switch, where it is following forwarded to the second VNF. This approach is similar to creating
two PVP chains on the same server.

Both approaches have pros and cons. On one hand, with VEB we do not have to involve the ToR
switch twice. On the other hand, the creation of the internal bridge can add a severe performance
bottleneck, since as we previously presented the OVS bridge, or native bridge functionalities where
not designed for NFV purposes. Regarding VEPA, it can avoid the internal bridge; however, the traffic
now has to pass four times (2 PVPs) from the physical NICs reducing the physical I/O capacity of the
server into one fourth of its total capacity (assuming that our servers are equipped with two pNICs).

A detailed comparison between VEB and VEPA is provided in [24], where the authors show that
VEB can present the highest performance in terms of throughput and delay, when using the VFs of the
SR-IOV as an internal bridging. This way, there is no need to create an intermediate bridge, limiting
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the impact of the vSwitch bottleneck. Figure 6 highlights this approach in a SR-IOV I/O architecture.
In the particular example, the first VF of pNIC1 is used to forward the incoming traffic into the first
VNF, while the second and third VFs of pNIC1 belong to the same subnet and are used to perform
the internal switching of the two VNFs. Finally, the first VF of pNIC2 is used to forward the traffic
back to the ToR switch. In a multi-PVVP scenario we balance the VFs used between the two pNICs to
maximize the physical capacity use.

Figure 6. PVVP chaining.

3.4. Resource Allocation and Oversubscription

In a VM-based VNF deployment approach, it is very important to appropriately schedule the
hardware resources. Usually, in a server, we may have several VMs that compete for the server’s
resources (e.g., CPU, memory, storage, etc.). How many VMs, we may have on the server, it depends
directly on the available hardware resources. This is a typical capacity planning problem where the
total demanding virtual resources cannot exceed the available physical ones. However, even this
approach, called undersubscription, can guarantee a certain performance, sometimes it is worth
investigating the trade-off between cost and performance for an oversubscribed system.

3.4.1. Resource Configuration

Before analyzing the oversubscription, we present the resource configuration of an x86 server.
The two main resources that can limit and impact the performance of a horizontal scaling VNF testing,
are CPU and Memory.

Regarding memory, when a process requires some memory, the CPU is marking the RAM allocated
to that process. The CPU allocates RAM by chunks, which are called pages. The CPU and the operating
system have to remember which page belong to which process, and where it is stored. Obviously,
the higher number of available pages, the longer it takes to find where the memory is mapped [29].
Most operating systems use huge pages of a default size of 4 K bytes. However, in this paper, we have
created Huge pages of 1 GB size to reduce the look up time, while each VM is configured with 4 GB of
RAM (4 huge pages). This is the minimum memory requirement of the VNF software that we used.
Based on this configuration, we allocate 160 out of 192GB of memory for hugepages, while the rest
32 GB are reserved for the operating system and other local processes in the server. This allows us to
instantiate up to 40 VMs.

As for the CPU, in order to allow oversubscription, and maximize the number of VMs in the server,
the hyper-threading option is enabled. With hyper-threading, each physical core is split into two logical
cores (lCPU)/threads, doubling its physical capacity. For example, in our setup we use a two-socket
x86 server, with 12 physical cores in each socket, with a total of 24 physical cores. With hyper-threading
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enabled the OS can see 48 logical cores or threads, with 24 logical cores at each socket. Following,
we present the CPU configuration and allocation for an undersubscribed and an oversubscribed system.

3.4.2. CPU Allocation

For the CPU allocation, we isolate 20 out of the 24 physical cores for the VMs, while we reserve the
rest of the 4 cores for the operational system, I/O, and the hypervisor. With hyper-threading enabled,
we can take advantage of the 40 logical cores. These 40 logical cores are isolated and pinned to the
instantiated VMs as follows:

• Undersubscription: For an undersubscibed system we instantiate 10 VMs each configured with
2 virtual CPUs (vCPUs), bringing a total of 20 vCPUs. Each vCPU is pinned to a single physical
Core (pCPU) occupying one of the two available logical threads. This CPU allocation configuration
is depicted in Figure 7. The CPU cores of a socket and their respective memory caches are build into
a Non-Uniform Memory Access (NUMA) nodes. From the first NUMA node we reserve 3 pCPUs
(pCPUs0-3) and from the second Node we reserve pCPU12. In the particular configuration,
we allocate only one lCPU from each pCPU to ensure the necessary CPU isolation between the
VMs. Hence, VM1 is pinned to lCPU6 from pCPU3 and lCPU8 from pCPU4, the two vCPUs of
VM2 are allocated to lCPU10 from pCPU5 and lCPU12 from PCPU6, and so on.

Figure 7. CPU allocation in an undersubscribed system.

• 2:1 Oversubscription: For the first type of oversubscription examined, we use all available lCPUs.
Thus, we instantiate 20 VMs, creating a total demand of 40 vCPUs over 20 pCPUs (ratio 2:1).
Figure 8, illustrates this type of CPU oversubscription. In the particular configuration, the two
vCPUs of each VM are allocated on the two logical cores of each pCPU. For example, VM1 is
pinned to lCPU6 and lCPU7 of pCPU3, VM2 is pinned to lCPU8 and lCPU9 of pCPU4, etc.
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Figure 8. CPU allocation in a 2:1 oversubscribed system.

• 4:1 Oversubscription: to stress even more the available CPU capacity, as a second scenario we
oversubcribe our system with a ratio of 4:1. Specifically, we instantiate 40 VMs generating a total
demand of 80 vCPUs over 20 pCPUs. Figure 9, illustrate the CPU allocation in a 4:1 oversubscribed
system. As we can see, two VMs are now allocated on the same pCPU sharing both of its lCPUs.
For instance VM1 and VM21 are pinned to lCPU6 and lCPU7 of pCPU3, VM2 and VM22 are
allocated to lCPU8 and lCPU9 of pCPU4, and so on.

Figure 9. CPU allocation in a 4:1 oversubscribed system.

3.5. Performance Impact of System Configuration

The combination of the different system configuration presented above can affect the overall
performance. For example, choosing a single-feature over multi-feature deployment can increase the
overall performance, since stacking multiple features on a single VM can create an inter-VM bottleneck
that will restrain the VM from efficiently applying the multiple processing-intensive VNFs to the
incoming traffic. Adding additional resources to the multi-feature VMs can partially alleviate the
inter-VM bottleneck; however, since VNFs are I/O bound and less CPU-bound the performance gains
will be marginal [7]. Regarding chaining, a PVVP configuration will add an internal chaining bottleneck
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since traffic needs to pass through the server twice, limiting to half the throughput performance [24].
Finally, when opting to use oversubscription, we may increase the number of VMs hosted to the server,
but realistically we expect a performance reduction [25].

The system configuration can impact the cost of the VNF deployment solution as well. With this
regard, a single-feature approach will result in much more VM and CPU requirements, drastically
increasing the requested resources and thus the deployment cost. In contrast, the multi-feature approach
can significantly reduce the number of needed VMs and communication links, since the chain “lives”
inside the VM, resulting in significant deployment cost reductions. For inter-server chaining following a
PVP solution the cost can increase, since now we need to increase the number of servers and the number
of intermediate forwarding devices, with significant cost impact. On the other hand, the PVVP, helps
consolidating multiple VMs on the same server, and perform the chaining internally, thus contributing to
lower deployment costs. As far the CPU allocation, an oversubscribed system can further enhance the
consolidation ratio and cost reductions compared to undersubscribed systems.

To this end, a trade-off is being generated between performance and cost. In particular, aiming
for an oversubscribed, multi-feature and chained deployment, an optimal deployment will be
generated in terms of cost at the expense of lower performance. When selecting an undersubscribed,
single-feature VNF deployment with no internal chaining we can maximize the attained performance
but considerably increase the cost. All other combinations will produce a trade-off between cost and
performance. This trade-off depends on the complexity of the system configuration and has not been
yet quantified. Our work aims to shed light in this quantification by providing the benefits and the
disadvantages of the different combinations between the various system configurations.

The findings of this analysis is of utmost importance for both industrial and academic initiatives.
On one hand, results of this analysis can be reused by production environments for realistic
horizontal-scale use-cases that wants to satisfy high scale requirements. The applicability of this analysis
becomes even more convenient since we avoid complex tuning steps and BIOS configurations that may
be difficult to operationalize. On the other hand, the specific analysis can crystalize ambiguities raised
during the capacity planning of resources. This is a typical research problem in the academia called VNF
Placement problem [30]. In this type of problem, the main goal is to minimize the overall deployment
cost (i.e., minimize the number of computational and communication resources). However, existing
works do not consider the impact of the deployment solution to the overall throughput and delay
performance. This yet, starts to become a significant requirement when evaluating the VNF placement
solutions for the emerging throughput and delay critical IoT and 5G applications, which will largely rely
on the NFV technology.

Thus, the challenge of performance degradation when using the NFV technology is more timely
than ever. For instance, IoT and 5G infrastructures will be highly virtualized, applying VNFs to the
network stream through the use of SFC or Network Slices. At the same time, taking into consideration
the limited resources available of an end-to-end infrastructure that has to be highly shareable and
scalable, a meticulous VNF deployment solution should be designed. Accordingly, our goal is to
propose appropriate network and system configurations both for a standard x86 server and for the
VMs deployed on it, in order to find a balanced solution in terms of throughput, delay, and overall cost.
Regarding cost, we explore when oversubscription and multi-feature deployment can be beneficial by
reducing the overall deployment cost without sacrificing performance. Furthermore, we quantify the
performance achieved when VNFs need to be chained internally in the server, a network configuration
that is not usually taken into account when extracting the system performance of a virtualized system.
In a nutshell, the performance analysis of realistic VNF deployment solutions is still an open challenge
in the context of NFV. Hence, through this paper we propose unexplored configuration solutions and
insights in terms of oversubscription, multi-feature deployment, and novel SR-IOV chaining techniques
that could be used from network operators to efficiently plan their infrastructure towards achieving
the long coveted but conflicting goal of jointly maximizing the cost reduction and performance.
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4. Performance Evaluation

In this section, we compare the various deployment configuration combinations including the
number of features, chaining, and oversubscription scenarios, in terms of throughput and delay.
Specifically, we perform two sets of experiments. In the first experiment VNFs are deployed as PVP
chains and we evaluate the impact of single-feature and multi-feature deployment for the different
oversubscription ratios. Similarly, in the second experiment, we follow the same approach, using
however a PVVP configuration.

Our testbed consists of two DELL PowerEdge R740 x86 hosts running 18.04 Ubuntu and a KVM
hypervisor and they are both connected via an Intel NIC with two 10 Gigabit Ethernet interfaces to a
Layer 2 Cisco Catalyst WS-C3850 switch. The first server acts as a traffic generator, while the second acts
as our device under test (DUT). For the traffic generator we use the open-source tool NFVBench [31],
which allows the execution of multiple PVP and PVVP chains. The VNFs are instantiated as VMs using
the Cisco R© CSR 1000V virtual routers. The CSR 1000v VNFs are configured either as single-feature
VMs by performing basic IPv4 forwarding (Cisco Express Forwarding—CEF), or they can apply
multi-feature processing by executing NAT, FW, QoS, and DPI on the traffic stream.

The traffic generator sends IP traffic with an IMIX packet profile to a variable number of chains
hosted on the DUT, by accepting a packet loss rate of 0.001% over a 1 min measurement interval,
according to RFC2544 [32]. This measurement technique starts by sending traffic at full speed and
continuously adjusting it until it founds the maximum throughput value with the target packet drop
rate. Finally, each experiment is executed 10 times, while we provide the average value. The specifics
of the setup are summarized in Table 1.

Table 1. Details of the experimentation setup.

Test Component Description

x86 Host PowerEdge R740 Server: 2 sockets Intel Xeon Gold 5118 2.3 GHz with 12 CPU cores each,
192 GB RAM, and 2 TB SSD SATA storage

Phys. Interfaces 1 NIC with 2 x 10GE ports; Intel X520-DA2 NIC
Hypervisor Linux kernel 4.15.0-58; Libvirt 4.0.0; QEMU 2.11.1

Switch Cisco Catalyst WS-C3850-12X48U-L
Traffic Generator NFVBench version 3.5.1

VNFs Cisco CSR 1000V R© virtual Router, IOS XE version 16.06.02; 2 vCPUs, 4GB RAM

4.1. PVP Configuration

4.1.1. Single-Feature Results

Figure 10 shows the system throughput of multiple single-feature PVPs for IPv4 forwarding
(CEF) with an IMIX packet profile for the different CPU allocation strategies. As a benchmark we use
an additive linear extrapolation of the single-PVP test, named Best Case. The reason is that ideally,
we would like the throughput to linearly grow as PVPs are added. CEF_10 denotes the case of
undersubscription with a total of 10 VMs or 20 vCPUs that are pinned to a different physical core,
CEF_20 demonstrates the 2:1 oversubscription scenario where we have 20 VMs or 40 vCPUs that are
are pinned to a different logical core, and CEF_40 presents the 4:1 oversubscription case with 40 VMs
or 80 vCPUs, where every 2 vCPUs are pinned to a single logical core.

The results show a perfect linear contribution to the overall system throughput for each additional
VNF, reaching the physical interface limit. with 9 PVPs regardless the oversubscription scenario used.
This is a very important observation, since for light processing VNFs, the impact of oversubscription
is marginal. In such deployment scenarios we can target for both high performance and low cost
deployment solutions, maximizing the benefits of NFV. We need to clarify that the traffic generator
measures the attained throughput of the bi-directional traffic. Thus, the physical interface limit is
20 Gbps (10 Gbps of the incoming NIC plus 10Gbps of the outgoing NIC).
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Figure 10. Single-Feature multi-PVP system throughput with CEF.

To understand why throughput exhibits such a linear additive behavior, we need to delve into
which factors could prevent such behavior. In general, when no internal chaining occurs, four main
bottlenecks can affect the system’s throughput, namely the (i) physical NIC bottleneck (herein 20G bps),
(ii) the hypervisor bottleneck (i.e., the capacity of the hypervisor to promptly allocate the necessary
CPU cycles to the VMs), (iii) the vSwitch bottleneck (i.e., how fast the traffic is forwarded from the
pNIC to the VM), and iv) the intra-VM bottleneck (i.e., how the maximum capacity of the VM itself
can limit the throughput) [7]. When using SR-IOV we have the advantage that VMs are directly
connected to the pNIC without the need of a vSwitch or a hypervisor to handle this traffic transition.
So immediately, we eliminate the hypervisor and vSwitch bottlenecks that could prevent a linear
throughput increase.

Another observation is that a single PVP can achieve a throughput of 2.23 Gbps. In an ideal
deployment someone would expect that a single PVP would reach the line rate and hit the pNIC
bottleneck. However, in a production environment, VNFs come with licenses that restrict the
bandwidth of the VM. Furthermore, the resources allocated to the VM and the I/O architecture
used can restrain its maximum processing capacity. For the particular experiment, we used the ax 2500
M CSR 1000v license that enables the security features available (e.g., FW and DPI) limiting however
the throughput achieved at 2.5 Gbps. The reason we notice a small difference between the 2.23 Gbps
achieved and the 2.5 Gbps available from the licence, is that we have not performed any complex
BIOS and tuning configurations that would be difficult to operationalize that however could slightly
increase the performance. Furthermore, the fact that hyper-threading is enabled to support higher
rates of oversubscription has also a minor effect on the single PVP performance since it can result in
lower L1 cache hit rates.

The average PVP delay is illustrated in Figure 11. As we can see, there is no significant change up
to the 9th PVP for the different oversubscription scenarios. After this point, the physical interface limit
is reached and we notice an abrupt increase on the average delay. This is reasonable, as the buffers of
the NIC interfaces are overflowed leading to considerable delay. Furthermore, for 40 PVPs we notice a
small increase in the delay in comparison with the rest CPU allocation strategies, since some requested
CPU cycles will not be immediately available on the VMs. However, this increase is of less than 30 usec,
which is practical negligible. Finally, for all three tested scenarios the delay presents a slow ascending
trend up to the 9th PVP, since the physical capacity of the NICs becomes stressed.
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Figure 11. Single-Feature multi-PVP average delay with CEF.

4.1.2. Multi-Feature Results

In this part of the experiment, we activate four features in each VM, namely the NAT, QoS, FW,
and DPI features. Figure 12 presents the system throughput for the different CPU configurations.
The first observation is that by activating processing intensive features the system throughput is
impacted. For example, if we compare Figure 10 with Figure 12 we see that for the multi-feature
configuration the physical interface limit is not attained. However, for the undersubscription
configuration with 10 PVPs (FEAT_10), the system throughput increases almost with the same rate as
the best case additive line for the particular configuration (Best Case_10), maximizing at 16.7 Gbps.
This is where we hit the CPU oversubsciption limit. Intuitively, we can conclude that for a more
powerful server with a higher number of CPU cores, the system throughput would continue to grow
linearly until we hit the physical NIC bottleneck. In this part of the experiment different number of
VMs (10, 20, and 40) produce different single-PVP throughput values. Thus, we provide three best
case additive lines, each one corresponding to one of the three CPU allocation scenarios.

When oversubscription is allowed, the impact on the system throughput becomes more obvious.
For 20 PVPs (FEAT_20) the overall throughput is considerably less than 10 PVPs by starting deviating
also from the best case additive line (Best Case_20). Nonetheless, a highly linear throughput growth
is presented. The throughput reduction is even more evident, when 40 PVPs are instantiated on the
server (FEAT _40), with however a larger deviation from the best case additive line (Best Case_40).
In the particular configuration, throughput increases in a linear manner up to the 20th PVP. After this
point each newly added PVP is being allocated on an already used pCPU making the hypervisor to
struggle in order to allocate on time the requested CPU cycles for each PVP. This has a direct effect on
the overall system throughput that maximizes at around 8 Gbps regardless the number of PVPs that
we add after the 4:1 oversubscription limit. We have to note that even the system throughput remains
stable the individual PVP throughput is reduced. For example for 20 PVPs the system throughput is
approximately 9 Gbps which gives an average PVP throughput of 0.45 Gbps, while for 40 PVPs the
throughput is 8.5 Gbps which gives an average PVP throughput of 0.21 Gbps. Such a degradation
complicates the operators capacity planning processes. Nonetheless, a guarantee of approximately
200 Mbps can be enough for specific use cases.
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Figure 12. Multi-Feature multi-PVP system throughput with NAT, QoS, FW, and DPI.

Comparing Figure 8 with Figure 9 we see that the 20 VM deployment has the same CPU
allocation with the first 20 VMs of the 40 VM deployment. Thus, it would make sense for the 20 PVPs
configuration (FEAT_20) to have the exact same throughput performance with the corresponding
part of the 40 PVPs configuration (FEAT_40). The difference noticed is attributed on the fact that
in the case of the FEAT_40 configuration all 40 VMs are activated on the server, even though at
each measurement point a lower number of VMs are actually processing traffic. This is a reasonable
assumption, since on a production environment not all VMs will be continuously being used, but they
can be on a stand-by/idle mode. To this end, we can safely deduce that the throughput reduction
noticed between the 20 and 40 PVP configuration is due to extra CPU cycles requested from all 40 VMs
running on the server. To better understand this clause, we need to further explore how the VMs
generates CPU requests for the hypervisor. In particular, in addition to the vCPU processes configured
for a VM (in our case 2 vCPUs), numerous VM system threads are also generating processing loads.
Examples are the VM kernel process, virtual Network Interface Cards (NIC) processes, or interrupt
request (IRQ) processes. The aggregate of all vCPU processes from the set of VMs as well as the
VM-specific processes are presented to the hypervisor layer for scheduling onto physical CPU (pCPUs)
cores [7]. This explains the different performance behavior with regards to the total number of activated
VMs/PVPs.

Regarding delay, as Figure 13 demonstrates, the multi-feature configuration almost doubles the
average PVP delay in comparison to single-feature deployment (Figure 11). This is normal, since we
add extra processing delay in our communication path, by applying four processing intensive features.
For the undersubscription scenario (FEAT_10) we observe that the delay is approximately constant per
PVP at around 320 usec. This was expected as the amount of packets processed by each PVP remains
the same as we add more PVPs (i.e., throughput of FEAT_10 is identical to Best Case_10). Nonetheless,
this behavior is not being noticed for the oversubscription scenario. For the 2:1 oversubscription factor,
the delay is less than the undersubscription scenario since the throughput is lower and thus fewer
packets are being processed. Furthermore, as the throughput of FEAT_20 deviates from the best case
additive line, this means that for each additional PVP the average PVP throughput drops. This drop in
throughput is translated into a lower number of packets being processed and thus a lower average
PVP delay. This explains the descending behavior of the delay in Figure 13. The same trend is noticed
for 40 PVPs (FEAT_40); however, in this case we need to take into account an additional delay from
the CPU deprivation which slightly increase the average PVP delay in comparison to FEAT_20.



Informatics 2020, 7, 33 16 of 22

Figure 13. Multi-Feature multi-PVP average delay with NAT, QoS, FW, and DPI.

4.2. PVVP Configuration

4.2.1. Single-Feature Results

Figure 14 demonstrates the overall throughput system for an incremental number of PVVP chains
(internal chaining). In this plot, each measurement point corresponds to two additional VMs chained
together. Thus, similar to Section 4.1, we instantiate 10, 20, and 40 VMs, for the different CPU allocation
configurations, which correspond to 5, 10, and 20 PVVPs respectively. As we can see, there is no
particular difference between the different oversubscription ratios, when a single feature such as IPv4
forwarding is applied. This is inline with the PVP results showed in Figure 10. However, the great
difference between the PVP and PVVP chaining technique, is that with PVVP the maximum system
throughput is halved. In particular, this maximum throughput can be attained with 5 PVVPs, and after
this point we do not observe a significant modification on the system throughput regardless the
number of PVVPs added and the type of oversubscription followed. However, we need to take again
into consideration that a stable system throughput, as the number of PVVPs increases, is translated
into a reduced individual throughput for each PVVP. This reveals that the internal chaining creates an
additional bottleneck and the impact of that is not always negligible. If we compare Figures 10 and 14
we see that there is no difference for the first 10 VMs (10 PVPs or 5 PVVPs). However, beyond this
point, PVP continues to grow linearly, while PVVP not. The reason is that in the case of PVVP the
traffic is being passed two times from the pNIC; one for getting in and out of the server and one for
the internal chaining, which explains why the system throughput is halved.

Unfortunately, this adverse impact of the internal chaining cannot be avoided without the addition
of extra physical NICs. In particular, we have extensively analyzed the effect of internal chaining
(e.g., through VEB and VEPA) for undersubscribed scenarios when using a single-feature deployment
technique in [24]. In fact, for VEB two approaches where examined where first the internal switching
is effectuated through a virtual bridge being set up from the hypervisor and second the VFs of
SR-IOV where used to perform the internal chaining (as in this paper). However, for all techniques
examined the internal chaining posed an additional bottleneck since traffic is processed twice leading
the throughput to be approximately halved in comparison to when no chaining occurs. Nonetheless,
for all internal chaining techniques used, the SR-IOV VEB-based chaining approach showed the best
performance and this is why we chose it for the internal chaining.
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Figure 14. Single-Feature multi-PVVP system throughput with CEF.

Regarding delay, as Figure 15 demonstrates, an increase is noticed with regards to PVP (Figure 11),
which is almost doubled. However, the same delay trend is noticed. For the first 5 PVVPs the
delay is increased as the buffers of the pNICs are stressed. Yet after the maximum throughput is
attained the delay starts to decrease as the throughput per PVVP is decreased, and thus less traffic is
processed per PVVP. This is more evident when having 20 and 40 VMs activated (CEF_20 and CEF_40).
Finally, for 40 VMs (CEF_40) the delay introduced for a 4:1 oversubscription ratio is more important
than the rest of CPU allocation strategies. This can be a decisive parameter when performing the
capacity planning, and particular when we want to achieve a trade-off between throughput and delay.

Figure 15. Single-Feature multi-PVVP average delay with CEF.

4.2.2. Multi-Feature Results

For a multi-feature configuration, a considerable change in the overall performance is noticed.
Here, since we create a new PVVP chain for every two VMs, only the second VM activates the 4 features,
while the first one continues to simply forward the traffic. This way, it is the second VM that regulates
the overall throughput. Figure 16 presents the throughput performance for the different CPU allocation
scenarios. For an undersubscribed system (FEAT_10), with only 5 PVVPs, the throughput shows a linear
contribution to the overall system throughput for each additional PVVP. On top of that, the throughput
follows the best case additive case (Base Case_10), meaning that each PVVP positively contributes
to the overall throughput. However, as we increase the oversubcription factor the more we deviate
from the best case additive throughput. Furthermore, the activation of features, as in the case of PVP,
reduces the throughput, while the hypervisor further decelerates the throughput increase, especially
when the 4:1 oversubscription ratio point is surpassed. Comparing, Figures 12 and 16, we also notice
the impact of the internal chaining bottleneck on the system’s performance (as a reminder we used
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the VEB technique). For PVP, the throughput maximizes at 17 Gbps for 10 and 20 VMs and at 8 Gbps
for 40 VMs. In contrast, for PVVP the system throughput presents the highest values of 8.5 Gbps
for 10 and 20 VMs and 4 Gbps for 40 VMs. This behavior corroborates the results found in PVVP,
when only IPv4 forwarding is activated, where the internal chaining has as an outcome the reduction of
the throughput at the half of its PVP value.

Figure 16. Multi-Feature multi-PVVP system throughput with NAT, QoS, FW, and DPI.

Another interesting aspect, which applies in both PVP and PVVP, when multiple features
and oversubscription are enabled, is that we start noticing a higher variance in the results.
Specifically, the system throughput presents a± 1 Gbps deviation from the average value, which justifies
the fluctuation noticed after the 4:1 oversubscription point. This implies that a higher number of
experiments may need to be executed to have a more smooth throughput distribution, but at the same
time it points the fact that capacity planning, in terms of throughput satisfaction, becomes a complicated
task for the network operator. Nonetheless, on average we can safely say that for 20 PVVPs we can
have an average throughput value of approximately 240 Mbps.

Finally, Figure 17 depicts the average delay for each PVVP when multiple features are enabled.
In this case, we can quantify the impact of having both multi-feature and internal chaining enabled on
the delay. This combination, results in the highest possible delay. Specifically, for an undersubscribed
system (FEAT_10) the average delay ranges between 450 usec to 480 usec having an ascending trend,
since the average throughput per PVVP increases according to the best case additive scenario and
stressing the buffers of the pNIC by including an increased queuing delay. Nonetheless, for the
oversubscription configurations (FEAT_20 and FEAT_40), the average throughput increase is not
additive, and thus the average throughput per PVVP drops, resulting in a descending delay trend as
we increase the number of PVVPs.

Figure 17. Multi-Feature multi-PVVP average delay with NAT, QoS, FW, and DPI.
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4.3. Results Discussion

The above results demonstrate the impact of the deployment and configuration of the VNFs and
virtualized system in the overall performance. In general, it is safe to say that the higher the performance
the higher the cost of the deployment solution. This deployment cost is usually referred to as the
computational and communication resources a service chain needs to in order to be provisioned [33].
For example, for all tested scenarios the single-feature deployment presents higher throughput and delay
performance compared to multi-feature deployment. However, a single-feature deployment would
lead to higher number of deployed VMs, higher resource consumption and thus higher deployment
cost. In our experiments, the multi-feature VMs include a NAT, FW, QoS, and DPI functionalities that
with a single-feature approach would result in 4 VMs. Nonetheless, the multi-feature approach can
reduce the maximum attained performance from 15% for an undersubscribed system to 55% for an
oversubscribed system.

The type of chaining can also impact the overall performance and cost. For a PVP approach, we
can maximize the performance; however, this is at the expense of an additional cost. If we want to
chain two VMs with a PVP approach this either mean that we have to send the traffic back to the
switch to reach the second VM, adding communication resources for the chaining, or using a second
server to deploy a second VM, adding both computational and communication resources. In contrast,
the PVVP approach allows the traffic to be handled internally, thus minimizing the communication
costs, with a decrease however, in the throughput and delay performance. This decrease is quantified
to an approximately 48–50% performance reduction regardless the type of feature and CPU allocation
configuration made.

The final aspect of performance examined is the oversubscription. Oversubscription can enhance
the VM consolidation and the sharing of resources, contributing significantly into the cost reduction.
However, this cost reduction sacrifices a portion of the overall performance. In detail, we ascertain that
oversubscription can reduce the system throughput and increase the average delay. The impact becomes
more severe for higher ratios of oversubscription. Nonetheless, we also proved that oversubscription
can positively contribute to both cost reduction and performance maximization, when the VNFs apply
light-weight processing functions. Specifically, for single-feature VNFs, when applying only simple IPv4
forwarding the impact of oversubscription is negligible regardless the type of chaining and the factor of
oversubscription used. In contrast, when applying processing-intensive features, oversubscription is not
anymore contributing positively in the additive system throughput. For instance, in case a multi-feature
deployment is selected, a 2:1 oversubscription factor results in a much more shallower throughput
increase, however the maximum attained system throughput is similar to the undersubscription scenario.
The oversubscription becomes more problematic for a factor of 4:1, where the maximum system
throughput is reduced by 45% for both PVP and PVVP deployments, significantly affecting the individual
chain throughput.

5. Conclusions

In this paper, we analyzed the performance of running multiple VNFs under different chaining
technologies, feature configurations, and oversubscription ratios using the SR-IOV as our primary
I/O architecture. Such a system configuration is becoming increasingly popular in cloud-based
deployments where the same server can be virtualized to offer network services to different end-users.
Our results demonstrated the performance we can achieve in terms of the overall system throughput
and the average delay per chain, for an incremental number of chained and unchained VMs. Our goal
was to show realistic deployment VNF solutions that can find a good trade-off between overall
performance and deployment cost. The main findings of such an analysis revealed that multi-feature
deployments even they can be cost-efficient solutions they can have a direct impact on the performance
of the VNFs. Furthermore, if a multi-feature deployment is combined with an oversubscribed system
the throughput and delay would be considerably affected, especially when allocating the same
physical core for four vCPUs from two different VMs. Nonetheless, even with this configuration,
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an acceptable average throughput and delay may be provided that can be sufficient for specific
applications. Finally, the internal chaining adds another bottleneck in the communication path that
should be taken into consideration during the capacity planning of the infrastructure. Future research
items include the testing of contenarized VNFs and their comparison to VM-based deployments.
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Abbreviations

The following abbreviations are used in this manuscript:

NFV Network Function Virtualization
VNF Virtualized Network Function
COTS Custom off the shelf
VM Virtual Machine
SFC Service Function Chain
KPI Key Performance Indicator
FPGA Field Programmable Gate Arrays
IPSec Internet Protocol Security
IDS Intrusion Detection System
FW Firewall
NAT Network Address Translation
I/O Input/Output
QoS Quality of Service
DPI Deep Packet Inspection
IMS IP Multimedia Subsystem
IDS Intrusion Detection System
NIC Network Interface Card
OVS Open vSwitch
DPDK Data Plane Development Kit
FD.io VPP Fast Data Input/Output Vector Packet Processing
NAPI Linux New API
PA-Flow Packet Aggregation Flow
pNIC physical NIC
vNIC virtual NIC
PF Physical Function
VF Virtual Function
PVP Physical-to-VM-to-Physical
PVVP Physical-to-VM-to-VM-to-Physical
VEB Virtual Ethernet Bridge
VEPA Virtual Ethernet Port Aggregator
pCPU physical CPU
vCPU virtual CPU
lCPU logical CPU
DUT Device Under Test
CEF Cisco Express Forwarding
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